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Abstract: Improving the quality of products remains a challenge. This is due to the turbulent
environment and the dynamics of changing customer requirements. Hence, the key action is to
predict beneficial changes in products, which will allow one to achieve customer satisfaction and
reduce the waste of resources. Therefore, the purpose of this article was to develop a universal
model to predict the expected direction of quality improvement. Initially, the purpose of the research
was determined by using the SMART(-ER) method. Then, during the brainstorming method (BM),
the product criteria and range states of these criteria were determined. Next, a survey with the
Likert scale was used to obtain customers’ expectations, i.e., assessing the importance of criteria
and customers’ satisfaction with ranges of product criteria states. Based on customer assessments,
quality product levels were calculated using the Weighted Sum Model (WSM). Then, the initial
customer satisfaction from the product quality level was identified according to the relative state’s
scale. Based on this, the direction of product quality improvement was anticipated using the Naïve
Bayesian Classifier (NBC). A test of the model was carried out for photovoltaic panels (PV) of a key
EU producer. However, the proposed model is universal, because it can be used by any entity to
predict the direction of improvement of any kind of product. The originality of this model allows
the prediction of the destination of product improvement according to customers’ assessments for
weights of criteria and satisfaction from ranges of quality-criterion states.

Keywords: predicting; decision support; machine learning; improvement of products; quality;
customers’ expectations; naïve Bayesian classifier; weighted sum model; photovoltaic panels;
mechanical engineering

1. Introduction

Changes in customer expectations and turbulent environments make it difficult to
choose a favorable direction for product development [1]. As part of sustainable develop-
ment, it is important to reduce the waste of resources [2]. It is possible by adequate planned
production to allow satisfactory products. However, this is difficult because of products on
which demand is increasing, and there are comparatively many offered products [3,4]. This
is a global problem, where it is particularly noticeable in the case of photovoltaic panels
(PV), which are one of the main tools of renewable energy sources (RESs) [5].

As shown in [6], electricity is the fastest growing energy source in the world. According
to [5,7], the energy produced from PV is clean and safe, where the key meaning is in the
production of electricity. Therefore, photovoltaic panels are developing at a faster rate
than other RESs. Photovoltaic panels are produced on a global scale and their large
number is still growing [8]. For example, the energy capacity of solar power in 2010
was equal to about 0.16 GW, while in 2021, it was observed its grow to 40.1 GW [9]. In
turn, in the world, the total power from PV amounts to 505 GW [9]. The dynamics of
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the development of PV results are mainly due to the financial support of that industry in
households. For example, it is possible to achieve approximately 70% to 80% of free energy
from photovoltaic energy, where the billing period is defined annually [10,11]. Additionally,
the development of photovoltaics results from a need to include many different conditions
during its design, for example, location, place of installation, distance between panels, or
individual customers’ preferences [12]. It is important to mention the climate and energy
framework of 2030, according to which it is necessary to achieve an improved energy
effectiveness of about a minimum of 32.5%, where it is predicted to have a 32% share in
renewable energy [13]. Despite that, the prices of photovoltaics will allow one to produce
31% of energy from this source by 2030 [14], due to the fact that attempts are currently
being made to produce energy from renewable and sustainable energy sources. It will allow
the reduction in greenhouse gases and increase in efficiency of the energy supply [15]. The
aforementioned factors determine that many photovoltaic panels are produced; however,
due to the sustainable development of these products, it is important to predict the direction
of their development. According to [16], this direction should include the so-called voice of
the customer (VoC). However, there is a search for an effective way to predict the adequate
direction of PVs. This is a global problem, which covers not only photovoltaic panels but
all products produced in medium-series or mass production.

Therefore, the purpose was to develop a universal model to predict the expected direc-
tion of product quality improvement. During development of the model, two hypotheses
were assumed:

Hypothesis 1. It is possible to predict the direction of product quality improvement according to
customer expectations determined based on the current quality of the product.

Hypothesis 2. It is possible to predict the direction of product quality improvement according to
the quality of products estimated based on assessments referring to weights (importance) of criteria
and satisfaction with states of criteria.

A test of the proposed model was carried out for photovoltaic panels (PV) of a key
producer from EU countries.

2. Literature Review

The literature review showed that the authors of [17] developed a multicriteria al-
gorithm to optimize the decision to choose the best PV. In turn, in [18], the benefits of
photovoltaic energy resulted from costs, consumption, technology, and their orientation
(place of installation of photovoltaic energy). Toward this aim, the analysis of optimal costs,
including the economic aspects and configuration of these products, was used. Another ex-
ample is [19], which used the environment of TRNSYS to simulate the annual performance
of mixed buildings with an air-to-water heat pump and a photovoltaic system mounted on
the roof. The aim was to evaluate the expected energy performance with the installed PV. In
turn, the authors of [20] developed a neural network model to predict the annual radiation
and the optimal angle of inclination and azimuth in each region of the world. The idea
was to allow the installation of a cheap microcontroller. Another model was shown in [21],
where the yield of photovoltaic panel energy from commercial and tandem solar cells was
calculated. The authors of [22] analyzed the modeling and performance analysis of partially
shaded solar modules. The purpose was to integrate shade and opacity attributes in the
area of the photovoltaic module. Another approach was shown in [23], where the slope of
the PV and the predicted range of the sun’s rays on their surfaces were verified. The next
example is [24], in which prototypes of photovoltaics were tested. The efficiency of these
systems in MATLAB was analyzed. In turn, in [25], a distributed energy system was built.
This consisted of the gasification of superheated steam of solid waste and photovoltaic
panels. In turn, in [26], beneficial photovoltaics were predicted according to the criteria of
choice, e.g., economic, environmental, and technical. Despite basic methods for prediction,



Energies 2022, 15, 1751 3 of 18

there are existing advanced methods. For example, the authors of [27] developed mod-
els to solve the problem of production optimization, in which the aspect of the value of
production was included. Toward this aim, the approach based on machine learning with
experimental data was combined. In effect, the models predicted the final performance of a
battery. The novelty of the article was the efficiency of quantitative research and prediction
using the systemic view of the production process. In turn, in article [28], the impact of
the component parameters of the mixing stage on a lithium-ion battery produced was
analyzed. Classification models were used, mainly machine learning based on RUBoost.
The idea was to reduce the problem of class imbalance and to classify quality indicators
efficiently. The next example of advanced methods for prediction is [29]. In this work, a
structure based on the recursive neural network (RNN) was proposed. The purpose was to
effectively predict the capacity of the calendar. In effect, it was shown that it is possible
to use effective forecasting in various storage situations. Another modern approach was
shown by [30], where a solution was developed based on machine learning using migrated
Gaussian regression (GPR). The purpose was to predict a future two-stage trajectory aging
battery. The analysis was subjected to three batteries, followed by model validation and
efficiency evaluation. An effective solution was also proposed in [31], which developed a
classification framework based on random forests from the bag (RF), Gini changes, and the
predictive association measure (PMOA). Verifications were performed for the production
of lithium-ion batteries.

After the review of the literature, it was shown that the search for a different way to
determine the effectiveness of PVs is still ongoing [17,19]. Currently, these works mainly
include predicting the, e.g., efficiency and costs of PV installation [18,20,22]. In addition,
various advanced machine learning methods have been used, such as RU-Boost [28], trans-
ferred recursive neural network (RNN), migrated Gaussian process regression (GPR) [30],
or random forest ‘out of bag’ (RF), Gini changes, and predictive association measure
(PMOA) [31]. Despite this, there is still a search for a way to determine the direction of
improvement of these products. This refers to the need to develop a way to support an
entity (expert, broker, or bidder) in choosing the way of improving current products, to
focus only on adequate improvement actions. At the same time, these activities will be
to the satisfaction of the customer. In comparison to previous works, the originality of
the proposed approach is predicting the expected destination of quality improvement of
products based on different states (attributes) of the current product and customers’ satisfac-
tion. It is a new proposition because prediction mainly includes historical or experimental
data. However, in this approach, the prediction will include the current (current) state
of the products. Additionally, it is possible to target product development by involving
customers in the entire product quality assessment process. This procedure is favorable
for the development of all products (not only photovoltaics). It is in accordance with the
rule of reducing the waste of sources and allows for limitations, negative climate change,
conditioning, and increased (often unnecessary) production.

3. Model

The universal model to predict the direction of quality improvement of products was
developed. The model is presented as follows: Section 3.1. Concept of model, Section 3.2.
Assumptions and conditions of the universal model, Section 3.3. Characteristics of the model.

3.1. Concept of Model

The concept of the model includes predicting the direction of product quality improvement
considering customers’ expectations. It refers to determining the preferred quality of a product
according to the importance of product criteria and assessment of customers’ satisfaction
from states of product criteria. Therefore, the model can be useful for an entity (expert,
broker, or bidder) to determine relevant improvement actions to improve currently existing
products. The proposed model was developed by combining these instruments: SMART(-
ER) method (S—specific, M—measurable, A—achievable, R—relevant, realistic, or reward,
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T—‘based on timeline’ or timebound, E—exciting or evaluated, R—recorded or reward) [32],
brainstorming method (BM) [33], survey with Likert scale [1,34–36], Weighted Sum Model
(WSM) [3,37–39], relative states scale [3,4,40], and Naïve Bayesian Classifier (NBC) [41–44].
The general concept of the model is shown in Figure 1.
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Figure 1. General concept of model. Own study.

Initially, customers’ expectations were obtained using a survey with the Likert scale,
where customers assessed the importance of criteria and satisfaction from a range of criteria
states. It was considered that the customer based on the current product would be able
to more precisely determine what is expected (needed), i.e., what has a positive impact
on the product quality level, and what has to be completely changed. Then, according
to customers’ expectations, quality product levels were estimated for a different range of
criteria states using the Weighted Sum Model (WSM). Then, according to relative states,
the initial classification of customers’ satisfaction from the estimated product quality levels
was carried out. Based on this, the expected direction of product quality improvement was
anticipated using the Naïve Bayes Classifier.

3.2. Assumptions and Conditions of the Model Ensuring Its Versatility

Assumptions were made during the development of the proposed model. These
assumptions resulted from the literature review, the concept of the proposed model, and
the conditions of selected methods. These assumptions were:

• The product for verification should be the current existing product [1];
• The type (kind) of products for verification should not be limited;
• The number of product criteria should be equal to between 14 and 25 in group qualita-

tive and/or quantitative criteria [3,45–47];
• The criteria should always be characterized by criteria states created according to

different current states of product criteria [1,48–51];
• The maximum number of total products for verification should be equal to 7 ± 2, as is

shown in works [3,40,52].
• The number of states for a single criterion should equal a maximum of 7± 2 [3,40,53];
• For initial (testing) research, a minimum number of customers from which expectations

are obtained should be equal to 5 to 9 [4,40,54–56];
• The product quality level should be calculated separately according to the assessments

from individual customers.

These assumptions were adequately detailed at the stages of the model, which are
characterized in the next section.

The universality of the model includes the possibility of its application for any type
(kind) of currently existing products. Additionally, the model can be used for any entity,
i.e., bidder, expert, or broker. The universality of the model refers to the universal character
of the tools, which were implemented and sequentially combined [57]. For example, the
WSM method does not include measure values of criteria; therefore, it allows the estimation
of product quality for any criteria, which can be qualitative or quantitative [3,37–39].
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Furthermore, the Naive Bayesian Classifier (NBC) is effective in predicting or classifying any
data shown in qualitative and quantitative ways [41–44]. Despite that, the universality of
the model is a possibility of its application as part of the ongoing improvement of products,
and to the sustainable development of products considering customers’ expectations.

3.3. Characterization of Model

The model was developed in seven main stages: stage 1—defining purpose, stage
2—choice of products, stage 3—determining criteria and criteria states, stage 4—obtaining
customer expectations, stage 5—calculating quality level, stage 6—initial determination of
customer satisfaction, and stage 7—predicting the expected direction of product quality
improvement. The developed model is shown in Figure 2.
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A brief description of the characteristics of the model stages is shown the next part of study.

• Stage 1. Definition of purpose

In the proposed approach, the purpose is to predict the direction of product improve-
ment expected by customers according to the criteria states. For precision determination
purposes, the SMART(-ER) method is used [55].

• Stage 2. Choice of products

It is assumed that the proposed model is universal, i.e., has applications for any
product and can be used by any entity (expert, broker, or bidder). Therefore, the choice of
products for analysis is not limited and results from a preference of the entity. It is necessary
to choose products of the same type. These can be products (of the same type) of a single
entity [1]. The brainstorming method (BM) can be used among a team of experts [33]. The
maximum number of all products for verification is 7 ± 2, as shown in [3,40,52,53].

• Stage 3. Determining criteria and state of criteria

The criteria are attributes (features) of products. These criteria are determined by
brainstorming (BM) [33] realized by a team of experts. Toward this aim, it is necessary
to base it on the catalog (specify) of the product. After a review of the literature, it is
assumed that it is necessary to determine from 14 to 25 criteria [3,43,45,46]. It is preferred
to determine criteria in qualitative and quantitative groups. During the choice of criteria, it
is necessary to include the impact of criteria on the quality of the product, i.e., criteria that
generate customers’ satisfaction with the utility of the product. These criteria are current
criteria for products by the same producer.

After determining the criteria, it is necessary to determine the states of these criteria.
These states are determined in the catalog (specification) of the product. The maximum
number of all states for verification is 7 ± 2, as shown in [3,40,52,53]. This results from
the model concept, i.e., defining the direction of product improvement. The states for
qualitative criteria are determined as descriptions. The states for quantitative criteria
are determined as values. It is possible to perform brainstorming (BM) by including the
company’s production capacity, results from prior improvement actions, or historical data.

• Stage 4. Obtaining customer expectations

The obtaining of customers’ expectations refers to their requirements of product
criteria. Toward this aim, the popular and most often tool is used, that is, the survey with
the Likert scale [1,34–36]. In turn, to estimate the required number of customers from which
expectations are required, the method for estimating the sample size to predict is used, as
shown in [1].

The survey should consist of two parts, i.e., the first part—assessment of the importance of
criteria, and the second stage—assessment of the satisfaction of quality of criteria states. It is
necessary to assess the importance of all product criteria selected in the third stage of the model,
where 1 is a practically relevant criterion and 5 is the most important criterion.

In addition, satisfaction with the quality of all criteria states determined in the third
stage of the model is necessary, where 1 is a state that is not very satisfying and 5 is a
state with the most satisfaction [34,36]. If the product criteria are not well known by the
customer, it is recommended that the entity (expert, bidder, or broker) assists the customer
in completing the survey. An example of the survey form is shown in Figure A1.

The customers’ expectations are processed in the next stages of the model, as shown
in the next part of the work.

• Stage 5. Calculating the quality level

To calculate the quality level, it is assumed that the WSM method (Weighted Sum
Model) is not complicated [3]. The choice of the method results from its usefulness in
assessing product quality with respect to the weighting of the criteria and the evaluation of
the quality of these criteria [37,38]. Additionally, the method does not take into account
the units of measurement of the criteria, so there is no need to normalize the customer
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ratings [49]. It is necessary to estimate the quantity of product separately for each customer.
Quality is estimated separately from the assessment of product states. The formula for
calculating the product quality in the WSM method is shown in Equation (1) [3,37–39]:

AWSM
i =

n

∑
i=2

wijxij = qn
ij (1)

where: w—assessment of the importance of the criterion, x—assessment of satisfaction with
the state of the criterion, n—customer, i—criterion, j—state of the criterion, i, j, n = 1, . . . , m.

It is assumed that the product quality level should be shown as decimal values;
therefore, Equation (2) is used:

Qn
ij =

qn
ij

1000
(2)

where the symbols are as in Equation (1).
It is necessary to process all product quality levels (qn

ij) into decimal values (Qn
ij). This

results from the need to classify product levels according to the assumptions, which are
described in the next stage of the model.

• Stage 6. Initial determination of customer satisfaction

This stage relies on initially determining customers’ satisfaction from quality product
levels (Qn

ij). It refers to marking the state of customer satisfaction for each product quality
level. Following [3,4,40], it is assumed that satisfaction states are determined according to
the relative state scale (Figure 3).
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If the sample size is not large enough (e.g., n < 100), the relative state scale is not
effective. The alternative way is to determine the initial customers’ satisfaction according to
the proportion of values for the estimated product quality levels. It is shown by Equation (3):

Qn
ij = maxε

{
Q1

11, . . . , Qn
ij

}
—absolutely satis f ying

Qn
ij ∈

(
maxQn

ij;
maxQn

ij−minQn
ij

2

〉
—very satis f ying

Qn
ij ∈

(
maxQn

ij−minQn
ij

2 ; minQn
ij

)
—a bit satis f ying

Qn
ij = minε

{
Q1

11, . . . , Qn
ij

}
—not very satis f ying

(3)

where the symbols are as in Equation (1).
Initially determining customers’ satisfaction results from the need to describe each

additional value of the product quality level (i.e., in linguistic terms), where it is necessary
to realize the next stage of the model.
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• Stage 7. Predicting the expected direction of product quality improvement

The last stage of the model is predicting the expected direction of improvement in
product quality improvement. It is necessary to base it on product quality levels (Qn

ij) and
determine initial customers’ satisfactions (i.e., from sixth stage). It refers to predicting which
states of criteria included in product quality are most preferred by customers. To predict
the expected direction of improvement in product quality improvement, Naïve Bayesian
Classifier (NBC) is assumed [41–44]. The choice of NBC results from its effectiveness in
predicting the quality of any data (qualitative and quantitative), and in this case, it refers to
results from the initial classification of the quality of the product. Additionally, the NBC
is supported in program software, e.g., STATISTICA 13.3. Hence, its application can be
effective and not complicated. The use of NCB by making calculations is shown in the next
part of the study.

The Naive Bayesian Network is a graphical model that presents conditional depen-
dence between random variables, i.e., directed acyclic graph (DAG). In the Bayesian
Network, it is possible to approximate the total distribution of probability, resulting from
the possibility of decomposing the distribution into a conditional probability product for
each variable. If V = {X0, X1, . . . , Xn} is set of discrete variables, Xi = (i = 0, . . . , n)
can take a value from the set {1, . . . , ri}. Therefore, for Xi = k, where Xi has a state k, the
combined probability distribution is determined by Equation (4) [41,43]:

P(X0, X1, . . . , Xn| G) =

n

∏
i=0

P
(

Xi

∣∣∣Pa
G
i , G

)
(4)

where: Pa
G
i —set of variables Xi in G. For structure G, Pa

G
i is used as a designation of parents.

In turn, θijk is the conditional parameter of probability Xi = k when the jth observed parent

instance xi and θij = Uri
k=1

{
θijk

}
, θ = Un

i=0UqPai

j=1

{
θij
}

, where qPai = ∏v:Xv∈Pai
rv. The

Bayesian Network is the pair B = (G, θ).
In this view, the BN structure shows conditional theorems about independence in

the probability distribution by d-separation. Initially, the collider is determined as well as
its d-separation. According to this, the path is a sequence of nearby variables, where the
collider is determined according to these definitions [41,42]:

Definition 1. Assuming the structure G = (V, E) exists, variable Z ∈ V on path ρ if and only if
there exist two different edges coming to Z from noncontiguous variables.

Definition 2. Assuming the structure G = (V, E) exists, X, Y ∈ V, Z⊆V\{X, Y}, and two
variables X and Y are d-separable, given Z in G, then and only then q between X and Y meets one of
the two conditions, i.e., Z contains noncollider on q, or the collider is Z on q, when Z not includes Z
and its descendants.

According to [41], the d-separation between X and Y is determined in the Z structure
G as DsepG(X, Y|Z). Two variables are d-connected if they are not d-separable. Therefore, if
the existing x, Y, Z ∈ V, and X and Y are not adjacent to each other, there are three types of
connections existing with d-separation: serial connection ( x → Z → Y), divergent con-
nection ( X ← Z ← Y), combination of convergence ( x → Z ← Y ). These combinations
are correct if the following theorem holds:

Theorem 1. Assuming the structure G = (V, E) exists, X, Y ∈ V, and Z⊆V\{X, Y}, when exist-
ing convergent connection (x → Z ← Y), when: ∀ Z ⊆ V\{X, Y, Z}, ¬ DsepG(X, Y | Z, Z)
or ∃Z ⊆ V\{X, Y, Z}, DsepG(X, Y

∣∣ Z).

If G has a serial connection (X→ Z → Y) or diverg (X← Z ← Y) , there are two
negations for this theorem.
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These theorems are also balanced with Markov’s theory if there are identical d-
separations, i.e., [41,42,44]:

Definition 3. Let G1 = (V, E1) and G2 = (V, E2) be two DAGs, then G1 and G2 are called
Markov counterparts, if (5):

∀X, YεV, ∀Z ⊆ V\{X, Y}, DsepG1(X, Y | Z)⇔ DsepG2(X, Y |Z) (5)

Following [41], a theorem for Markov equivalence is assumed:

Theorem 2. Two DAGs are Markov-equivalent when they have the same combination (without
including destination) and have the same combination convergence.

According to IP∗(X, Y|Z) where X and Y are conditionally independent and included
in Z as a true combined probability distribution P∗, the Naïve Bayes structure (G) is an
independent map (I-map) when all d-separations belonging to G are related to conditional
independence in P∗, i.e., [41,44]:

Definition 4. Assuming that the true cumulative probability distribution P∗ of random variables
belongs to V set and G = (V, E) structure, when G is I-map, if equal, (6) is satisfied:

∀X, YεV, ∀Z ⊆ V\{X, Y}, DsepG (X, Y | Z)⇒ IP∗(X, Y |Z) (6)

Then, the probability distributions in P∗ are combined in P for a large enough sam-
ple. Therefore, Naive Bayesian learning is realized for each D =

{
x1, . . . , xd, . . . , xN

}
when it is a set of data consisting of N iterations, and when each of them (xd) is a vector(

xd
0 , xd

1 , . . . , xd
n

)
.

The set of variables Z ⊆ V is determined as nZ
J when the number of samples Z = j

belongs to the set D and is defined as NZ
ijk for the number of samples equal to xi = k. Then,

Z = j in D. Furthermore, the table of frequency connections JFT(Z) is determined and the
table of frequency conditions CFT(Xi, Z); therefore, there is a list of NZ

j for j = 1, . . . , qZ

and for NZ
ijk for i = 0, . . . , n; j = 1, . . . , qZ, and k = 1, . . . , ri.

The probability (B) in the Naïve Bayesian for D is determined by Equation (7) [41,43]:

P(D|B) =
N

∏
d=1

P
(

xd
0 , xd

1 , . . . , xd
n

∣∣∣B) =

n

∏
i=0

qPai

∏
j=1

ri

∏
k=1

θ
N

Pai
ijk

ijk (7)

where: P
(

xd
0 , xd

1 , . . . , xd
n

∣∣∣B) is presented as P
(

X0 = xd
0 , X1 = xd

1 , . . . , Xn = xd
n

∣∣∣ B
)

. The
estimator of the larger credibility (θijk) is determined as Equation (8) [41,42]:

θ̂ijk =
N

Pai
ijk

N
Pai
j

(8)

The most popular parameter of Naïve Bayes is expected a posteriori (EAP) from
Equation (9), which is expected (θijk) for density p

(
θij
∣∣D, G

)
from Equation (10), which is

the assumed a priori density p
(
θij
∣∣ G
)

from Equation (11) [41,43,44]:
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θ̂ijk = E
(

θijk

∣∣∣ D, G
)
=
∫

θijk p
(
θij
∣∣D, G

)
dθij =

N′ijk + N
Pai
ijk

N′ij + N
Pai
j

(9)

p
(
θij
∣∣D, G

)
=

Γ
(

∑ri
k=1

(
N′ijk + N

Pai
ijk

))
∏ri

k=1 Γ
(

N′ijk + N
Pai
ijk

) ri

∏
k=1

θ
N′ijk+N

Pai−1
ijk

ijk (10)

p
(
θij
∣∣G) = Γ

(
∑ri

k=1 N′ijk
)

∏ri
k=1 Γ

(
N′ijk

) ri

∏
k=1

θ
N′ijk−1
ijk (11)

where: N′ijk—hyperparameters for distributions N′ij = ∑ri
k=1 N′ijk.

Depending on the data, the BN structure is created. In turn, to learn the I-map for a
minimum number of parameters, it is necessary to maximize results, i.e., [41]:

Definition 5. For structures G1 = (V, E1) and G2 = (V, E2), the scoring criterion has an
asymptotic dimension, if the sample size is large enough, and if: G1 is I-map and G2 is not I-map,
then Score(G1) > Score(G2); if the maps are G1 and G2, and if G1 includes fewer parameters than
G2, then Score(G1) > Score(G2).

Hence, the scoring is asymptotically consistent. If the density is as in Equation (1),
then ML is determined as Equation (12) [41,42]:

P(D|G) = ∏n
i=0 ∏qPai

j=1

Γ
(

N′ij
)

Γ
(

N′ij + N
Pai
j

) ∏ri
k=1

Γ
(

N′ijk + N
Pai
ijk

)
Γ
(

N′ijk
) , (12)

Therefore, NB classification refers to variable class X0 and variables of a function
X1, . . . , Xn for which c class is created by the maximization probability a priori X0, as in
Equation (13) [41–44]:

ĉ = arg max
cε{1, .., r0}

P(c|x1, . . . , xn, B)

= arg max
cε{1, ..., r0 }

n

∏
i=0

qPai

∏
j=1

ri

∏
k=1

(
θijk

)1ijk

= arg max
cε{1, ..., r0}

qPa0

∏
j=1

r0

∏
k=1

(
θ0jk

)10jk × ∏
i:XiεC

qPa0

∏
j=1

ri

∏
k=1

(
θijk

)1ijk
.

(13)

where: 1ijk = 1 if Xi = k and Pai = j, where x and 1ijk = 0; otherwise, C—set of elements of
variable class x0.

A more detailed description of the Naïve Bayesian Classifier is shown in [41]. The
NCB should be used separately to predict customers’ satisfaction from quality levels, as
a result of ranges of product criteria states. Then, it would be possible to determine the
destination of product improvement, i.e., states of criteria expected by customers. Then, it
would possible to limit production to unsatisfactory products and thus define the direction
of product development and improvement.



Energies 2022, 15, 1751 11 of 18

4. Test of Model

A test of the model was carried out for photovoltaic panels (PVs) of the key EU
producer. The choice of photovoltaics resulted from the fact that, currently, it is one of the
most popular instruments of RES [2,58,59]. The dynamical development of photovoltaics
puts pressure on companies, which can make hasty production decisions. It was considered
that this test would allow the demonstration that even for highly developed products, it is
good to verify customer satisfaction on an ongoing basis and determine the appropriate
direction of improvement activities. However, this model can be used for any product.

As part of the first and second stages of the model, the purpose of the analysis was
determined and also selected. The test of the model was carried out for PVs. Therefore, the
purpose was to predict the direction of improvement of photovoltaic panels expected by
customers, and the direction of photovoltaic panels improvement according to the states
of criteria.

As part of the third stage of the model, the PV criteria and states of these criteria
were determined. According to the concept, the fourteen criteria in the qualitative and
quantitative groups were determined. These criteria were determined during the brain-
storming method (BM), based on the product catalog (specification) of products, and after
the literature review [3,60–65]. These criteria were as follows:

• Rated power (Wp);
• Short-circuit current (current at maximum load) (A);
• Maximum (output) current (A);
• Open-circuit voltage (no load, open circuit) (V);
• Efficiency (%);
• Front glass (mm);
• Dimensions (mm);
• Number of cells;
• Temperature coefficient of intensity (%/C);
• Visibility;
• Degree of integration;
• Light reflection;
• Fractality;
• Pattern (texture).

The characteristic of these criteria is shown in [3].
Then, states were determined for all selected criteria. These states were determined

according to the actual specification of these products and also during brainstorming (BM).
The number values were determined for qualitative criteria. For qualitative criteria, states
were determined by description. The results are shown in Table 1.

These PV criteria and their states were used in the next stages of the model. The
fourth stage of the model were the customers’ expectations about states of the PV criteria.
It referred to obtaining customers’ expectations about the weights (importance) of criteria
and assessment of customers’ satisfaction with criteria states. The survey with the Likert
scale was used for this. As part of the initial research (test of the proposed model), the
expectations of the seventh customers were obtained. These expectations were processed
in the next stage of the model.

The fifth stage relied on the calculation of the quality level of photovoltaic panels, and
the WSM method was used for this. Assessments of the importance of PV criteria and
assessments of satisfaction for the PV criteria states were included. According to Equation (1),
the quality of PVs was calculated separately from the assessments of each customer. The
quality of photovoltaics was calculated for three ranges of states of criteria. Then, according to
Equation (2), values of PV quality (qn

ij) were processed into decimal values (Qn
ij).
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Table 1. Characteristics of PV criteria states. Own study.

Criteria of PV Range of Quality Criteria (1) Range of Quality Criteria (2) Range of Quality Criteria (3)

rated power (Wp) 〈181; 315〉 (315; 385〉 (385; 470〉
short-circuit current (A) 〈7.00; 10.00〉 (10.00; 11.00〉 (11.00; 12.00〉
maximum current (A) 〈6.60; 9.80〉 (9.80; 10.00〉 (10.00; 11.00〉

open-circuit voltage (V) 〈35; 40〉 (40; 48〉 (48; 51〉
efficiency (%) 〈19; 19.50〉 (19.50; 20.50〉 (20.50; 21.20〉

front glass (mm) 〈2.00; 2.30〉 (2.30; 2.80〉 (2.80; 3.20〉
dimensions (mm)

〈
1665× 991× 35;
1776× 1052× 40

〉 (
1776× 1052× 40;
1990× 1005× 40

〉 (
1990× 1005× 40;
2122× 1053× 36

〉
number of cells 〈60.00; 72.00〉 (72.00; 120.00〉 (120.00; 144.00〉

temp. coeff. of inten. (%/C) 〈0.042; 0.044〉 (0.044; 0.048〉 (0.044; 0.048〉
visibility partially visible visible practically invisible

degree of integration not integrated partially integrated integrated
light reflection small average big

fractality small average big
pattern (texture) plain porous transparent

Then, the initial determination of the satisfaction was made from PV quality level
(Qn

ij) using Equation (3), about which levels of customer satisfaction from the quality of
PV were determined. The following levels of satisfaction were determined, as shown in
Equation (14):

Qn
ij = maxε{0; 08; 0.09; 0.10; 0.11; 0.13; 0.14} = 0.14—absolutely satis f ying

Qn
ij ∈

(
0.14; 0.14−0.08

2

〉
= (0.14; 0.11〉—very satis f ying

Qn
ij ∈

(
0.14−0.08

2 ; 0.08
)
= (0.11; 0.08)—a bit satis f ying

Qn
ij = minε{0; 08; 0.09; 0.10; 0.11; 0.13; 0.14}—not very satis f ying

(14)

The results from the fifth and sixth stages of the model are shown in Table 2.

Table 2. Quality levels of PV and initial customers’ satisfaction. Own study.

Quality Level from Criteria States (1) Quality Level from Criteria States (2) Quality Level from Criteria States (3)

0.11 very satisfying 0.09 a bit satisfying 0.14 a bit satisfying
0.11 very satisfying 0.13 very satisfying 0.13 very satisfying
0.09 a bit satisfying 0.08 not very satisfying 0.10 a bit satisfying
0.11 very satisfying 0.09 a bit satisfying 0.14 absolutely satisfying
0.09 a bit satisfying 0.08 not very satisfying 0.11 very satisfying
0.10 a bit satisfying 0.08 not very satisfying 0.13 very satisfying
0.10 a bit satisfying 0.13 very satisfying 0.09 a bit satisfying

In the last stage of the model, the expected direction of improving the quality of
the photovoltaic panel was predicted. It was based on PV quality levels (Qn

ij) and initial
customers’ satisfaction, as shown in Table 2. The purpose was to predict which quality level
(simultaneously the state of criteria) was most preferred by customers. The Naïve Bayesian
Classifier was used to predict the expected direction of PV improvement. NBC was used in
STATISTICA 13.3 (in: Data Mining, Other Methods Machine Learning). The NBC was used
three times, i.e., for states (1), (2), and (3). As qualitative dependent variables, the initial
customers’ satisfaction from PV quality was assumed. Quantitative predictors were PV
quality. The NBC results are shown in Table 3.
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Table 3. Predicted direction of PV improvement after using the Naive Bayesian Classifier. Own study.

Quality Level Customers’ Satisfaction
(NBC Class) A Priori Value Average Value Standard Deviation

Quality level from
criteria states (1)

very satisfying 0.428571 0.108333 0.000024
a bit satisfying 0.571429 0.090750 0.000024

Quality level from
criteria states (2)

very satisfying 0.285714 0.139500 0.000013
not very satisfying 0.428571 0.079667 0.000020

a bit satisfying 0.285714 0.087000 0.000002

Quality level from
criteria states (3)

absolutely satisfying 0.285714 0.137000 0.000008
very satisfying 0.428571 0.125333 0.000176
a bit satisfying 0.285714 0.093000 0.000098

The quality of the product estimated according to state (1) was predicted to be some-
what satisfactory (0.57). Then, the quality of the product estimated according to state (2)
was predicted to be not very satisfying (0.43). In turn, the PV quality for state (3) was
predicted to be very satisfying (0.43). Therefore, it was concluded that the most preferred
direction for PV improvement was quality level, including states marked as (3). The entity
is expected to choose the PV improvement direction according to certain expected states of
the PV criteria to achieve states that are satisfactory to customers.

5. Discussion

The turbulent environment and dynamical changes in customer expectations cause
organizations to strive to achieve customer satisfaction [3]. It is favorable to predict these
expectations in this context [1,40]. As a result of the need to react to changes in customers’
requirements in time, various instruments have been sought to assist organizations (an
entity, i.e., an expert, broker, or bidder) in predicting how to change a product to a sat-
isfactory quality level. This problem also refers to RESs, which are mainly dynamically
developing photovoltaic panels (PV), which are still growing in number and type with
different parameters. According to the sustainable development of products (and including
the idea of continuous improvement), it is favorable to produce relatively limited kinds of
products [4,40,57]. The most preferred is limited production for only the most satisfactory
products. For that, it is good to improve existing products [1]. Then, the customer would
be able to determine more precisely what they need (future products). However, this
problem does not only affect PVs but other products as well. Although various advanced
machine learning methods have been used, such as RUBoost [28], transferred recursive
neural network (RNN), migrated Gaussian process regression (GPR) [30], or out of bag ran-
dom forests (RF), change Gini, and association measure prediction (PMOA) [31], searches
are still ongoing for a way to determine the direction of improvement of these products.
Furthermore, there has been no work on predicting product quality, in which this predic-
tion would be realized for the current state of product features and, at the same time, for
customer satisfaction. Therefore, the purpose was to develop a universal model to predict
the expected direction of product quality improvement. The concept of the model was to
determine the preferred product quality according to the importance of the product criteria
and the status ranges of the customer ratings for the product criteria. A test of the proposed
model was carried out for photovoltaic panels (PV) of a key producer from EU countries. It
was shown that it is possible to predict the destination of product quality improvement
according to customer expectations determined based on the current quality of the product.
Moreover, it was confirmed that it is possible to predict the direction of product quality
improvement according to the quality of products estimated based on the assessment of
weights (importance) of criteria and the satisfaction from states of criteria.

The following are the main benefits of the proposed model:

• Estimating product quality according to assessment of the importance of criteria and
assessments of satisfaction with states of these criteria;
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• Determining customers’ satisfaction with product quality levels;
• Predicting the direction of eventual changes in the product to meet customers’ satisfaction;
• Reduction in waste sources by determining adequate improvement actions;
• Sustainable development of existing products, which can be in the maturity or de-

cline phase;
• Possibility to predict the direction of products improvement based on a small number

of customers;
• Possibility to use the model by any entity;
• Possibility to use the model for any product.

Additionally, the model has business benefits:

• Supporting entity in making the right decision during the process of improving
the product;

• Low-cost model, which can also be supported by a software program;
• Choice of the appropriate direction of product improvement;
• Support for planning and design activities;
• Predicting ahead of the competition the direction of product improvement.

In turn, the main limitations of the proposed model are that it is not resistant to
changes in customer expectations over time. Additionally, the model does not indicate
which criteria should be improved first. Moreover, the measurement and shift noise would
greatly affect the prediction performance. Although the proposed model is based on the
current (actual) states of product attributes, which will reduce these noises, these aspects
are limitations of the model. This was an initial verification. However, future research
anticipates more verification for different products. The main goal of this research was to
validate the model developed.

Therefore, as part of future research, it is planned to extend the model to the stage of
the verification of the order of the criteria change. In addition, research will be performed
for a larger group of customers. Additionally, future research will focus on reducing
measurement and shift noise.

6. Conclusions

Improving product quality still is a challenge. The main problem is improving prod-
ucts according to sustainable development rules. In this context, it refers to products that
are still growing in number and type (e.g., different parameters), and the satisfaction from
these products is still not fully recognized. One such product is photovoltaic panels, which
are a key tool for renewable energy sources. It is important to mention that the increase in
their production and implementation in households has intensified. Photovoltaic panels,
apparently having the same parameters, are increasingly and significantly diversifying.
However, instruments that show how to direct production to meet customer satisfaction
are still being sought.

Therefore, the purpose was to develop a universal model to predict the expected di-
rection of product quality improvement The proposed model was carried out by combined
instruments, that is: SMART(-ER) method, brainstorming (BM), survey with the Likert
scale, WSM method, relative states scale, and Naïve Bayesian Classifier (NBC). The model
was tested on the aforementioned photovoltaic panels of one of the key EU producers. In
the analysis, fourteen criteria were included, i.e., rated power (Wp), short-circuit current
(current at maximum load) (A), maximum (output), current (A), open-circuit voltage (no
load, open circuit) (V), efficiency (%), front glass (mm), dimensions (mm), number of cells,
temperature coefficient of intensity (%/C), visibility, degree of integration, light reflection,
fractality, and pattern (texture). The state ranges of the criteria were defined for these
criteria. Then, the customers’ expectations were obtained. A survey with the Likert scale
was used. Customers assessed the importance of PV criteria and satisfaction for the states
of these criteria. The quality levels of the photovoltaics were estimated based on customer
expectations using the WSM method. Then, the initial satisfaction for individual customers
was determined. Based on this, the expected direction of PV improvement was predicted
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using the Naive Bayesian Classifier. It was predicted that the most preferred direction of PV
improvement was the quality level state of criteria marked as (3). It was envisaged that the
entity should choose the direction of improvement according to certain expected states of
the photovoltaic criteria in order to achieve the states that are satisfactory to the customers.

The test of the model confirmed its efficiency in predicting the direction of improve-
ment in product quality improvement. Hence, the model can be a useful tool to predict the
expected direction of any product by any entity.
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