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Abstract: This study presents the implementation of Artificial Bee Colony (ABC) optimization in
an island hybrid power system model using fuzzy logic-based load frequency control. The Island
Hybrid Power System considered in this study consisted of various generation units and an energy
storage system. The optimized control parameters of PID using ABC were used in an intelligent fuzzy
logic controller. The profiles (power & Frequency) of isolated hybrid power system were improved
using a Super Conducting Magnetic Energy Storage (SMES) System. Individual controllers were
used for wind turbine and diesel generators to control the power output for balancing the demand
(frequency change control). Comparative analysis of power and frequency with the help of various
classical and intelligent control configurations is presented. The outcome of the study shows that
a minimum deviation in frequency and power is obtained through the proposed Intelligent Fuzzy
Control approach for the considered isolated power system model.

Keywords: artificial bee colony algorithm; diesel generator; fuzzy logic control; isolated power
system; load frequency control

1. Introduction

The demand for electrical supply has kept increasing for the last decade, and to
match this demand, generation should also increase [1]. But the available resources (fossil
fuels) for generation are diminishing, and, as well, they have negative impacts on the
environment [2]. In addition to this, more than 20 thousand billion Indian people in the
globe are still living in island areas. So the major object of this paper is to help generate
clean and reliable power for island-areas people with less cost. In developing economies,
the use of diesel generators in isolated grids is particularly prevalent in remote, rural areas
and communities where such generators are installed [3]. They are also the sole means
of producing electricity. The remoteness of the islands and the associated challenge of
fuel distribution logistics result in high fuel cost and a low degree of supply protection [4].
Such problems risk the energy and economic stability of the island system. They are of
great interest to many of the least established countries situated within this region. The
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isolated system presents specific challenges and unique opportunities for renewable energy
deployment [5]. Many isolated areas with small population sizes limit the amount of fuel
demand because the small geographical scale limits fuel storage. These are some of the
reasons wind–diesel is opted for in the case of isolated power systems [6], as well as its
viable cost. Hybrid wind–diesel-based power systems are financially feasible for electrical
power supply for regions such as islands and hills, where sufficient speed of wind is not
available to generate much electric power [7]. Even with the presence of a generation facility,
it falls to engineering to guarantee the successful function of the hybrid power system
in reliably supplying consumers [8]. It is concluded that the system will be maintained
within the tolerable limit for reliable operation of the appliances of consumers. The diesel
generator responds to the frequency of AC electricity being produced based on the demand.
Wind energy is irregular, and a change in the demand for real power also occurs frequently.
It is vital to have an appropriate control method to maintain the availability of energy and
nullify the offset between generation and load [9]. Additional power has to be produced
immediately once the load is switched on. Generators must automatically decrease their
power output when the load is turned off. As consumers turn loads on and off at their
convenience, demand keeps changing. When large industrial machinery is powered on or
shut down, this can lead to unexpected rises and drops in demand.

To enhance the superiority of the generated power for a continuous supply, this system
is combined with a Diesel Engine Generator (DEG) along with an SMES storage device [10].
Modelling and simulation for various hybrid power systems are presented in the literature
to control the frequency variations. Frequency control in a power system is controlled
using different energy storage systems, such as [11] improvement of inertia enhancement
by using SMES, control of a microgrid’s battery storage system [12], the droop control
approach and the implementation of a two-layered model predictive control [13] by power
sharing. In [14] an ultra-capacitor, the double-layered capacitor is used in a solar-based
hybrid system to stabilize the frequency. By adding a new system to the original system,
the complexity of controlling these system parameters is posing a new challenge to the
control engineers. To overcome this issue, intelligent control approaches are employed.
In the recent past, several research studies have shown results similar to the optimization
techniques for engineering problems, especially in the control design part using heuristic
algorithms, such as practical swarm optimization [15], genetic algorithm [16], bacteria
foraging optimization [17], seeker optimization [18], cultural optimization [19], cat swarm
optimization [20] and grey wolf algorithm [21]. These are being widely used by the
research community due to their versatile and flexible nature among the various optimal
solutions observed. These techniques result in better performance for the resulting global
optimum. The artificial bee colony algorithm was extensively used for optimizing various
parameters [22], such as optimizing PID control parameters. Because of its robustness,
this algorithm is fruitfully used for various objective problems. The main advantage of
adopting a heuristic approach is that it offers a quick solution that is easy to understand
and implement. Heuristic algorithms are practical, serving as fast and feasible short-
term solutions to planning and scheduling problems. This motivated the authors to use
this algorithm in optimizing the PID gains for a fuzzy base PID controller in an isolated
power system.

Isolated areas are usually located a distance away from the main power grids, where
supplies of electricity rely on diesel generators. Renewable energy sources such as pho-
tovoltaic systems (PV) and micro-hydro generators are used in conjunction with diesel
generators to reduce fuel cost. However, poor management and coordination of the en-
ergy sources may not solve the issue of high fuel consumption. In order to address this
effectively, an innovative energy storage system was developed to coordinate with various
energy sources to reduce the fuel consumption to a minimum.

Zadeh introduced fuzzy logic in the year 1965 for the application of cellular robotics [23]
and since then several types of research have applied this logic [24] to various model-
based control systems. It gives an exceptional structure with which to understand the
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complete model’s uncertainties and obscurity with human thinking and reasoning based
on membership functions and linguistic variables. In this manuscript, a comprehensive
study of various control configurations with Fuzzy Logic Controller (FLC) was carried out.
FLC has gained more attention in recent years for its application to power system operation
and control. The flow of this research article is organized as follows: in Section 2, the model
of the system is explained in detail; in Section 3, the mathematical model of considered
work is formulated; in Section 4, the control approach is described and in Section 5, there is
a comparative analysis of the results with different control configurations of P, PI and PID.
In the final section, a summary of the whole work is presented. The work flow of this study
is represented in Figure 1.
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Figure 1. Work flow structure of present study.

2. System Description

Two or more energy generating technologies, from renewable sources such as PV, wind
turbines and small hydro turbines, are combined in a traditional hybrid system and from
conventional generating sources, usually diesel generators. Moreover, it contains electronics
for fuel and batteries for energy storage. In general, hybrid energy systems provide better
energy stability because they are connected to multiple sources for enhanced sustainability.
These systems are also called green energy integrated systems. Moreover, when run along
with a combination of traditional power-generating stations, hybrid systems with RES are
also built to satisfy peak demand. A hybrid energy system focused on wind integration
and wind power generation with the storage of SMES energy is shown in Figure 2. SMES
storage is an electromagnetic mechanism in which electronic converters are energy-charged
and stored. Large storage reservoirs can be constructed for this purpose. In the present
work, a wind turbine, diesel and SMES storage system were considered for the investigation
of LFC with different combinations of fuzzy logic control approaches.
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3. System Modelling

While modelling the system, certain assumptions were made, such as neglecting the
nonlinearities and converters in the system while simulating. This was done with the help
of a first-order linear transfer function model. Rated capacities selected for work were wind
generation of 150 kW, Diesel of 300 kW and an ESD of 28 kW [10]. The whole structural
configuration of an island power system is presented in Figure 3. It consists of DEG, WTG
and SMES, having individual controllers for both diesel generators and wind turbines. The
simulation parameters considered for the whole system are presented in the next section
of the manuscript. The total minor power output increment change (∆PTotal) in the island
system is given in the following Equation (1):

∆PTotal = ∆PDEG + ∆PWTG ± ∆PSMES − ∆PL (1)

where Kp, Ki, Kv corresponds to proportional, integral and velocity controller gains, respec-
tively. Kff is the feed-forward gain of the system, u, r and y are the control input, reference,
and the process output, respectively. ∆PDEG is total power change of diesel generator,
∆PWTG is the total power change (i.e., output of wind turbine) generator, ∆PSMES is the
power output change from the SMES storage system and ∆PL is the load demand change.
The system block diagram with transfer function components is shown in Figure 3 and
consists of an individual blade pitch control and a load frequency controller. The wind
turbine system dynamics are exemplified as a first-order system. The island system may be
characterized with the help of state-space representation, as the time dynamics are linear.

.
X = [A]X + [B]U + [D]R (2)

Y = [C]X (3)

where ‘X’ was considered as a state vector, ‘U’ was considered as a control vector and ‘R’
was the disturbance vector. Here [A], [B], and [F] are real constant matrices with the same
dimensions as state vectors and [Y] is the output vector. For the considered system the state
and disturbance vectors are shown in Equations (4)–(7)

.
X(t) = [∆ f ∆PDEG x3 x4 ∆FT x6 x7 x8 ∆PSMES x10 x11

]
(4)

U(t) = [U1 U2 ]
T (5)

D(t) = [D1 D2 ] = [∆PL ∆PIW ] (6)

Y(t) = x1 = ∆ f (7)
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where K୮, K୧, K୴ corresponds to proportional, integral and velocity controller gains, re-
spectively. K is the feed-forward gain of the system, u, r and y are the control input, 
reference, and the process output, respectively. ∆PDEG is total power change of diesel 
generator, ∆PWTG is the total power change (i.e., output of wind turbine) generator, ∆PSMES 
is the power output change from the SMES storage system and ∆PL is the load demand 
change. The system block diagram with transfer function components is shown in Figure 
3 and consists of an individual blade pitch control and a load frequency controller. The 
wind turbine system dynamics are exemplified as a first-order system. The island system 
may be characterized with the help of state-space representation, as the time dynamics 
are linear. 

 
Figure 3. Block diagram of the Island Hybrid Power System. 

𝑋ሶ = [𝐴]𝑋 + [𝐵]𝑈 + [𝐷]𝑅 (2) 

Figure 3. Block diagram of the Island Hybrid Power System.

3.1. Diesel Generator Model

The diesel generator model is a combination of a diesel engine (prime mover) and
synchronous generator; it can supply the required power demand based on the rated
capacity at a constant frequency. The generator must supply a constant voltage and power
according to changes that occurred in the island system, from load fluctuation to wind
power fluctuations. The quantity of fuel pumped to the engine with the help of injectors
is exclusively responsible for diesel engine speed. The speed of a diesel engine cannot be
controlled by the engine itself. It necessitates not only changing engine speed, but also the
ability to sustain the desired speed. In its most basic form, a governor is a mechanism that
detects and responds to changes in speed. It is built to keep the engine running at the same
pace no matter what the load is. The governor of a diesel engine regulates the amount
of gasoline injected into the cylinders, hence controlling the engine speed. The governor
controller, as shown in Figure 4, is an uncomplicated first-order system, with frequency
change of the island system’s feed as an input signal.

∆PG = ∆Pc1 −
∆F
R

(8)

∆Pc1 = ∆F[U1] (9)
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∆PG is the change in input to governor, ∆Pc1 is the output from controller-1 and ∆ f is
the change in frequency.

3.2. Wind Turbine Model

A wind turbine generator (WTG) is a system that converts energy from wind to electri-
cal energy. The operation of a WTG occurs in accordance with this feature because the wind
is intermittent. A wind turbine with several blades converts wind energy into mechanical
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energy. It is arranged with a fixed gearbox that balances and transfers the turbine’s lower
speeds to a speed that is required for the generation of power with generators. A blade
pitch angle controller is built into the turbines to manage the amount of power that is
transformed. An anemometer can be used to measure wind speed. A control technique
known as pitch mechanism is the most frequently used technique for regulating the power
output of a WTG. When the blades of the turbine exceed the rated speed, the angle of
the pitch is reduced to retain the generator output at the rated level. The pitch controller
monitors speed control, power making optimization, and the start and halt of the turbine.
Pitch control is shown in Figure 5 with a simple first-order model, where the feedback
signal is wind turbine power, shown in the equations below.

∆Pc0 = ∆PGW(max) − ∆PGW (10)

∆Pc2 = ∆Pc0[U2] (11)
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3.3. SMES Model

Energy gets stored in the coil as a magnetic field due to the current flow in a super-
conductor. When this is operated at cryogenic temperatures of 20 K to 77 K, it becomes a
superconductor with no resistive losses. It has a more than 98% efficiency rating. The energy
storage system is designed with essential parts like superconducting coil, transformer and
power training unit, which make up the system. SMES units have additional benefits such
as towering power, huge energy density, quick time of response and low-cost maintainance.
The superconducting coil charges while in a normal working situation of the power system,
since it charges from the AC system. At cryogenic temperatures, the current begins to
conduct with fewer electric losses. The governor control and supplemental control respond
faster than SMES, and vice versa. The alpha communication angle is used to manage the
charge and discharge of the SMES with the help of a converter. If the converter is set to 90, it
will operate in charging mode, and if it is set to >90, it will operate in discharge mode. This
alpha value control delivers DC voltages in a coil and this must be continuously changed
with particular –ve and +ve values.

Ed = 2Vd0cosα− 2IdRc (12)

Figure 6 depicts the SMES transfer function model. Change of current through the coil
(∆ID) is taken as -ve feedback for control of SMES, which improves the capacity of the coil
for restoring its current, allowing it to respond promptly to future load disturbances. The
equations for change in DC voltage as well as current are shown below in (13) and (14),
respectively.

∆ED = (−KID∆ID + KF∆F)

(
1

1 + sTDC

)
(13)

∆ID = ∆ED

(
1

sL

)
(14)
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The real power output from SMES unit is represented below by (15):

∆PSMES = ∆ED ID0 + ∆ID∆ED (15)

∆ED—deviation in converter voltage (kV), ∆ID—change in coil current (kA),
L—Inductance of the coil (H) and KID—feedback gain constant of ∆ID (kV/kA)
KF—gain constant.

4. Control Methodology

For hybrid power systems, different LFC techniques have been developed. It is possi-
ble to classify control methods into various categories such as classical control approaches,
adaptive control methods and variable structures, automated control and intelligent control
methods. In this section, a complete study of the suggested control techniques for LFC
is described.

4.1. Classical Controllers
4.1.1. PI Controllers

The PI control technique was a particular case in a PID controller; where error deriva-
tive is not used in the event of data noise, the absence of derivative action will make the
system steadier. This is because derivative behaviour in the input to a PI was less sensitive
to actual and comparatively rapid changes in the state without derivative intervention.
So the system with PI was taking more time to attain a steady-state once subjected to a
disturbance, which is represented by Equation (16).

GPI(S) = KP +
KI
S

(16)

4.1.2. PD Controllers

Derivative controllers respond to change in error signals; however, the response to
constant error signal due to zero percent changes over time, for which reason the ‘D’
derivative control was combined with the ‘P’ controller. When an error is continuously
varying, the output of the controller can differ due to its ‘D’ action, which is followed by
incremental change. This type of controller will cope better with rapid process changes than
the P-type control only and will also reduce the steady-state error, just like the proportional
control alone, to manage a stable change or a fixed value. This is represented below as
Equation (17).

GPD(S) = KP + KDS (17)

4.1.3. PID Controllers

Robust and simple with wide ranges of applicability with near-optimal efficiency,
proportional integral derivative (PID) controllers have become numerous and common.
They employ techniques widely used in the control process industry. If it is important to
boost both systems’ transient and steady-state response, neither a PI nor a PD controller
can meet the desired requirements. Adding a zero (PD) enhances the transient response but
does not increase the form number. The addition of a pole to the origin raises the number
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of the form, but even if one zero is added, it can produce an unsatisfactory response time.
Two zeros and a pole to the origin are introduced with a proportional-integral-derivative
(PID) control.

GPID(S) = KP +
KI
S

+ KDS (18)

4.2. Performance Parameters

The most likely performance parameters that are commonly used for the validation of
the considered control approach are integrated time weight square error (ITSE), integrated
squared error (ISE) and integrated absolute error (IAE). These are the most often utilized
performance measures. The three performance parameter values are computed with the
help of the formula shown in the equations below. The calculated errors for any power
system arrangement with the lowest value out of three parameters are regarded as good
and are specified by Equations (19)–(21).

IAE =
∫ ∞

0
|∆F|dt (19)

ISE =
∫ ∞

0
|∆F|2dt (20)

ITSE =
∫ ∞

0
t|∆F|2dt (21)

From the transfer function of the PID controller, all the gains of control parameters
are optimized in such a way to achieve better performances. Equations (19)–(21) should
have the least values. In the present working model, two individual PID controllers for the
diesel generator control (governor control) and the wind turbine control (i.e., pitch control)
both have six parameters to be optimized by using the ABC algorithm. It helps to reduce
the objective function defined in Equation (19); thus, both power and frequency deviation
of the system are reduced and are subject to constraints:

Kmin
Pi ≤ KPi ≤ Kmax

Pi
Kmin

Ii ≤ KIi ≤ KMax
Ii

Kmin
Di ≤ KDi ≤ Kmax

Di

, i = 1 & 2 (22)

where KPi, KIi, and KDi are the gains of controller used with FLC, as shown in Equation (22).
The equation ‘i’ represents the corresponding control gain value with minimum and
maximum limits, i.e., 0 < Kp,KI,KD < 100.

4.3. Design of Intelligent Controllers

Due to their simple structure, classical controllers such as PI or PID controllers are
commonly utilized in the process industry, ensuring proper industrial process performances.
These controllers, however, only provide improved performance at fixed operating ranges
and need to be returned if the operating range is modified. This provides the impetus
for online tuning, where the emphasis is on the automated online synthesis and tuning
of traditional controller parameters using online data. The intelligent framework that
has been implemented will continually learn to ensure that output targets are met [25].
One of the ways to simplify the role of the operator and to achieve the best output of
the controller over a large operating range is the online tuning of a traditional controller
via an intelligent method. The FLC has four main blocks, which are fuzzification, fuzzy
inference, knowledge base and defuzzification, which are explained in detail. To design an
FLC selection of control variables suitably is very important. Commonly, the two inputs
for FLC are error and the deviation in error. For selecting the fuzzy parameters such as
inputs, membership functions, knowledge-based rules and defuzzification, there is no
definite method. But it is difficult to design a rule base, to find the center value of the
MFs and its number for FLC. The FLC entails deriving the rule for control using heuristic
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(fuzzy) rules [26]. A fuzzification process must be used to fuzzify the input and output
signals. A set of fuzzy rules makes up a fuzzy rule foundation. Fuzzy logic provides
a systematic methodology for the implementation of heuristic knowledge of humans.
Among the various intelligent control techniques, it is regarded as an obvious solution for
tuning traditional controllers. The steps to design an FLC structure are shown in Figure 7.
The inputs are classified based on one of several linguistic variables, each one with its
associated value. Large negative (LN), medium negative (MN), small negative (SN), zero
(ZO), small positive (SP), medium positive (MP), and large positive (LP) are the seven
linguistic variables employed in this study. Each fuzzy set contains two or more inputs,
and one output is triangular (excluding the outer part ones, which are trapezoidal). This
if-then rule base is represented in Table 1 and the membership functions are depicted in
Figure 8.
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Table 1. Parameters of Maglev.

e

.
e

LN MN SN Z SP MP LP

LN LP MP SP SP Z SP Z
MN SP SP MP SP LN MN MN
SN LP MP MP MP Z SN SN
Z LN MN SN Z SN MP LP
SP MP SP SP Z SP SP SP
MP SP SP MP MP Z SN LN
LP Z SP MP Z SN MN LN

LN—Large Negative, MN—Medium Negative, SN—Small Negative, Z—Zero, SP—Small Positive, MP—Medium
Positive, LP—Large Positive.
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The error signal or feedback signals ∆F and its change (i.e., derivative error) are
considered as the two inputs to the first (FLC U1) controller and the output is ∆PC1 signal
passed to the governor of a diesel generator, as shown in Figure 3. The error signal from
wind turbine power ∆PCO and its change (i.e., derivative error ∆PCO) are considered
as inputs to the second control (U2) and the output is ∆PC2, the signal passed to the
turbine blade pitch control, as shown in Figure 5. The FLCs’ outputs, such as PC1 and PC2,
are utilized to regulate the DG’s speed governor and the WTG’s blade pitch controller,
respectively. These controller rules were established using the “if input-1 & input-2 then
output 1” statement.

5. Artificial Bee Colony Optimization

Optimization techniques are currently attracting a huge interest in industrial applica-
tions due to their high precision, economy and versatility in producing high quality outputs.
In FLC-based PID controllers, optimization techniques were extensively investigated for
the tuning of control parameters that result in good performance and reliability.

The ABC method simulates honey bee swarms’ intelligent foraging behaviour, and the
primary idea in it is to uncover similarities between how bees search for food and how an
optimization algorithm finds a solution. The fundamental advantage of the ABC method
over other optimization algorithms is that it does both local and global searches in each
iteration, increasing the probability of discovering the optimal parameters and avoiding a
local optimum to a considerable degree.

The artificial bee colony in the ABC algorithm is made up of three types of bees:
employed bees, bystanders and scout bees. Furthermore, the solution is defined by the
location of the food sources. The amount of nectar indicates the solution’s fitness, and the
foraging strategy is governed by three processes: selection, initialization, reproduction, and
replacement of bees. The artificial bee colony algorithm flowchart is shown in Figure 9.

In nature, some animals, such as birds, fish, and ants, are skilled at undertaking
complex behaviours, which can be described as a collection of small activities carried out
by everyone without the need for centralized supervision or monitoring [27]. In a bee
colony, the intelligent foraging model is made up of three basic components: food sources,
employed foragers, and jobless foragers [28]. In the majority of population-based optimiza-
tion techniques, a collection of solutions is generated at random and then attempted to be
optimized until a certain number of iterations or cycles have been completed.

The algorithm is as follows:

Step1: Set the number of variables, the number of sorts of bees (employers, bystanders, and
scooters), and the maximum number of iterations.
Step2: Produce a random solution for the controller parameters like (23) and (24), where X
represents the PID scaling factors for each controller in the system:

Z = Zmin + rand[0 1](Zmax − Zmin) (23)

Z = {KPi, KIi, KDi} where I = 1 & 2 (24)

Step3: Calculate the objective function based on (19)
Step4: Calculate the relative estimation for the hired bees using the formula in (25), where
Xi is the cost function for each employed bee based on (19):

Fi =
e−Xi

average(Xi)
(25)



Energies 2022, 15, 2199 11 of 20Energies 2022, 15, x FOR PEER REVIEW 11 of 20 
 

 

 
Figure 9. Flow of the algorithm. 

The algorithm is as follows: 
  Step1: Set the number of variables, the number of sorts of bees (employers, by-

standers, and scooters), and the maximum number of iterations. 
  Step2: Produce a random solution for the controller parameters like (23) and (24), 

where X represents the PID scaling factors for each controller in the system: 𝑍 = 𝑍 + 𝑟𝑎𝑛𝑑[0 1](𝑍௫ − 𝑍)  (23) 𝑍 = ሼ𝐾, 𝐾ூ, 𝐾ሽ  where I = 1 & 2  (24) 

  Step3: Calculate the objective function based on (19) 
  Step4: Calculate the relative estimation for the hired bees using the formula in (25), 

where Xi is the cost function for each employed bee based on (19): 

Figure 9. Flow of the algorithm.

Step5: Create a new food location in the same way as in (26), except that s and t are
not identical:

Znew = Zold + rand[0 1](Zs − Zt) (26)

Step6: Assess the objective function because of the previous criteria: (19).
Step7: Calculate the probability of obtaining a food source, as in (27):

Pi =
Fi

sum(Fi)
(27)

Step8: Create a new food source for the observer bees depending on the information
provided, as in (27).
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Step9: Check with the scout bees to see if there is a previously used solution.
Step10: Select the finest solution that has ever been discovered.
Step11: Has the maximum number of iterations been reached? If this is the case, print the
results; otherwise, proceed to step 2.

Initializing the optimization procedure in the ABC algorithm is also committed to
the creation of several solutions or food sources at random by dispatching scout bees
from colonies [29]. Similarly, because of its capacity to automatically respond to unknown
disturbances and model uncertainties that occur in the system, adaptive controllers have
gotten a lot of attention [30].

6. Results and Discussions

In the present work, Figure 3 shows PID control techniques for controlling both diesel
speed governor and pitch control of wind turbine blades, and in addition with SMES block
(i.e, model+ SMES). The state and disturbance vectors are presented in Equations (4) and (6).
The real-world island system with quasi-stationary model explicitly states the dependency
of wind power variations as disturbance [31]. In the present study, the efficacy of the
Artificial Bee Colony optimization algorithm was implemented in optimizing the fuzzy
logic control in the studied IHPS with the energy storage system. The IHPS model was
tested for different input changes conditions and a random load change condition. These
are discussed in the following cases:

Case(i) Performance evolution under a 1% raise in step load demand.
Case(ii) Performance evolution under a 10% and 20% raise in step load demand.
Case(iii) Performance evolution under random raise in load disturbance.

In the present study, different types of inputs and disturbances were considered
for simulation and the robustness of the proposed control approach was verified using
ABC optimization. The optimal parameter values for both the controllers are depicted in
Section 6 for respective load disturbances. FLC was applied to the studied model of IHPS
for online real-time application.

6.1. Case (i) Performance Evolution under a 1% Raise in Step Load Demand

The performance of several control combinations (Fuzzy-only, Fuzzy-‘PI’, Fuzzy ‘PD’
and Fuzzy-‘PID’) was analyzed for IHPS at an input step disturbance with an applied
increment of 0.01 (1% increase), as shown in Figure 10. The performance results of these
control configurations are shown in Figure 11, in which a change in load demand resulted
in frequency variation, shown for all four control configurations. The results show that a
Fuzzy-‘PID’ combination reduces the transients and were improved when compared to
the remaining control combinations (Fuzzy-only, Fuzzy-‘PI’, Fuzzy ‘PD’ and Fuzzy-‘PID’).
These results are depicted and analyzed by the means of settling time and steady-state
error, shown in Tables 2–4. The variation in the power for the load disturbance for these
control configurations are also portrayed in Figure 12. At the same time, during the step
load disturbance, the change in power in SMES is shown in Figure 13 for all the control
configurations. It can be suggested from this curve that the Fuzzy-‘PID’ combination is
much better than the other options.
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Table 2. Settling time (seconds) for change in frequency and change in power of the hybrid system
with Fuzzy, Fuzzy-‘PI’, Fuzzy-‘PD’ and Fuzzy-‘PID’ against different loads.

Load
(p.u)

Change in Frequency (Hz) Change in Power (p.u)

Fuzzy
Only

Fuzzy
PI

Fuzzy
PD

Fuzzy
PID

Fuzzy
Only

Fuzzy
PI

Fuzzy
PD

Fuzzy
PID

0.01 8.921 8.012 7.421 6.213 9.245 7.012 6.841 5.824
0.1 9.821 7.821 7.423 6.012 9.762 7.121 7.845 6.412

Table 3. Amplitude of oscillations for frequency and power of the hybrid system for Fuzzy, Fuzzy-‘PI’,
Fuzzy-‘PD’ and Fuzzy-‘PID’ against different loads.

Load
(p.u)

Change in Frequency (Hz) Change in Power (p.u)

Fuzzy
Only

Fuzzy
PI

Fuzzy
PD

Fuzzy
PID

Fuzzy
Only

Fuzzy
PI

Fuzzy
PD

Fuzzy
PID

0.01 0.0053 0.0048 0.0051 0.0021 0.0024 0.0024 0.0027 0.0009
0.1 0.0281 0.0247 0.0213 0.0191 0.0582 0.0495 0.0467 0.0433
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Table 4. The amplitude of oscillations in frequency and power of hybrid system for Fuzzy, Fuzzy-‘PI’,
Fuzzy-‘PD’ and Fuzzy-‘PID’ against different loads.

Load
(p.u)

Change in Frequency (Hz) Change in Power (p.u)

Fuzzy
Only

Fuzzy
PI

Fuzzy
PD

Fuzzy
PID

Fuzzy
Only

Fuzzy
PI

Fuzzy
PD

Fuzzy
PID

0.01 0.0018 0.0016 0.0005 - 0.00092 0.00075 0.00022 -
0.1 0.002 0.0012 - - 0.0081 0.0081 - -
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6.2. Case (ii) Performance Evolution under a 10% Raise in Step Load Demand

The performance of several control combinations (Fuzzy-only, Fuzzy-‘PI’, Fuzzy-‘PD’
and Fuzzy-‘PID’) was analyzed for IHPS at an input step disturbance with an applied
increment of 0.1 (10% increase). The performance results of these control configurations are
shown in Figure 14, in which a change in load demand resulted in frequency variations.
This is shown for all four control configurations. The results show that the Fuzzy-‘PID’
combination reduced the transients and were improved when compared to the remain-
ing control combinations (Fuzzy-only, Fuzzy-‘PI’, Fuzzy ‘PD’ and Fuzzy-‘PID’). These
results are depicted and analyzed by means of the time of settling and steady-state error in
Tables 2–4. The variations in the power for the load disturbance for these control configura-
tions are also portrayed in Figure 15. At the same time, during the step load disturbance,
the change in power in SMES is shown in Figure 16 for all the control configurations. It
can be suggested from this curve that the Fuzzy-‘PID’ combination is much better than the
alternatives. For both cases with step load disturbance of 1% and 10%, the performance
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analysis is compared. For better understanding, these are also analyzed using bar charts
with respective parameters in Figures 17–19.
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6.3. Case (iii) Performance Evolution under Random Rise in Load Disturbance

The performance of several control combinations (Fuzzy-only, Fuzzy-‘PI’, Fuzzy ‘PD’
and Fuzzy-‘PID’) was analyzed for IHPS at a random input step disturbance at t = 10,
40, 70 and 110 s with an increment of 0.1, −0.2, 0.3 and 0.2 p.u, respectively, applied as
depicted in Figure 20. The performance results of these control configurations are shown in
Figure 21, which shows that a change in load demand resulted in frequency variation for all
four control configurations. The results show that a Fuzzy-‘PID’ combination reduces the
transients and improved when compared to the remaining control combinations (Fuzzy-
only, Fuzzy-‘PI’, Fuzzy ‘PD’ and Fuzzy-‘PID’). These results are depicted and analyzed
by the means of the settling time and steady-state error in Tables 5 and 6. The variation
in the power for the load disturbance for these control configurations is also portrayed in
Figure 22.
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Table 5. Optimal parameters for both control 1 and 2 using ABC algorithm for Case 1 (1% step change
in load).

Controllers Parameters Fuzzy-‘PI’ Fuzzy-‘PD’ Fuzzy-‘PID’

Controller-1
KP1 45.2721 89.5956 20.7350
KI1 87.6931 - 81.8322
KD1 - 51.5380 21.8282

Controller-2
KP2 12.4553 54.4526 93.7196
KI2 85.8704 - 32.4170
KD2 - 60.6446 66.8124
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Table 6. Optimal parameters for both control 1 and 2 using ABC algorithm for Case 1 (1% step change
in load).

Controllers Parameters Fuzzy-‘PI’ Fuzzy-‘PD’ Fuzzy-‘PID’

Controller-1
KP1 94.1045 52.2055 71.2286
KI1 92.5639 - 45.7883
KD1 - 52.5204 82.6825

Controller-2
KP2 52.6068 63.7013 81.4496
KI2 4,300,986 - 42.4122
KD2 - 9,109,677 93.3730
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7. Conclusions

The comprehensive study of the IHPS model was investigated for different load
disturbances and was carried out with the help of different control configurations. A
transient performance analysis using different control configurations comparison was done
in this study of IHPS and different step load variations were examined. Here, different
case studies were performed to validate the results. A transient study and a performance
evaluation of the IHPS with an LFC controller installed on a diesel unit and a turbine blade
pitch control mechanism installed on the wind turbine unit has been completed. Instances
of wind and diesel units were also studied for the investigation of the outcomes. Using the
mathematical model of the controller proposed in this research, the controller gains have
been optimized for power system instances under the account of the continuous LFC of
the system. The results show that when the system is equipped with a blade pitch control
mechanism and LFC for Diesel engine is performing well.
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