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Abstract

:

Insular grids are fragile owing to lower inertia and the absence of interconnection with other grids. With the increasing penetration of non-dispatchable renewable energy sources, the vulnerability of such insular grids increases further. The government of India has proposed several projects to improve the photovoltaic systems (PV) penetration in the Andaman and Nicobar Islands’ grid. This paper investigates joint stochastic scheduling of energy and reserve generation for insular grids fed from diesel and gas-based generators, PV, and battery energy storage systems (BESS). The proposed stochastic scheduling model considers a wide range of probabilistic forecast scenarios instead of a deterministic model that assumes a single-point forecast. Hence, it provides an optimal solution that is technically feasible for a wide range of PV power forecast scenarios. The striking feature of the model developed in this work is the inclusion of stochastic constraints that represent (i) the coordination between PV and BESS, (ii) reserve constraints, (iii) battery charging/discharging limit constraints, and (iv) non-anticipatory constraints that ensure technical viability of scheduling decisions. The proposed model is validated on the dataset for South Andaman Island. Results reveal the applicability and feasibility of the proposed stochastic dispatch model for different generation mix scenarios.
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1. Introduction


Non-interconnected insular grids of Andaman and Nicobar (A&N) Islands predominantly supply electricity through diesel generator power houses (DGPH). Since the fuel cost of DGPH is high, the cost of electricity produced in the A&N Islands is higher than in the mainland. Moreover, many of these DGPH have generators with low efficiency and high emission levels of greenhouse gases (GHG). Over-dependency on fossil fuels and transportation of these fuels through ships also poses a significant challenge for insular grids of the A&N archipelago [1,2]. Similar circumstances are observed in several insular grids around the globe, which has given impetus to the proliferation of Renewable Energy Sources (RES) [3,4,5]. The government of India has initiated several projects to increase the penetration of PV power in the conventional grid of A&N islands [6]. Therefore, it has become necessary for insular grids, such as that of A&N islands, to plan generation dispatch schedules capable of handling the uncertainties associated with RES while also ensuring that the dispatch is economical [7].



The generation scheduling problem is essential for the smooth operation of an insular grid. Its objective is to minimize the total fuel cost of the electrical power-generated subject to the technical satisfaction of individual unit constraints and overall system constraints. System operators ensure that conventional generators’ commitment and scheduling levels are decided well in advance of the actual delivery of power to deal with different system uncertainties. In the past, the only uncertainties considered were the forecasting error of predicted load and the non-availability of system components, such as generators, transformers, transmission lines, etc. However, with increasing penetration of RES, such as wind and solar, system operators have to consider the stochasticity associated with the intermittent nature of RES and other uncertainties before deciding generation dispatch levels of conventional generators [8]. The grid structure of islands is fragile and vulnerable to stability issues owing to lower system inertia and the absence of interconnection with the neighboring grids. Hence, integration of intermittent RES with insular grids can raise critical operational challenges for generation scheduling [9].



Researchers have addressed the RES intermittency issue in two ways: either by enhancing the forecast qualities through different prediction models [10] or by optimal management of the generation scheduling problem in such a manner that the impact of variable output from RES is accommodated [11]. The latter approach is achieved by appropriate mathematical formulations that incorporate the constraints that can deal with volatility associated with RES. Generally, power output from RES varies from the actual commitment made in the day-ahead market. In such a scenario, the system operators have to provide sufficient reserves to accommodate the power output variability of RES. In mainland grid systems, reserves are provided by synchronous machines of conventional energy sources. However, in insular grids, reserves are provided by traditional sources and energy storage systems, such as pumped hydro storage systems and battery storage [12,13,14]. A generation scheduling model is investigated in [15] for insular grids with a high share of wind turbines and photovoltaic systems (PV). The two variants of the scheduling model presented in [15] are (i) through a detailed commitment model with temporal reserve constraints that include primary, secondary, and tertiary constraints within its deterministic formulation and (ii) through a more practical and simplistic model that builds schedules based on aggregate spinning reserves. However, these models have considered reserve capacities from conventional generators alone. They have not considered the impact on the structure of mathematical formulation if energy storage systems are to be included as a part of the reserve capacity. Reference [16] proposed an optimization model for isolated systems with battery energy storage systems (BESS). This model, however, does not discuss the interplay between RES and BESS. A hybrid power station consisting of wind turbines, pumped hydro storage and BESS facilities are reported in [17]. The focus is on the coordinated operation of RES and energy storage technologies in their proposed mathematical formulation. The objective function of the proposed model in reference [17] is to maximize the profit earned from the hybrid power station since the model is from the station owner’s perspective and not from the system operator’s (SO). References [18,19,20] reported deterministic generation dispatch models wherein its power-output-point forecast represents RES. Hence, the optimal commitment and generation scheduling levels have not considered the uncertain characterization of a probabilistic forecast. Intermittency and volatility associated with RES influence the optimality and technical feasibility of the generation schedule. Thus, considering a probabilistic forecast within the mathematical formulation of a dispatch model is better than considering a deterministic forecast. Stochastic models incorporate the uncertainty characterization of the RES within the framework of the optimization problem.



The stochastic generation dispatch model proposed in [21] primarily focuses on the requirement of reserves in an insular grid with high wind penetration. It mainly discusses a two-stage stochastic model formulation focusing on quantifying spinning and non-spinning load following reserves. However, although wind spillage variables have been included in the formulation, there is no discussion on how storage facilities can minimize wind spillage. Authors of work [22] proposed a generation scheduling model for insular grids with RES and pumped storage facilities. The stochastic variable considered is the availability/non-availability of thermal plants, modeled using Monte Carlo simulation, whereas RES is represented by its point forecast [22]. A two-stage stochastic model proposed in [23] considers wind as a stochastic variable and includes the coordination between RES and storage technology within the mathematical formulation. But since wind and pumped hydro storage facilities, the mathematical formulation is structured around the technical needs of pumped storage technologies. A summary of the literature survey for reference work [15,16,17,18,19,20,21,22,23,24] is shown in Table 1. Comparison of different optimal scheduling strategies shown in Table 1 suggests that a stochastic formulation with technical constraints supporting the inclusion of PV and BESS in insular grids has not been discussed to date to the best of our knowledge. Moreover, mathematical formulation representing coordination of PV with BESS has also not been investigated yet.



This work fills this lacuna by proposing a stochastic framework of a generation dispatch model that includes scheduling conventional generation, such as diesel generators (DG) and LNG-based power plants in a grid with high penetration of PV and BESS. The main contributions of this work are: (i) stochastic constraints that model the coordination of PV and BESS; (ii) stochastic reserve constraints that include the reserve contribution of conventional generators and BESS; (iii) stochastic constraints that model BESS’s charging/discharging limits; and (iv) non-anticipatory constraints that ensure technical feasibility of scheduling decisions after including variables associated with PV and BESS. Detailed investigation of the South Andaman Island for different generation portfolio mixes include DG- and LNG-based gas power plants, PV, and BESS, thereby validating the proposed model’s implementation. The paper is organized as follows: The introduction in Section 1 is followed by the mathematical formulation of the proposed model in Section 2, which comprises the theoretical background of the stochastic formulation, model description, and a detailed discussion on the proposed stochastic constraints. In Section 3, the results of the various simulation-based analysis are presented and discussed. Section 4 summarizes and concludes the overall study contributions.




2. Mathematical Formulation


This work proposes a two-stage stochastic model using the recourse approach for the generation scheduling problem of insular grid systems. The energy and reserve markets are scheduled simultaneously. The conventional energy sources considered in this work are DG and the future potential of gas-based power plants, while the non-conventional sources consist of PV with BESS. It is assumed that power provided by DG-/LNG-based power plants is bid at the marginal price of the generator. With this backdrop, the theoretical background of the two-stage recourse approach adopted in the proposed model is discussed in Section 2.1. The general mathematical framework of the proposed model is described in Section 2.2, followed by a detailed discussion on the proposed stochastic constraints in Section 2.3.



2.1. Theoretical Background of the Approach Adopted by the Proposed Stochastic Model


The fundamental elements of a recourse approach are the stochastic processes and the different decision-making stages. In a two-stage formulation of recourse approach, the first stage decisions are referred to as here-and-now decisions, while the second stage decisions are referred to as wait-and-see decisions. Decision vector   X  , associated with the here-and-now decisions, pertains to decisions taken before the actual realization of the stochastic process. For all practical purposes, these are the decisions that are actually implemented in the day-ahead market. All the scheduling decisions, such as the generation schedule of the DG, PV farms, and BESS, and the reserve planning decisions, such as up/down spinning reserve provided by the DG and the BESS, are first-stage decisions. On the other hand, the second stage decision vector,   Y  , pertains to those decisions taken after the realization of the stochastic process,   φ  . Hence, the second stage decision vector,   Y  , depends upon (i) the first stage decision vector,   X  , and (ii) the realization of the stochastic process,   φ  ω   . In other words,   Y   can be expressed as   Y  X , ω   , where ω is the individual scenario that would possibly realize with a specific probability of occurrence. A set of realizable scenarios, ω, are formed using scenario generation techniques.



In this work, the probabilistic forecast of PV is treated as the stochastic process, φ, whose value is unknown to the system operator. The second stage decision vector,   Y  , is associated with variables, such as reserve potential of conventional generators, curtailment of power from PV, BESS charging, etc.



The scenario tree is shown in Figure 1 pictorially explains the recourse’s two-stage decision framework described above. Here, the here-and-now decision vector,   X  , and wait-and-see decision vector,   Y  , are represented by the root node and leaf node, respectively, while the branches represent the stochastic process. The number of branches depends on the total number of individual scenarios,    N ω   , considered for the stochastic process.




2.2. Description of the Proposed Stochastic Model


The basic mathematical framework of the proposed joint energy and reserve generation dispatch model, based on the recourse approach, is formulated in (1) to (19). The nomenclature of modeling parameters, variables, and related acronyms used throughout the paper are presented in Table 2 and Table 3, respectively.



2.2.1. Objective Function


The objective function in (1) reflects here-and-now costs as well as wait-and-see costs. Here-and-now costs are associated with the first stage start-up cost,    C  i t   S U    ; energy cost,    λ  i t  G   P  i t  G   ; and reserve capacity cost, (   λ  i t   R U    R  i t  U  +  λ  i t   R D    R  i t  D   ). Wait-and-see costs are associated with the second stage start-up costs,    C  i t ω  A   ; reserve potential costs,    λ  i t  G   r  i t ω  G   ; and penalty costs,    C  t ω   p e n    . The penalty term is to ensure that curtailment of PV and load not served is restricted.


  min   ∑   t = 1    N t        ∑   i = 1    N i       C  i t   S U   +  λ  i t  G   P  i t  G  +  λ  i t   R U    R  i t  U  +  λ  i t   R D    R  i t  D      +                                +   ∑   t = 1    N t    [    ∑   i = 1    N i       ∑   ω = 1    N i     π ω    C  i t ω  A  +  λ  i t  G   r  i t ω  G  +  C  t ω   p e n     ]   



(1)








2.2.2. Constraint Functions


The first constraint, represented in (2), refers to the load balance constraint. This constraint ensures that the power scheduled for conventional generators,    P  i t  G   ; for PV,    P t   S  s c h      ; and the power discharged by BESS,    P t   B  d i s      , is equal to point forecast of load,    P t D   , for all individual time interval,   t  . This constraint is primarily responsible for preparing the generation schedule for the next hour/day/any other time interval slots in the future.


    ∑   i = 1    N i     P  i t  G  +  P t   S  s c h     +  P t   B  d i s     =  P t D  ;     ∀ i ,   ∀ t  



(2)







Constraints represented in (3) to (8) are boundary constraints. These are associated with DG- and LNG-based power plant related variables, such as scheduled energy,    P  i t  G   ; reserve capacity,    R  i t  U     and     R  i t  D   ; and reserve potential,    r  i t ω  U    and    r  i t ω  D   . Generation limit (   P i  m i n   ,    P i  m a x    ) constraints of the conventional sources considering up- and down-reserve capacity are represented by (3) and (4).


   P i  m i n    u  i t   ≤    P  i t  G  −  R  i t  D    ;     ∀ i ,   ∀ t  



(3)






   P i  m a x    u  i t   ≥    P  i t  G  +  R  i t  U    ;     ∀ i ,   ∀ t  



(4)







Similarly, (5) and (6) represent the maximum and minimum limits of spinning reserve capacity provided by each conventional generator.


  0 ≤  R  i t  U  ≤  R i   U  m a x      u  i t   ;     ∀ i ,   ∀ t  



(5)






  0 ≤  R  i t  D  ≤  R i   D  m a x      u  i t     ;       ∀ i ,   ∀ t  



(6)







All the above boundary constraints are first-stage constraints. The next two boundary constraints in (7) and (8) are second-stage constraints. They give upper and lower bounds of the reserve potential technically possible for individual conventional generators.


  0 ≤  r  i t ω  U  ≤  R i   U  m a x      u  i t     ;     ∀ i ,   ∀ t ,   ∀ ω  



(7)






  0 ≤  r  i t ω  D  ≤  R i   D  m a x      u  i t   ;     ∀ i ,   ∀ t   ,   ∀ ω  



(8)







One of the non-anticipatory constraints associated with up/down-reserve potential variables is represented by (9).


   r  i t ω  U  −  r  i t ω  D  =  r  i t ω  G  ;     ∀ i ,   ∀ t ,   ∀ ω  



(9)







In case of limits on the dispatch schedule of power produced by PV,    P t   S  s c h      , the lower (   F t   S  m i n      ) and upper bounds,    F t   S  m a x      , of PV’s probabilistic forecasts is considered as the minimum and maximum boundary limits as seen in (10).


   F t   S  m i n     ≤  P t   S  s c h     ≤  F t   S  m a x     ;     ∀ t  



(10)







Constraints in (11) to (13) are associated with start-up costs. First stage start-up constraints and second stage start-up constraints are presented in (11) and (12).


   λ i  S U      u  i t   −  u  i , t − 1     ≤  C  i t   S U   ;     ∀ i ,   ∀ t  



(11)






   λ i  S U      v  i t ω   −  v  i , t − 1 , ω     ≤  C  i t ω   S U   ;     ∀ i ,   ∀ t ,   ∀ ω  



(12)







Since the start-up constraints are temporal constraints, commitment status at the time,   t  , (   u  i t   ,    v  i t ω    ), and commitment status at     t − 1    ,      u  i , t − 1   ,    v  i , t − 1 , ω     ,   are considered in (11) and (12). A non-anticipatory constraint connects the first- and second-stage start-up variables in (13).


   C  i t ω   S U   −  C  i t   S U   =  C  i t ω  A  ;     ∀ i ,   ∀ t ,   ∀ ω  



(13)







Here, it is to be noted that    C  i t   S U    ,    C  i t ω   S U    , and    C  i t ω  A    are start-up variables, while    λ i  S U     is a constant parameter representing the start-up cost of a generator,   i  .



Overall penalty cost involving the sum of penalty due to PV’s curtailment and penalty owing to load shedding decision is represented by (14).


   λ   S  c u r      P  t ω    S  c u r     +  λ   D  n s      P  t ω    D  n s     =  C  t ω   p e n   ;     ∀ t ,   ∀ ω  



(14)







The nature of all the decision variables considered in the overall problem is defined in (15) to (19). In (15), it is seen that all here-and-now variables are non-negative. A similar comment on the non-negativity of the wait-and-see variables is made in (16).


   C  i t   S U   ,    P  i t  G  ,    R  i t  U  ,    R  i t  D  ,    P t   S  s c h     ,    P t   B  d i s     ,    u  i t   ,    u t   B  d i s     ≥ 0 ;   ∀ i ,   ∀ t  



(15)






   C  i t ω   S U   ,    r  i t ω  U  ,    r  i t ω  D  ,    P  t ω    S  c u r     ,  P  t ω  B  ,    P  t ω    B  c h g     ,    v  i t ω   ,    v  t ω    B  c h g     ≥ 0 ; ∀ i ,   ∀ t , ∀ ω  



(16)







The first- and second-stage variables, shown in (17) and (18), respectively, are continuous, while (19) represents variables that are binary integers.


   C  i t   S U   ,    P  i t  G  ,    R  i t  U  ,    R  i t  D  ,    P t   S  s c h     ,    P t   B  d i s     ∈ R ;     ∀ i ,   ∀ t  



(17)






   C  i t ω   S U   ,    r  i t ω  U  ,    r  i t ω  D  ,    P  t ω    S  c u r     ,  P  t ω  B  ,    P  t ω    B  c h g     ∈ R ;     ∀ i ,   ∀ t , ∀ ω  



(18)






   u  i t   ,    u t   B  d i s     ,    v  i t ω   ,    v  t ω    B  c h g     ∈   0 , 1   ;     ∀ i ,   ∀ t , ∀ ω  



(19)







Some variables listed in (16) to (19) are neither present in the objective function nor the constraint functions. These variables shall appear in the proposed constraints in Section 2.3.





2.3. Proposed Stochastic Constraints


An insular grid with conventional generators and PV farms has been considered in this work. Most PV power plants are designed with provisions for energy storage units. Hence, BESS is included in this work. Three different constraints are proposed to accommodate PV power plants and BESS in an insular grid’s commitment and generation scheduling model. These constraints ensure the technical viability of the schedule and maintain non-anticipativity between the first- and second-stage decision variables. These constraints are discussed at length in Section 2.3.1, Section 2.3.2 and Section 2.3.3.



2.3.1. Constraints That Represent the Coordination between PV and BESS


Consider a specific scenario,   ω  , wherein the PV power output realized in real-time is forecasted to be    P  t ω  S   . If this realization is more than the scheduled PV power,    P t   S  s c h      , then either conventional generation has to be reduced, or BESS has to be charged, or power from PV has to be curtailed, or a combination of all these options has to be implemented. On the other hand, if PV power output realized in real-time is less than the scheduled power, the generation of DG would have to be ramped up, or stored energy of BESS has to be discharged, or load shedding has to be implemented as a last measure. A mathematical model incorporating these conditions is shown in (20). This constraint consists of both here-and-now variables and wait-and-see variables. The term representing power from DG/LNG includes the first-stage scheduled power term,    P  i t  G   , and the second-stage reserve potential,    r  i t ω  G   , of each DG. Similarly, the net power of the battery includes the first-stage variable, scheduled power to be discharged,    P t   B  d i s      , and the second-stage variable, charging power,    P  t ω    B  c h g      , which would vary with every changing scenario,   ω  . The power from PV is represented by the realized forecast scenarios,    P  t ω  S   , and the possible curtailment in the wait-and-see stage,    P  t ω    S  c u r      . Load demand, in (20), consists of the point forecast of load demand, (   P t D   ), at the time,   t  , and the load not served, (   P  t ω    D  n s      ), depending on the scenario,   ω  .


         ∑   i = 1    N i       P  i t  G  +  r  i t ω  G     ⏞    P o w e r   f r o m   D G   +      P  t ω  S  −  P  t ω    S  c u r      ⏟    P o w e r   f r o m   P V   +      P t   B  d i s     −  P  t ω    B  c h g      ⏞    P o w e r   f r o m   B E S S     =      P t D  −  P  t ω    D  n s      ⏟    L o a d   D e m a n d   ;   ∀ i ,   ∀ t ,   ∀ ω   



(20)







To reduce redundancy, (21) is formed by subtracting (2) from (20). The new proposed constraint (21) replaces (20) in the stochastic generation scheduling problem.


    ∑   i = 1    N i     r  i t ω  G  +  P  t ω  S  −  P  t ω    S  c u r     −  P  t ω    B  c h g     +  P  t ω    D  n s     −  P t   S  s c h     = 0 ;       ∀ i ,   ∀ t ,   ∀ ω  



(21)







An additional linking constraint is shown in (22), which ensures that the PV power realization,    P  t ω  S   , in the scenario,   ω  , accounts for the scheduled power from PV,    P t   S  s c h      , and the power consumed while charging the battery,    P  t ω    B  c h g      . If the system constraints do not allow the full utilization of the power from PV in generation scheduling or battery charging, then the remaining power is curtailed. This is mathematically depicted in constraint (22).


   P  t ω  S  =  P t   S  s c h     +  P  t ω    B  c h g     +  P  t ω    S  c u r     ;   ∀ i ,   ∀ t ,   ∀ ω  



(22)








2.3.2. Constraints That Represent System Reserve and Individual Reserve Capacities


Proposed modifications in system spinning reserve constraints for up- and down-reserve capacity are represented by (23) and (24). The purpose of these reserve constraints is to consider the inaccuracies associated with demand forecasts,    P t D   , and probabilistic power forecasts from PV,    P  t ω  S   . A certain percentage of demand forecast and PV’s power output scheduled in the day-ahead schedule, before the actual realization, is to be provided as up/down spinning reserve. This is seen in (23) and (24), wherein conventional generators provide for   α %   of the demand,    P t D   , and   β %   of the scheduled power from PV,    P t   S  s c h      , as up-reserve,    R  i t  U   , and down-reserve,    R  i t  U   . Other than the terms mentioned above,    P  t ω  B   , the current battery power status, is also mentioned in (23) and (24). Variable    P  t ω  B    indicates the amount of power that can be discharged by BESS when there is a need for up-reserve owing to underproduction of power output from PV or rise in load demand. The term (   P   B  m a x      −   P  t ω  B   ), in (24), indicates the amount of power that can be charged into the battery to provide down-reserve under the scenario of unexpected fall in demand or actual power realization from PV being more than committed level.


    ∑   i = 1    N i     R  i t  U  +  P  t ω  B  ≥ α  P t D  + β  P t   S  s c h     ;       ∀ i ,   ∀ t ,   ∀ ω  



(23)






    ∑   i = 1    N i     R  i t  D  +  P   B  m a x     −  P  t ω  B  ≥ α  P t D  + β  P t   S  s c h     ;   ∀ i ,   ∀ t ,   ∀ ω  



(24)







System reserve constraints, given by (23) and (24), cover the entire system’s up/down spinning reserve requirements. The following constraint represents the reserve potential of individual generators. Minimum and maximum generation limits of all individual generators with all reserves considered are modeled by (25) for each generator under different forecasting scenarios. Here, variable    v  i t ω     is the stochastic commitment variable that shows the commitment status of DG-/LNG-based power plants under individual forecasting scenarios.


   P i   G  m i n      v  i t ω   ≤    P  i t  G  +  R  i t  U  −  R  i t  D  +  r  i t ω  G    ≤  P i   G  m a x      v  i t ω   ;     ∀ i ,   ∀ t ,   ∀ ω  



(25)








2.3.3. BESS Charging and Discharging Limit Constraints and Other Constraints


The last category of constraints is associated with the charging and discharging limits of BESS and other technical constraints associated with it. Battery charging status,    P  t ω  B   , is represented as shown in (26), wherein it can be seen that the current status of battery power,    P  t ω  B   , depends on the previous battery power status,    P  t − 1 , ω  B   , and charging/discharging status of the battery in the current time interval,    P  t ω    B  c h g      /   P t   B  d i s      . Here,    η  c h g     and    η  d i s     refer to the charging and discharging efficiency of BESS. Constraint (26) is an inter-temporal constraint. The upper and lower bounds of battery status are as given in (27).


   P  t ω  B  =  P  t − 1 , ω  B  +  η  c h g    P  t ω    B  c h g     −    P t   B  d i s        η  d i s     ;       ∀ i ,   ∀ t ,   ∀ ω  



(26)






  0 ≤  P  t ω  B  ≤  P   B  m a x     ;       ∀ i ,   ∀ t ,   ∀ ω    



(27)







A battery may either charge or discharge energy. Charging and discharging of BESS do not coincide. To ensure that the mathematical solution obtained using the formulation discussed until now does not override this technical condition, two binary variables,    u t   B  d i s       and    v  t ω    B  c h g      , are introduced in (28) and (29). The positioning of these variables in (28) and (29) ensure that decision on discharging and charging of BESS is not happening simultaneously in any given time interval,   t  .


   P  t ω    B  d i s     ≤  P   B  m a x      u t   B  d i s     ; ∀ i ,   ∀ t ,   ∀ ω  



(28)






   P  t ω    B  c h g     ≤  P   B  m a x        v  t ω    B  c h g     −  u t   B  d i s       ;     ∀ i ,   ∀ t ,   ∀ ω  



(29)







Power discharged from the battery at any time,   t  , cannot exceed the power available in the battery at that time. This constraint is depicted by (30).


   P t   B  d i s     ≤  P  t − 1 , ω  B  ; ∀ i ,   ∀ t ,   ∀ ω  



(30)







All the above constraints discussed in Section 2.3.1, Section 2.3.2 and Section 2.3.3are included in the generation scheduling model described in Section 2.2 to form the proposed generation scheduling model of an insular grid with high penetration of PV and BESS.






3. Results and Discussion through the Case Study of South Andaman Island


In this section, the proposed model is validated on the system information of South Andaman Island. A short system description is given in Section 3.1, followed by the simulation results in Section 3.2.



3.1. System Description


Andaman and Nicobar (A&N) Islands is an archipelago of 572 islands in the Bay of Bengal, of which only 37 are inhabited. All of these islands are insular grids with independent electrical networks. They are neither connected to the mainland, nor are they interconnected. The southernmost island, South Andaman Island, has the highest load demand [25,26]. The power system of South Andaman consists of different diesel generator power houses (DGPH) distributed on a 33 kV transmission network. Due to high fuel costs, the cost of electricity generated by DGPH is expensive. DGPH is also responsible for high levels of GHG emissions. Therefore, the government of India is investigating several project proposals on increasing PV penetration in South Andaman Island. In addition to the existing 5 MWp PV farm and 1 MWp of rooftop PV, in June 2020, a 20 MWp PV farm with an 8 MWh BESS was commissioned in South Andaman Island [19]. There are discussions for further increasing the installed capacity of PV farm to 50 MWp with BESS of 20 MWh capacity.



The installed capacity of the existing DGs is as shown in Table 4. Here, Chatham power house (CPH), Phoenix Bay power house (PBPH), and hiring power plants (HPPs) represent the existing DGPHs. HPPs are diesel generator (DG) sets provided by private entities that have entered into a contractual agreement with the electricity department (A&N administration) for supplying power during peak periods. Some of these HPPs have several similar small-sized DGs, such as HPP3, which has seven DGs of 1.0 MVA each. In Table 4, for convenience, some of these generators are clubbed together. For instance, HPP3 is represented by one generator of 2 MW and the other of 5 MW. Other details mentioned in Table 4, such as minimum and maximum generation limits and up- and down-reserve limits, are scaled-down versions of the generator data provided in [10]. In contrast, the generation costs, reserve costs, and start-up costs are values based on the general pricing trend prevalent in South Andaman Island but not necessarily the costs of the individual DGPH.




3.2. Simulation Results


There are two distinguishing characteristics of the PV and load profile of A&N Islands.




	(i)

	
Its weather characteristics are similar to the tropical belt, where sunshine is available until around 03:00 p.m., followed by tropical rains. Hence, PV’s power is available only till late afternoons.




	(ii)

	
Most of the island economy revolves around the tourism industry. Therefore, load demand is relatively higher in the evenings. A typical PV power output and load profile of South Andaman is shown in Figure 2. Three PV outputs are considered for Figure 2: the existing 5 MWp PV farm and the prospective PV farm of installed capacities 25 MWp and 50 MWp, respectively. It may be easily observed that for 5 MWp and 25 MWp PV farms, the PV output is lower than the load demand profile, whereas the PV output for 50 MWp PV farm is higher than the load demand. Hence, the significance of BESS is far more substantial in the case of the 50 MWp PV plant as compared to the others. However, this does not eliminate the requirement of BESS for the other two cases, as will be evident in Section 3.2.1.









In this work, load demand is represented by point forecasts, while PV power forecasts are treated as a stochastic process with the scenario-based probabilistic forecast. The lower bound, upper bound, and mean PV forecast for a specific day’s prediction is shown in Figure 3. It shows the available range of PV power realization scenarios considered in this work.



3.2.1. Generation Scheduling Results of the Proposed Model and its Analysis


Generation scheduling of South Andaman Island is managed by the electricity department (A&N Administration). As per the current policy, HPP has a contractual agreement to meet the generation and capacity requirements in peak hours, while the power plants operated by the Electricity Department would supply the remaining power to meet system demand and maintain grid stability. In this work, to make the mathematical formulation relevant for most insular grids, the authors have assumed that generation scheduling is based on day-ahead markets wherein the marginal costs of different generating plants and other network and unit constraints are the deciding factors that determine the generation schedule for each day.



Six different case studies are considered to study the problem from different perspectives. These are listed below. As seen below, the first three case studies,    C 1 a   ,    C 2 a   , and    C 3 a   , consider the existing DGPH coupled with PV and BESS of different installed capacities. In the last three cases,    C 4 a   ,    C 5 a   , and    C 6 a   , the underlying assumption is that all DGs (except two DGs of 5 MW capacity each) are replaced by a 50 MW LNG-based power plant. All these six cases were analyzed, and their results are presented in the rest of the Subsection.



Case    C 1 a   : 16 DG + 5 MW PV + 2 MWh BESS



Case    C 2 a   : 16 DG + 25 MW PV + 12 MWh BESS



Case    C 3 a   : 16 DG + 50 MW PV + 20 MWh BESS



Case    C 4 a   : 50 MW LNG + 5 MW PV + 2 MWh BESS



Case    C 5 a   : 50 MW LNG + 25MW PV + 12MWh BESS



Case    C 6 a   : 50 MW LNG + 50MW PV + 20MWh BESS



The generation schedule of 24 h for case studies    C 1 a   ,    C 2 a   , and    C 3 a    are as shown in Figure 4, Figure 5 and Figure 6. It is observed that the scheduled PV power increases as the installed capacity of the PV power plant increases. On the other hand, the discharging schedule of BESS is close to negligible in cases    C 1 a    and    C 2 a   . Further, whatever little is scheduled is only because of the initial assumption that 1 MWh and 5 MWh BESS capacity was available from the previous day’s charging. Even in the case of    C 3 a   , which has a 50 MWp installed capacity of PV and 20 MWh BESS facility, the actual discharging of power is very small comparatively. This is due to the fact that utilization of BESS is predominantly visible in the up- and down-reserve capacity.



Reserve capacity for cases    C 1 a   ,    C 2 a   , and    C 3 a    is as shown in Figure 7, Figure 8 and Figure 9, respectively. In (23) and (24), the here-and-now terms,    R  i t  U    and    R  i t  D   , and wait-and-see term,    P  t ω  B   , are responsible for satisfying the reserve needed to cater to   α %   variation in load demand and   β %   variation in scheduled PV power output. Load demand for all the three cases,    C 1 a   ,    C 2 a  ,   and    C 3 a   , will be the same. However, the scheduled PV power output will change with respect to the installed capacity of the PV plant. Current charging status of BESS, as seen in Figure 7, Figure 8 and Figure 9, changes with each scenario of PV power realization. Thus, BESS plays a significant role in a reserve capacity as opposed to energy scheduling. It is to be noted that the reserve provided by BESS will be different for each PV power output-realization scenario. In Figure 7, Figure 8 and Figure 9, a specific scenario, ω, is considered. Reserve capacity requirements are fulfilled differently in each scenario.



The reserve capacity for case    C 2 a   , considering lower bound, mean, and upper bound PV power output realization, is shown in Figure 10, Figure 11 and Figure 12. As seen in Figure 10, for lower-bound power output scenarios from PV, BESS is in a position to offer reserve only based on the initial PV power output. The PV power produced is being utilized for fulfilling load demand and not for charging the battery. Hence, in the lower-bound scenario, BESS is unable to provide reserve once the initial power from the previous day has been scheduled to discharge at 06:30 a.m. (as seen in Figure 5). On the other hand, in Figure 11 and Figure 12, BESS provides reserve even after discharging at 06:30 a.m. since the PV power output realization is different. Unlike the lower-bound scenario, in the mean and upper-bound scenario, PV power output is used to fulfill load demand and is also used for charging BESS. Hence, this charged status makes it possible for the BESS to provide reserve capacity.



The summary of the above analysis is shown in Table 5, wherein the total generation scheduled for conventional power plants (energy and reserve schedule), PV (scheduled power and curtailed power), and BESS discharging schedule is shown in Table 5. It is observed that the contribution of all the power parameters mentioned in cases    C 1 a   ,    C 2 a   , and    C 3 a    are similar to those in cases    C 4 a   ,    C 5 a   , and    C 6 a   , i.e., there is very little change in the schedule when the transition happens from DG- to LNG-based power plant. A substantial change in generation schedule is visible only when the transition is from a lower PV installed capacity to a higher one. On the other hand, Table 6 shows there is a substantial change in cost when there is a shift from DG- to LNG-based power plants. (It is to be noted that all costs appearing in Table 6 and Table 7 are expressed in INR (Indian Rupees).)



It is seen that the total cost is on the lower side with LNG-based power plants. Further analysis was carried out considering LNG with different PV and BESS penetrations. These case studies are listed below:



Case    C 1 b   : 50 MW LNG + 5 MW PV + 2 MWh BESS



Case    C 2 b   : 50 MW LNG + 25 MW PV + 2 MWh BESS



Case    C 3 b   : 50 MW LNG + 25 MWPV + 12MWh BESS



Case    C 4 b   : 50 MW LNG + 50 MW PV + 2 MWh BESS



Case    C 5 b   : 50 MW LNG + 50MW PV + 12MWh BESS



Case    C 6 b   : 50 MW LNG + 50MW PV + 20MWh BESS



Table 7 and Table 8 show the cost of generation and power scheduled for different energy sources for cases    C 1 b   ,    C 2 b   ,    C 3 b   ,    C 4 b   ,    C 5 b   , and    C 6 b   , respectively. It can be seen from Table 7 that there is an appreciable reduction in cost as the size of PV is changed from 5 MW to 25 MW and then to 50 MW, the least costly being case    C 6 b    with 50 MW LNG-based gas power plant, 50 MWp PV farm, and 20 MW BESS. However, on comparing cases    C 5 b    and    C 6 b   , it can be observed that reduction in overall cost (energy, reserve, and start-up cost) is not substantial when the size of BESS is increased from 12 MW to 20 MW.



A similar observation is seen in Table 8. The utilization of PV and BESS combined increases as the installed capacity of the PV farm increases. However, there is no substantial difference between cases    C 5 b    and    C 6 b   , wherein the combined utilization of PV and BESS is almost the same for both cases. The power scheduled for the conventional generation is almost the same for cases    C 5 b    and    C 6 b   , which means that the GHG levels will be almost the same for either of the cases. Hence, since there is neither cost-benefit nor GHG level improvement, case    C 5 b    would be a preferred option as compared to    C 6 b   , as the investment cost of an additional 10 MWh capacity BESS can be avoided.





3.3. Quality Metrics for Studying the Stochastic Formulation


The proposed model was formulated using a stochastic approach based on the recourse framework. If, for the same system, a deterministic model was to be evaluated with mean forecasts acting as point forecasts for the PV power output, then the objective function value of the deterministic formulation and stochastic formulation (considering first-stage variables only) is as seen in Figure 13 for cases    C 4 a    (PV—5 MW),    C 5 a    (PV—25 MW), and    C 6 a    (PV—50 MW). It is observed that the stochastic cost is always more than the deterministic cost. This is justifiable by the fact that by relying on a stochastic formulation, the reserve cost applicable after actual realization in real-time would be relatively lower than the deterministic schedule due to the fact that stochastic formulations consider a wide range of forecast scenarios with different probabilities as opposed to a deterministic formulation, which considers only the mean forecast.



The stochastic formulation can also be justified through the three other quality metrics, which are defined below. They also help in understanding the conflict introduced by the presence of RES, such as PV. The presence of PV farms leads to the reduction of power generation costs since the economic PV power output would replace some of the power produced by the expensive DGPH. However, the dynamism involved in PV power outputs would result in the rise of reserve power costs.



The following three quality metrics have been used to discuss the conflict between falling generation costs and rising reserve costs of DGPH based on the work presented in [27] for wind farms.




	(i)

	
Average Benefit (AB): AB is defined as the decrease in the expected cost for every additional MWh injected by PV farm into the network. It is mathematically represented as seen in (31). Here,   D  C t  N i l _ P V     represents the total optimal cost of the system with no PV farms obtained from a deterministic formulation, while   E  C t  o p t i m a l     represents the sum of the first-stage energy, reserve, and start-up cost obtained from the stochastic formulation.


  A B =     ∑   t = 1    N t      D  C t  N i l _ P V   − E  C t  o p t i m a l      P  t ω  S       N t     



(31)








	(ii)

	
Average Uncertainty Cost (AUC): AUC is a measure of the equivalent deterministic cost of a system that has the perfect information of the stochastic variable; i.e., PV power output is exactly the same as the mean forecast of the power from PV. It is represented by (32). Here,   D  C t  P I     is the optimal objective function value of the system as obtained from a deterministic formulation with perfect information of the PV forecast.


  A U C =     ∑   t = 1    N t      E  C t  o p t i m a l   − D  C t  P I      P  t ω  S       N t     



(32)








	(iii)

	
Net Average Benefit (NAB): NAB is the measure of the profitability of the PV power injected into the system. It is represented by (33).


  N A B = A B − A U C  



(33)













The values of these metrics were evaluated for the cases    C 4 a   ,    C 5 a   , and    C 6 a   . Figure 14 shows the   A B   and   A U C   for the abovementioned cases, and the gap between the   A B   and   A U C   points represent the   N A B   of the respective case. It is observed that   A U C   is always less than   A B  , and hence, there is a positive   N A B   present at all times, which justifies the implementation of stochastic formulation for generation scheduling of insular grids with high penetration of PV and BESS.




3.4. Computational Performance of the Proposed Model


The number of variables, equality constraints, and inequality constraints for the mathematical formulation, discussed in Section 2, is given by the following expressions:




	(i)

	
Number of variables =    N t    5  N i    1 +  N ω    +  N s    3 + 5  N ω       




	(ii)

	
Number of equality constraints =    N t    1 +  N ω    2 +  N i  +  N s       




	(iii)

	
Number of inequality constraints =    N t    5  N i    1 +  N ω    +  N s    1 + 5  N ω       









These determine the size of the problem. Different case studies have been considered for analyzing the performance of the proposed model. Table 9 shows the problem dimension for the most basic scenario for cases    C 1 a   ,    C 2 a   ,    C 3 a   ,    C 4 a   ,    C 5 a   , and    C 6 a   . In the case of    C 1 a   ,    C 2 a   , and    C 3 a   , the number of conventional generators,    N i   , is higher, while in the case of



   C 4 a   ,    C 5 a   , and    C 6 a   , they are drastically reduced. Hence, the dimensions of the problem are accordingly impacted, which results in an increasing impact on the time taken to execute the problem.



To study the growth of problem dimension with respect to several scenarios,    N ω   , three cases of reduced scenarios were studied. These cases considered 10, 25, and 50 equiprobable scenarios, respectively. Computational performance for the same is as shown in Table 9.



Similar to Table 9, in Table 10, the time taken also increases exponentially with the increasing stature of the problem dimension. This is often referred to as the “curse of dimensionality”, which is one of the biggest concerns of stochastic formulations. This is generally true for large complex interconnected systems with more generators and other system parameters and too many forecast scenarios. However, for insular systems, the number of generators is much more limited, and its network configuration is more straightforward. Hence, if the forecast scenarios are obtained through scenario reduction techniques, stochastic approaches can be adopted in insular systems.





4. Concluding Remarks


In this work, a two-stage stochastic generation scheduling model is proposed for an insular grid with high penetration of PV. Proposed stochastic constraints include technical constraints that represent the interplay between RES, such as PV, and energy storage technologies, such as BESS. It also includes system and individual generator reserve constraints that can provide reserve cushion for variabilities introduced by PV. Charging/discharging limit of BESS and other non-anticipatory constraints are also proposed that ensure the technical feasibility of generation schedules of conventional generators, PV, and BESS. The proposed model was validated on the insular grid of South Andaman Island. The results show that the proposed model allows sound scheduling decisions that are technically viable and, at the same time, economically optimal. It shows that PV predominantly contributes to energy scheduling, while BESS does so for the reserve schedules. Results also demonstrate that for the case of South Andaman’s grid, there is sufficient motivation for increasing solar penetration from 5 MWp to 50 MWp, as planned by the government of India, but there is very little reason for increasing the size of BESS from the priory proposed 12 MWh capacity to the newly proposed 25 MWh capacity (based on the techno-commercial assumptions made in this paper) since it was found that increasing BESS capacity neither reduces the overall energy and reserve scheduling costs, nor does it reduce GHG emissions level significantly. The future scope of work would involve changing the perspective of the analysis from the system operator’s point of view to that of the producers and retail consumers’ point of view, who are the primary electricity market participants.
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Figure 1. Scenario tree of the proposed model. 
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Figure 2. Average demand and PV forecast for April 2019 (South Andaman). 
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Figure 3. Lower and upper bounds of power forecast from PV for 50 MWp solar farm for April 2019. 
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Figure 4. Day-ahead generation schedule for case    C 1 a   . 
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Figure 5. Day-ahead generation schedule for case    C 2 a   . 
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Figure 6. Day-ahead generation schedule for case    C 3 a   . 
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Figure 7. Reserve capacity schedule for case    C 1 a    for a specific scenario, ω. 
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Figure 8. Reserve capacity schedule for case    C 2 a    for a specific scenario, ω. 
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Figure 9. Reserve capacity schedule for case    C 3 a    for a specific scenario, ω. The reserve capacity for case    C 2 a   . 
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Figure 10. Reserve capacity schedule for case    C 2 a    for the lower-bound scenario. 
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Figure 11. Reserve capacity schedule for case    C 2 a    for the mean scenario. 
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Figure 12. Reserve capacity schedule for case    C 2 a    for the upper-bound scenario. 
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Figure 13. Deterministic and stochastic costs for cases    C 4 a   ,    C 5 a   , and    C 6 a   . 
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Figure 14.   A B  ,   A U C  , and   N A B   for cases    C 4 a   ,    C 5 a   , and    C 6 a   . 
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Table 1. Comparison of recently proposed optimal scheduling strategies for insular grids.
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	Ref.
	RES Type
	RES

Uncertainty Is Considered
	Approach for

Modeling Uncertainty
	Model Type
	Storage Tech

Involved
	Gen. Scheduling Model Is Meant for SO
	Proposed Modification in the Generation Scheduling Problem
	BESS

Included or Not in Reserve Constraint?
	Modelling of Constraint Representing Coordination

between BESS and RES





	[15]
	Wind + PV
	No
	Not

applicable (NA)
	MILP
	No
	Yes
	Reserve (primary, secondary, and tertiary)
	No
	No



	[16]
	Wind
	No
	NA
	MILP
	Yes
	Yes
	Reserve; charging and discharging limits of BESS
	Yes (BESS)
	No



	[17]
	Wind + PV
	No
	NA
	MILP
	Yes
	No
	NA
	NA
	NA



	[18]
	Wind
	Yes
	Two-stage

stochastic
	MILP
	No
	Yes
	Synchronization, soak phase, and de\synchronization phase constraints;
	No
	No



	[19]
	PV
	No
	NA
	MILP
	Yes
	Yes
	Objective function includes degradation of battery and H2-based devices
	Yes
	No



	[20]
	Wind
	No
	NA
	MILP
	Yes
	Yes
	NA
	Yes
	No



	[21]
	Wind + PV
	No
	Monte Carlo
	Not specified
	Yes
	Yes
	NA
	No
	No



	[22]
	Wind
	Yes
	Two-stage

stochastic
	MILP
	No
	Yes
	Synchronization, soak phase, and desynchronization phase constraints;
	Yes (pumped storage)
	No



	[23]
	Wind
	No
	NA
	MILP
	No
	Yes
	Frequency control
	No
	No



	[24]
	Wind + PV
	No
	NA
	MILP
	No
	Yes
	-
	No
	No



	Proposed model
	PV
	Yes
	Two-stage stochastic
	MILP
	Yes
	Yes
	Constraints representing PV and BESS coordination, reserve, and BESS limits
	Yes (BESS)
	Yes
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Table 2. Nomenclature of the indices and variables.
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	Indices
	Physical Meaning





	  t  
	Index for time interval



	  i  
	Index for conventional generator



	  ω  
	Index for forecast scenario of power from PV





	First-stage

variables
	Physical meaning



	    C  i t   S U     
	First-stage start-up cost associated with conventional generator,  i , at time,  t 



	    P  i t  G    
	Power scheduled for conventional generator,  i , at time,  t 



	    R  i t  U    
	Up-reserve capacity offered by conventional generator,  i , at time,  t 



	    R  i t  D    
	Down-reserve capacity offered by conventional generator,  i , at time,  t 



	    P t   S  s c h       
	Power scheduled for PV at time, 𝑡



	    P t   B  d i s       
	Power discharged by BESS at time, 𝑡



	    u  i t     
	First-stage binary variable associated with commitment status of conventional generator,  i , at time,  t 



	    u t   B  d i s       
	First-stage binary variable associated with BESS’ discharging status at time, 𝑡





	Second-stage

variables
	Physical meaning



	    C  i t ω   S U     
	Second-stage start-up cost associated with conventional generator,  i , at time,   t ,   for scenario, ω



	    C  i t ω  A    
	Variable associated with the anticipatory constraint that relates first- and second-stage start-up variables conventional generator,  i , at time,   t ,   for scenario, ω



	    r  i t ω  U    
	Up-reserve potential associated with conventional generator,  i , at time,   t ,   for scenario, ω



	    r  i t ω  D    
	Down-reserve potential associated with conventional generator,  i , at time,   t ,     for scenario, ω



	    P  t ω  B    
	Power status of BESS at time,  t , for scenario, ω



	    P  t ω    B  c h g       
	Power consumption during charging of BESS at time, 𝑡, for scenario, ω



	    P  t ω    S  c u r       
	Power obtained from PV curtailed at time,  t , for scenario, ω



	    v  i t ω     
	Second-stage binary variable associated with commitment status of conventional generator,  i , at time, 𝑡, for scenario, ω



	    v  t ω    B  c h g       
	Second-stage binary variable associated with BESS charging status at time, 𝑡, for scenario, ω



	    r  i t ω  G    
	Term associated with the anticipatory constraint that relates up- and down-reserve potential variables



	    C  t ω   p e n     
	Penalty term associated with the penalties due to curtailment of power from PV and load not served





	Parameters
	Physical meaning



	    N t    
	Total time interval



	    N i    
	Total number of conventional generators



	    N ω    
	Total number of forecast scenarios



	    λ  i t  G    
	Cost of power offered by conventional plant, 𝑖, at time, 𝑡



	    λ  i t   R U     
	Cost of up-reserve offered by conventional generator, 𝑖, at time, 𝑡



	    λ  i t   R D     
	Cost of down-reserve offered by conventional generator, 𝑖, at time, 𝑡



	    λ i  S U     
	Start-up cost for conventional generator, 𝑖, at time, 𝑡



	    π ω    
	Probability of forecast scenario, ω



	    P t D    
	Load demand of the system predicted for time interval, 𝑡



	    P i  m i n     
	Minimum generation capacity of conventional generator, 𝑖



	    P i  m a x     
	Maximum generation capacity of conventional generator, 𝑖



	    P  t ω  S    
	Probabilistic forecast of PV at time, 𝑡, for scenario, ω



	    F t   S  m i n       
	Lower bound of the power forecast scenarios of PV at time, 𝑡



	    F t   S  m a x       
	Upper bound of the power forecast scenarios of PV at time, 𝑡



	    R i   U  m a x       
	Maximum up-reserve limit of conventional generator, 𝑖



	    R i   D  m a x       
	Maximum down-reserve limit of conventional generator, 𝑖



	    η  c h a g     
	Charging efficiency of BESS



	    η  d i s     
	Discharging efficiency of BESS
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Table 3. Full form of acronyms.






Table 3. Full form of acronyms.





	Acronyms
	Physical Meaning





	A&N
	Andaman and Nicobar



	PV

HPP
	Photovoltaic system

Hiring power plant



	BESS
	Battery energy storage system



	GHG
	Greenhouse gas



	RES
	Renewable energy sources



	DG
	Diesel generator



	DGPH
	Diesel generator power house



	CPH
	Chatham power house



	PBPH
	Phoenix Bay power house
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Table 4. Techno-commercial details of diesel generators.






Table 4. Techno-commercial details of diesel generators.





	Unit
	Min. Gen. (MW)
	Max. Gen. (MW)
	Gen. Cost

     ( ×   10  3     I N R  )   
	    Start - Up   Cos t   ( ×   10  3     I N R  )    
	    Reserve   Cos t   ( ×   10  3     I N R  )    





	CPH1
	0.75
	2.5
	2.50
	180
	2.70



	CPH2
	0.75
	2.5
	2.50
	180
	2.70



	CPH3
	0.75
	2.5
	2.50
	180
	2.70



	PBPH1
	0.90
	3.0
	3.00
	180
	2.70



	PBPH2
	0.90
	3.0
	3.00
	180
	2.70



	PBPH3
	0.90
	3.0
	3.00
	180
	2.70



	PBPH4
	0.45
	1.5
	18.00
	180
	2.70



	HPP1-1
	0.72
	2.4
	17.05
	171
	2.56



	HPP1-2
	0.72
	2.4
	17.05
	171
	2.56



	HPP2-1
	0.96
	3.2
	17.17
	172
	2.56



	HPP2-2
	0.96
	3.2
	17.17
	172
	2.56



	HPP2-3
	0.96
	3.2
	17.17
	172
	2.56



	HPP3-1
	0.60
	2.0
	17.45
	175
	2.62



	HPP3-2
	1.50
	5.0
	17.45
	175
	2.62



	HPP4-1
	1.50
	5.0
	17.38
	174
	2.61



	HPP4-2
	1.50
	5.0
	17.38
	174
	2.61
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Table 5. Energy and reserve schedule summary for cases    C 1 a   ,    C 2 a   ,    C 3 a   ,    C 4 a   ,    C 5 a   , and    C 6 a   .






Table 5. Energy and reserve schedule summary for cases    C 1 a   ,    C 2 a   ,    C 3 a   ,    C 4 a   ,    C 5 a   , and    C 6 a   .





	Case Study
	    P  i t  G    

(MW)
	    R  i t  U    

(MW)
	    R  i t  D    

(MW)
	    P t   S  s c h       

(MW)
	    P  t ω    S  c u r       

(MW)
	    P t   B  d i s       

(MW)





	    C 1 a    
	743.7
	88.87
	86.11
	19.8
	2.00
	1.00



	    C 2 a    
	660.5
	82.11
	42.11
	99.0
	7.50
	5.00



	    C 3 a    
	563.3
	48.24
	39.05
	190.3
	36.23
	10.91



	    C 4 a    
	743.7
	74.42
	68.13
	19.8
	2.00
	1.00



	    C 5 a    
	660.5
	16.74
	44.84
	96.5
	8.50
	7.50



	    C 6 a    
	563.3
	16.94
	27.20
	192.4
	32.61
	8.81










[image: Table] 





Table 6. Energy, start-up, and reserve costs for cases    C 1 a   ,    C 2 a   ,    C 3 a   ,    C 4 a   ,    C 5 a   , and    C 6 a   .






Table 6. Energy, start-up, and reserve costs for cases    C 1 a   ,    C 2 a   ,    C 3 a   ,    C 4 a   ,    C 5 a   , and    C 6 a   .





	Case Study
	Energy Cost

     ( ×   10  3     I N R  )   
	Up-Reserve Cost    ( ×   10  3     I N R  )   
	Down-Reserve Cost    ( ×   10  3     I N R  )   
	Start-Up Cost

     ( ×   10  3     I N R  )   
	Total Cost

     ( ×   10  3     I N R  )   





	    C 1 a    
	12,920
	236
	147
	1418
	14,721



	    C 2 a    
	11,490
	216
	72
	1418
	13,197



	    C 3 a    
	9801
	127
	67
	3326
	13,322



	    C 4 a    
	8366
	126
	77
	0
	8598



	    C 5 a    
	7475
	31
	50
	347
	7904



	    C 6 a    
	6412
	31
	32
	1155
	7631
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Table 7. Energy, start-up, and reserve costs for cases    C 1 b   ,    C 2 b   ,    C 3 b   ,    C 4 b   ,    C 5 b   , and    C 6 b   .






Table 7. Energy, start-up, and reserve costs for cases    C 1 b   ,    C 2 b   ,    C 3 b   ,    C 4 b   ,    C 5 b   , and    C 6 b   .





	Case Study
	Energy Cost

     ( ×   10  3     I N R  )   
	Up-Reserve Cost    ( ×   10  3     I N R  )   
	Down-Reserve Cost    ( ×   10  3     I N R  )   
	Start-Up Cost

     ( ×   10  3     I N R  )   
	Total Cost

     ( ×   10  3     I N R  )   





	    C 1 b    
	8366
	126
	77
	0
	8598



	    C 2 b    
	7612
	141
	92
	347
	8193



	    C 3 b    
	7475
	31
	50
	347
	7904



	    C 4 b    
	7142
	181
	109
	746
	8179



	    C 5 b    
	6501
	43
	20
	1155
	7720



	    C 6 b    
	6412
	31
	32
	1155
	7631
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Table 8. Energy and reserve schedule summary for cases    C 1 a   ,    C 2 a   ,    C 3 a   ,    C 4 a   ,    C 5 a   , and    C 6 a   .






Table 8. Energy and reserve schedule summary for cases    C 1 a   ,    C 2 a   ,    C 3 a   ,    C 4 a   ,    C 5 a   , and    C 6 a   .





	Case Study
	    P  i t  G    

(MW)
	    R  i t  U    

(MW)
	    R  i t  D    

(MW)
	    P t   S  s c h       

(MW)
	    P  t ω    S  c u r       

(MW)
	    P t   B  d i s       

(MW)





	    C 2 b    
	671.2
	81.3
	81.9
	90.4
	3.0
	671.2



	    C 3 b    
	660.5
	16.7
	44.8
	96.5
	7.5
	660.5



	    C 4 b    
	626.8
	105.9
	96.3
	135.9
	1.7
	626.8



	    C 5 b    
	564.8
	20.7
	16.2
	185.7
	14.0
	564.8



	    C 6 b    
	563.3
	16.9
	27.20
	192.4
	8.81
	563.3
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Table 9. Computational performance for cases    C 1 a   ,    C 2 a   ,    C 3 a   ,    C 4 a   ,    C 5 a   , and    C 6 a   .






Table 9. Computational performance for cases    C 1 a   ,    C 2 a   ,    C 3 a   ,    C 4 a   ,    C 5 a   , and    C 6 a   .





	
Case Study

	
No. of

Decision Variables

	
No. of Equality Constraints

	
No. of Inequality Constraints

	
Evaluated Nodes

	
Time (s)






	
    C 1 a    

	
8112

	
1392

	
7932

	
16,788

	
330.5




	
    C 2 a    

	
31,179

	
661.4




	
    C 3 a    

	
139,219

	
7175




	
    C 4 a    

	
1872

	
458

	
1692

	
16

	
0.1




	
    C 5 a    

	
1108

	
2.18




	
    C 6 a    

	
1448

	
2.39
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Table 10. Problem dimension for different reduced scenario sets.






Table 10. Problem dimension for different reduced scenario sets.





	Sr. No.
	No. of Scenarios
	No. of

Decision Variables
	No. of Equality Constraints
	No. of Inequality Constraints
	Time (s)





	1
	10
	5232
	1464
	4744
	83



	2
	25
	12,432
	3624
	11,284
	634



	3
	50
	24,432
	7224
	22,184
	7165
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