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Abstract: In the development of fault-tolerant systems, simulation is a common technique used to
obtain insights into performance and dependability because it saves time and avoids the risks of
testing the behavior of real-world systems in the presence of faults. Fault injection in a simulation
offers a high controllability and observability, and thus is ideal for an early dependability analysis
and fault-tolerance evaluation. Heating, ventilation, and air conditioning (HVAC) systems in critical
infrastructures, such as airports and hospitals, are safety-relevant systems, which not only determine
energy consumption, system efficiency, and occupancy comfort but also play an essential role in
emergency scenarios (e.g., fires, biological hazards). Hence, fault injection serves as a practical and
essential solution to assess dependability in different fault scenarios of HVAC systems. Hence, in this
paper, we present a simulation-based fault injection framework with a combination of two techniques,
simulator command and simulation code modification, which are applied to fault injector blocks as
saboteurs and an automated fault injector algorithm to automatically activate fault cases with certain
fault attributes. The proposed fault injection framework supports a comprehensive range of faults
and various fault attributes, including fault persistence, fault type, fault location, fault duration, and
fault interarrival time. This framework considers noise in a demand-controlled ventilation (DCV)
and heating system as a type of HVAC system since it has been demonstrated that any fault injection
scenario is accompanied by some impacts on energy consumption, occupancy comfort, and a fire
risk. It also supports the reproducibility for a set of specific fault scenarios or random fault injection
scenarios. The system model was implemented and simulated in Matlab/Simulink, and fault injector
blocks were developed by Stateflow diagrams. An experimental evaluation serves as the assessment
of the presented fault injection framework with a defined example of fault scenarios. The results of
the evaluation show the correctness, system behavior, accuracy, and other parameters of the system,
such as the heater energy consumption and heater duty cycle of the fault injection framework in the
presence of different fault cases. In conclusion, the present paper provides a novel simulation-based
fault injection framework, which combines simulator command techniques and simulation code
modifications for a realistic and automatic fault injection with comprehensive coverage of various
fault types and a consideration of noise and uncertainty, allowing for reproducibility of the results.
The outputs achieved from the fault injection framework can be applied to fault-tolerant studies in
other application domains.

Keywords: HVAC systems; fault injection; fault scenario generation; fault model; finite-state machine;
Stateflow

1. Introduction and Literature Review

Modern smart buildings play an important role in terms of economy, ecology, and
human well-being. They are equipped with various electronic components, including
different actuators, sensors, and automatic control systems called building management
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systems (BMS) [1,2]. The user’s comfort is important and affected by the operation of
heating, ventilation, and air conditioning (HVAC), which is considered to be a major source
of energy consumption. The efficient operation of an HVAC system affects the efficiency
of the overall system, which is the BMS [1]. In addition, many sensors and actuators are
integrated with an HVAC system, and the interactions of these components are fault-prone.
Without fault-tolerant techniques, the system may face unpredictable conditions. Therefore,
a dependability analysis of critical infrastructure is essential. A system is deemed critical
when the normal functionality of the provided services by the system is important for the
end users or the environment [3]. For the assessment of the availability, reliability and safety
of a system under faults, many approaches, including analytical modeling, experimental
techniques, and fault injections (FIs) were proposed and discussed [4]. FI was introduced in
the early 1970s to study fault impacts and verify fault-tolerant capabilities by deliberately
injecting faults into a modeled system [3]. Fault injection (FI) was recognized as a powerful
technique and extensively used to evaluate the reliability of a target system under faults [5].
FI experiments consist of simulation executions of the target system where any number of
faults can be injected on one or multiple components, at one or several points in time, and
with random fault time durations. In a simulation framework, faults can be injected using
a set of input patterns via an automated FI code or FI dashboard in hardware or software.
Several surveys studied FI methodologies [3,6–9]. Briefly, FI techniques can be categorized
into four methodologies: (1) physical fault injections, including hardware-based fault
injection (HaFI) and software-based fault injection (SoFI) methods; (2) simulation-based
fault injection (SiFI) methods; (3) emulation-based fault injection (EmFI) methods; and
(4) hybrid fault injection (HyFI) methods [4,6,8,10]. The advantages and disadvantages of
each method were systematically discussed in [7].

Among all FI techniques, SiFI is most popular for early experimental evaluations.
A SiFI analyzes a target system by simulating fault effects, and it is well-known for its
wide range of advantages, such as flexibility, adaptability, visibility, and controllability [5].
SiFI supports the adaptation of tests to a variety of traffic scenarios and avoids costly or
dangerous physical FI in the real world [11]. SiFI has a low cost, high controllability, high
safety, and high fault coverage [9]. SiFI is categorized into three different subcategories in
the literature: the simulation command technique, simulation code modification technique,
and simulation modification technique with different levels of abstraction [5]. In the sim-
ulation command technique, the simulation model does not change and uses commands
to inject faults into the target system model. Built-in simulator commands are used to
modify the values of signals and variables [3]. Simulation code modification modifies the
system description by adding FI components called saboteurs or mutants to existing com-
ponent descriptions [6]. Simulation-based fault injectors, such as saboteurs and mutants,
are responsible for the deliberate insertion of faults. Fault injectors provide this opportu-
nity to change the value or timing characteristics of one or more signals. The simulator
modification technique changes the simulation kernel and not the target simulation model.
Each technique has corresponding advantages and disadvantages. Many researchers have
focused on SiFI, which can be discussed from the point of view of different applications,
some specifically for HVAC systems. Maleki et al. [11] proposed a simulation-based injector
called SUFI to activate faults in advanced driver assistance systems (ADAS). The fault
model in this framework covers transient and permanent faults such as stuck-at values.
Chao et al. [12] proposed an SiFI framework called FSiFI to study the propagation of faults
and symptoms. They analyzed the transient faults affecting different SPARC processor
components, such as ALU, decoders and register files. Song et. al [13] proposed a method
for the verification of radar systems using PSPICE for the simulation environment. The
simulation represents the circuit model of the radar in the simulation software. The behav-
ioral model is provided by the software, and the user can extend the model or use models
built by the software. Gil-Tomás et al. [14] designed an SFI to inject intermittent faults
to evaluate the dependability in submicron complementary metal-oxide-semiconductor
(CMOS) technologies. A wide set of intermittent faults was injected, and from the simu-
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lation traces, coverages and latencies were measured. In addition, a Markov model was
generated for a reliability evaluation. Evangeline et al. [15] designed an SFI for digital
circuits using the software, Xilinx. They modeled transient faults and permanent faults for
stuck-at values, stuck-at bits, and faulty input data words. Salih et al. [16] proposed a fault
injection model for highly automated vehicles. They developed a model of fault injection
on the steering system to study the impact of steering system sensor failures. Their model
was implemented in the MATLAB/Simulink environment.

However, there are few scientific studies specifically on SiFI in HVAC systems. Hy-
varinen et al. [17] categorized faults as design faults, installation faults, abrupt faults,
and degradation faults. Examples in HVAC systems are sensor faults, such as invalid
and incorrect sensor readings or noises, and actuator faults such as a stuck-at faults that
account for 20% of energy waste along with thermal discomfort and CO2 emissions in
HVAC systems [17–21]. Simulation-based fault injection models are beneficial for learning
about system behavior by evaluating concrete fault scenarios. Some researchers devel-
oped simulation-based fault injection system models. Behravan et al. [21–23] implemented
simulation-based fault injection models for demand-controlled ventilation (DCV) and
heating systems in multi-zone office buildings. In [21], Behravan et al. extended the sim-
ulated HVAC system models, providing them with FI capabilities of permanent stuck-at
faults for the sensors, stuck-at opened/closed damper actuators, and stuck-at heater actua-
tors. Simulated temperature sensors and CO2 sensors were also equipped with FI blocks.
The supported fault types include gain faults, offset faults, stuck-at values (e.g., stuck-at
open/close in damper actuator, stuck-at off/on in heater actuator) [22]. Behravan et al. [24]
also introduced a command-based fault injection framework in a compositional model
in Matlab whereas the codes are connected to the simulation blocks in Simulink. Further,
Behravan et al. [25] proposed an automated FI tool to systematically inject different faults
with different fault injection times. An overview of the SiFI techniques is provided and
summarized in Table 1.

As explained in the related work section, many faults injection models and frameworks
in the literature are based on unrealistic sensor and actuator fault models, assuming
restricted fault types or deterministic behaviors under faults. Additionally, Gaussian
distributions and white noise with a uniform distribution are commonly used to describe
the uncertainties of measurements [8]. This paper provides an extended version of the
simulation-based fault injection framework based on previous works and the authors in this
paper conclude from the table that to provide a realistic simulation of, an SiFI framework
for HVAC systems, the FI model must include many fault types, fault persistence, fault
durations, fault interarrival times, and the probabilistic variations of observations in the
presence of different faults. Different fault types can also be described by random variables
with corresponding probability distributions. This paper introduces sensor models based
on the technical ISO/IEC guidelines [8] for uncertainty in measurements (GUM) for both
regular behavior and fault scenarios.

In this paper, the contributions are listed as follows:

• A novel simulation-based fault injection framework combining simulator command
techniques and simulation code modifications for realistic and automatic FI;

• The comprehensive coverage of various fault types with different fault attributes, such
as fault type, time, duration, persistence, interarrival time, and location;

• The consideration of noise and uncertainty using Gaussian probability distributions
with uniform distributions as well as parameter variations upon faults;

• The support of reproducibility for a set of specific fault scenarios or random fault
injection scenarios.
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Table 1. Overview of simulation-based on fault injection techniques.

Reference

Fault Profile Characteristics
Simulation

EnvironmentFault Types Fault
Persistence

Fault
Duration

Fault Interveinal
Time

Maleki et al. [11]
Stuck-at value
Single bit-flip
Double bit flip

Transient
Semi-permanent No No SUMO

Chao et al. [2] No Transient No No SAM
Song et al. [13] Circuit faults No No No PSPICE and ADS
Gil-Tomás et al.

[14]
Circuit faults

Single or multiple Intermittent No No VHDL-based fault
injection tool (VFIT)

Evangeline et al.
[15]

Stuck-at bit
Stuck-at value

Input data word

Transient
Permanent
6-bit LFSR

No Yes
Xilinx software and

4-bit adder and
C17 benchmark circuit

Behravan et al.
[22]

Stuck-at value
Stuck-at open/close

Stuck-at off/on
Permanent No No MATLAB/Simulink

Behravan et al.
[21]

Gian fault
Off-set fault

Stuck-at value
Stuck-at open/close

Stuck-at off/on

Permanent No No MATLAB/Simulink

Behravan et al.
[25]

Stuck-at value
Stuck-at open/close

Stuck-at off/on
Permanent Yes No MATLAB/Simulink and

MATLAB/Programming

This paper

Gian fault
Offset fault

stuck-at value
Stuck-at open/close

Stuck-at off/on
Out-of-bound fault

Data loss fault

Permanent
Transient

Intermittent
Yes Yes

MATLAB/Simulink and
Stateflow diagram and

MATLAB/Programming

2. Methods
2.1. System Model Description

The FI framework in this paper is described as relying on the DCV and heating
system models as representative of contemporary systems with manifold components.
In this model, embedded processing units coordinate the nodes of wireless sensor and
actuator networks (WSANs) to control the air quality and temperature of an office building.
HVAC systems are macroscale-distributed embedded systems and among the largest
energy consumers in buildings since they have to maintain comfortable thermal conditions.
HVAC systems consist of different kinds of sensors, actuators, and controllers, which are
interconnected with various wire-bound and wireless networks. This section elucidates
the system model of a DCV and heating system. DCV involves a control strategy for
ventilation to moderate the amount of fresh air. This strategy enhances the quality of the
indoor air and potential energy saving by the automatic adjustment of damper actuators
based on the sensor values that are obtained from the environment. Moreover, the heater
control ensures thermal comfort for the occupants. Furthermore, in critical infrastructures,
such as airports and hospitals, HVAC systems serve an essential role in emergencies. For
example, in the case of a fire, HVAC systems need to remove toxic gases while slowing
down the expansion of the fire. In HVAC systems several types of faults can arise, including
hardware faults, design faults, communication faults, and interaction faults, affecting the
function of the system. These faults in HVAC systems not only cause a waste of energy and
occupant discomfort under normal conditions, but also lead to hazards that impact safety
in emergency scenarios.
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The system model of the HVAC system comprises a typical building with several
rooms on different floors, e.g., an office building with six rooms and a corridor. Each room
is typically equipped with multiple electronic components, such as sensors and actuators.
The HVAC model in this paper is based on the heating and natural ventilation in the winter
time, while the outdoor temperature range is lower than the indoor temperature [23].

Figure 1 shows an office building scheme [26] for the system model. The system model
is implemented based on thermal dependencies among distinct zones. Systems’ inputs
and assumptions are according to a typical winter day in February. For each node, the
heat transfer differential balance formulas have been modeled [18]. This paper represents a
cluster-tree-mesh topology according to the building architecture that supports wireless
and battery-powered nodes [22]. Nodes in each cluster send their measured values, to the
cluster head and to the controller via the coordinator. Afterwards, the controller processes
the received measurements, specifies the commands, and exerts them on the actuators, e.g.,
heater and damper actuator.
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2.1.1. Faults in HVAC Systems

HVAC systems are large-scale systems with numerous components; therefore, faults are
unavoidable and must be considered in the design phase. Faults incorporate transient and
permanent hardware faults, software faults, and incorrect inputs that can affect the system’s
functionality and performance if not satisfactorily handled by fault-tolerance mechanisms.

In this paper, we consider each electronic component (i.e., sensor, actuator) as a fault
containment region (FCR), which is independent of the immediate impact of a fault in
the FCR [27]. The fault injection framework simulates different failure modes of FCRs,
thereby allowing the designer to evaluate the resulting behavior of the overall HVAC
system. Ideally, the fault-tolerant mechanisms of the HVAC system should ensure that the
failure of an FCR (e.g., a sensor) does not propagate to the system boundaries of the HVAC
system. If not detected and masked properly, a component-level failure (FCR failure) can
cause other FCR failures and, finally, a system-level failure, as illustrated in Figure 2. Using
the fault injection framework, the designer can determine the potential fault propagation
and the effectiveness of fault-tolerant mechanisms.

Failures of the HVAC system can involve performance degradation, safety risks, sur-
plus cost, and energy waste. From a time perspective, failures of the components may take
place during the whole operation of the HVAC system as a permanent fault or as an intermit-
tent fault. Faults with a time dependency can be categorized into abrupt (stepwise/short),
incipient, constant, noisy, and intermittent faults [28]. Constant faults arise when a sensor
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reveals a steady value over time instead of the real and normal sensor readings, and when
an actuator sticks to a fixed position. Faults can have an effect on components such as
sensors, actuators, computational nodes, and communication networks.
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Here, in this paper, the following component faults are applied to our proposed fault
injection that are modeled for sensors and actuators values as follow [25]:

• CO2 sensor fault: The CO2 sensor fault resembles an incorrect sensor reading. Five
kinds of faults are considered for the sensor components (refer to fault types in Table 2).
A gain fault, offset fault, stuck-at value fault, out-of-bound fault, and data loss fault
were considered for the CO2 sensor.

• Temperature sensor fault: This type indicates an invalid sensor reading. A gain
fault, offset fault, stuck-at value fault, out-of-bound fault, and data loss fault were
considered for temperature sensor (refer to fault types in Table 2).

• Damper actuator fault: This type of fault resembles a stuck-at fault when a damper
is stuck at a specific position (closed/open). For example, once the damper actuator
sticks to the open state (which is equal to the binary value of 1), the open state of the
damper actuator causes fresh air to enter into the indoor environment, which decreases
the temperature. Therefore, the heater actuator should constantly to compensate for
the heat loss (refer to fault types in Table 2).

• Heater actuator (thermostat) fault: This fault describes a stuck-at fault when the
heater sticks to a specific position (off/on). For instance, if the heater is stuck at its ON
position, it acquires the binary value 1, which means that the indoor temperature rises.
If the heater has a stuck-at fault in the OFF position (binary value 0), the temperature
tends to decrease (refer to fault types in Table 2).

The equations for each fault type and system faults and their root causes are compre-
hensively explained in the next section and Table 2.

2.1.2. Faults and Failures Descriptions

In this paper, data-centric faults are modeled, which are related to the generated
data from the components [23]. Table 2 shows the fault attributes, including the fault
type, fault persistence, fault duration, fault interarrival time, fault repetition, fault location,
and faulty value, along with their details and measurement functions. The measurement
function calculates the faulty value for each fault type in the faulty states of the system.
The following equation describes the generated data for a component of the system that
can be modeled as a measurement function over time x’(t) [23]. Equation (1) measures the
faulty value to achieve the results of the FI for different fault types:

x′ = βx + α + η (1)

where:
x represents healthy data;
x’ calculates faulty data;
β is the coefficient of gain faults;
α is the coefficient of offset faults;
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η is the coefficient of noise, which is a combination of the Gaussian distribution for
measurements and uniform distribution of the measurement uncertainties.

Table 2. Fault profile analysis of fault attributes.

Nr. Fault Profile Fault Details Measurement Functions for Fault
Types (Equation (1))

1 Fault type

1. Stuck-at fault (sensors) and

stuck-at fault (actuators)
x′ = α+ η (Sensors) and
x′ = 0 or 1 (Actuators)

2. Gain fault x′ = βx + η

3. Offset fault x′ = α + x + η

4. Out-of-bound fault x′ > θ1 or x′ < θ2

5. Data loss fault x′ = Last measurement of actual value

2 Fault persistence type
1. Permanent fault
2. Transient fault
3. Intermittent fault

3 Fault duration time Uniform distribution of intermittent faults

4 Fault interarrival time Uniform distribution of intermittent faults

5 Fault repetition
0 Repetition time for permanent faults
1 Repetition time for transient faults
2 Repetition times for intermittent faults

6 Fault location (FCRs)

1. CO2 sensor
2. Damper actuator
3. Temperature sensor
4. Heater actuator

Hardware faults can be classified by their duration into permanent, transient, and
intermittent faults:

• Permanent fault: They are caused by a defect in a component that requires the repair
or replacement of the component. Examples of permanent faults in HVAC systems are
a damper stuck at a closed position or a depleted battery in a sensor.

• Transient fault: Transient faults occur far more often than permanent faults, and they
are harder to detect [6]. They are usually caused by environmental conditions such as
powerline fluctuations, high-energy particles, and electromagnetic interference.

• Intermittent fault: Intermittent faults are temporary malfunctions of a device that are
repetitive and occur mostly at irregular time intervals [29]. Intermittent faults have
different root causes, such as unstable hardware, varying hardware states, design
faults, and wear-out. Intermittent faults can be repaired by replacement or redesign.
Most systems incorporate many embedded electronic modules and components to
increase the performance of the monitored system. For such complex systems, es-
pecially the vehicle industry—trains, ships, and aircraft—intermittent faults become
a challenging issue because they increase due to thermal stress, vibration, moisture,
and other stresses. In these systems, there are many different reasons for intermit-
tent faults such as loose or corroded wires, cracked solder joints, corroded connector
contacst, loose crimp connections, hairline cracks in a printed circuit, broken wires,
and unsoldered joints. For example, Wakil et al. discussed intermittent faults and
electrical continuity in electrical interconnections [30]. They mentioned some common
causes of intermittent faults that can be classified into manufacturing imperfection,
connection degradation, interface/coupling, poor design, and intermittent connectiv-
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ity [30,31]. Examples of intermittent faults in HVAC systems are sensors that are not
well-calibrated, software faults, and loose contacts of power or communication lines.
In our proposed FI framework, one intermittent fault with two or three repetitions can
be modeled. Figure 3 shows the timing diagram of the FI for one intermittent fault
with three repetitions. Each fault duration and fault interarrival time was randomly
chosen with a uniform distribution.
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Figure 3. Generic timing diagram for an intermittent fault with three fault repetitions.

Table 3 represents the examples of failures in HVAC systems that are mapped to root
causes and FCRs. It means that each failure or wrong behavior of the system explains
which fault, and in which component, could be the cause. For example, once the system
controller detects a high temperature that can have an impact on the system, it must find
its root cause, e.g., a stuck-at, gain, offset, or out-of-bound fault. The resource of these
faults can be in temperature sensor, heater actuator, or CO2 sensor. For example, when
the damper is stuck at a closed status, the level of CO2 increases, and subsequently, the
temperature increases.

Table 3. Fault profile analysis for fault attributes.

Nr. Failures Impact of Failures Root Cause (Fault) FCRs

1 High-temperature value Occupant discomfort/waste
of energy/fire risk/life risk

Stuck-at/gain/offset/high
out-of-bound

Temperature sensor, heater
actuator, CO2 sensor

2 Low-temperature value Occupant discomfort Stuck-at/gain/offset/low
out-of-bound

Temperature sensor, heater
actuator, CO2 Sensor

3 Wrong temperature value Occupant discomfort/waste
of energy/fire risk/life risk

Stuck-at/gain/offset/out-
of-bound/data
loss

Temperature sensor, heater
actuator, CO2 sensor

4 High carbon dioxide
concentration

Occupant discomfort/life
risk/fire risk

Stuck-at/gain/offset/high
out-of-Bound

CO2 sensor/damper
actuator

5 Low carbon dioxide
concentration

Occupant discomfort/waste
of energy

Stuck-at/gain/offset/low
out-of-bound

CO2 sensor/damper
actuator

6 Wrong carbon dioxide
concentration

Occupant discomfort/life
risk/fire risk

Stuck-at/gain/offset/out-
of-bound

CO2 sensor/damper
actuator

7 Wrong heater actuator signal Occupant discomfort/waste
of energy/fire risk Stuck-at/stuck-at off Heater actuator

8 Wrong damper actuator signal Occupant discomfort/life
risk/waste of energy Stuck-at/stuck-at close Damper actuator

2.2. Generic Fault Injection Framework in HVAC Systems

The fault injection environment is depicted in Figure 4, which represents various
components of the FI framework in two separate parts of the command and simulation
environments. The command environment and simulation environment interact together
to activate a fault case example. The environmental attributes and input patterns examine
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the system and provide data for the fault injection framework and simulated system
model. Then, the fault injector blocks initiate the relevant set of attributes for the faults.
The fault injector blocks using Stateflow diagrams initialize fault type value and faulty
measurements for each input pattern. After the termination of the simulation execution
time, the monitoring blocks collect measured data when the test faults are inserted by the
fault injector and the test load is succeeded in the system. The output of the simulation
is gathered and returned to the fault injection algorithm to be analyzed for fault-tolerant
techniques. The modules of the FI environment are listed and explained below.
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and command environments.

2.2.1. Command Environment
Input Patterns of Fault Sets

The input patterns of the automated fault injection (AFI) algorithm are shown in
Table 4. Each sample can be set by a specific combination of the fault inputs and variables
to create fault sets for the system at operation time. A fault location (faulty component) will
be selected each time for the fault-initializer algorithm. Other aspects of faults (e.g., timing
and persistence) that the system may face during the system operation time are defined in a
fault model. In a random fault model, a fault set initiates and affects a particular component
in one room. In each fault set, the persistence, types, durations, and interarrival times are
initiated. Some samples are illustrated in detail with the fault attributes in Figure 5.
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Table 4. Realistic fault model for a fault set injection.

Nr. Properties Realistic Example for a Fault Set in Automated Fault Injection

1 Number of samples
The number of samples can be randomly defined or manually assigned. Each
sample or system execution time is equal to one day or 86,400 s; 30 samples are
equal to 30 days (one month) or 60 samples are equal to 60 days (two months).

2 Model of fault

Random fault happens in one component with different random fault attributes
and times.
Systematic fault happens in multiple components at the same time and in the
same type.

3 Fault types vector Fault types are defined as a vector with different IDs: (1: stuck-at, 2: gain, 3: offset,
4: out-of-bound, 5: data loss)

4 Fault injection time vector

This vector includes the time injections for each FCR failure based on the fault
type and its repetitions in one day. In the same way, the first injection time is
randomly selected, and others are initialized based on the number of repetitions,
fault duration, and fault interarrival times.

5 Fault injection persistence vector {Permanent, transient, intermittent}

6 Repetition vector {0, 1, 2}; where 0 is for permanent faults, 1 for transient faults, and 2 intermittent
faults.

7 Fault interarrival vector
A vector of minimum fault interarrival time (e.g., 400 s) and maximum fault
interarrival time (e.g., 4000 s) that can be selected by the uniform distribution in
case of intermittent faults

8 Fault duration vector
A vector of minimum fault duration (e.g., 300 s) and maximum fault duration (e.g.,
3000 s) that can be selected by a uniform distribution in case of transient and
intermittent faults

9 Faulty component (FCR) vector {1: CO2 sensor, 2: damper actuator, 3: temperature sensor, 4: heater actuator}

In Figure 5, in the first sample, a fault set with the intermittent persistence type is
activated with a sequence of failures with different durations and interarrival times and
each failure can have different types and values based on the type of the injected fault.
For example, in the case of losing switch contact in measurement devices, an intermittent
fault can occur with a sequence of multiple failures. For example, the failure cases can be a
sequence of stuck-at, data-loss, or gain faults with three repetitions.

Automated Fault Injection Algorithm

The automated fault injection algorithm (AFIA) loads required variables for the system
model and FI process from files as input patterns and environmental scenarios. Two types
of faults can be activated in the system: systematic and random faults. In the systematic
FI, some components face the same types of faults due to systematic or design problems,
e.g., uncalibrated measurement devices from factories, such as sensors, which result in
systematic sensor faults. In the random FI, fault attributes can be randomly selected for
each fault set. Then, the location of the faults should be clarified to activate a fault set for the
target fault-injector blocks (i.e., saboteurs). The room number and component number will
show the fault location in the FI process as selected by the algorithm. The persistence type
of each fault set should also be determined before running the simulation file. Meanwhile,
persistence presents the number of repetitions of the fault injections in each fault set. Then,
the simulation runs for each sample time. For example, the execution time can be one day
(86,400 s).

In our FI framework, a Stateflow diagram is used to model the persistence feature
of the FI framework with different fault duration times and fault interarrival times. In
each faulty situation, the state of the system changes between a healthy state and a faulty
state for each element of the fault injection vector (e.g., for an intermittent fault with two
repetitions, there are two injection times in the fault injection vector). Afterward, in this
process, if the fault injection time is equal to the system time, then the state of the system
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changes. After the corresponding fault duration time, the state of the system returns from
the faulty state to the healthy state. Regarding the fault interarrival time (FIT), the state of
the system and the signal value is healthy. Fault types and fault values of the system are
chosen in each transition of the states, according to the Stateflow model. Figure 6 illustrates
the flow diagram with respective steps.
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2.2.2. Simulation Environment
Simulation Tools and Model Flow

Simulation tools allow a system model to be designed; its parameters can be set and
its simulation results can be compared with real world scenarios [23]. To implement the
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system model, Matlab/Simulink, as a user-friendly tool, is beneficial and is utilized for the
implementation of our FI framework. Matlab/Simulink takes advantage of the SimScape
blocks to represent a schematic physical system and mathematical equations [23,32]. In
addition to modeling the behavior of the system, the finite hierarchical state machine (HSM)
is used [33]. Figure 7 represents a timeline for the sequence of the set actions for the FI
process. Each set of actions is a sequence of states from the correct mode to failure mode
at a related FI time. At the end of each set action, the failure mode returns to the correct
mode and then transitions to the second set of actions. This process continues until the last
failure mode, and the FI process terminates. For example, for an intermittent fault with
three repetitions, three set actions contain three different failure modes.
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Figure 7. Timeline for set actions in hierarchical state machines showing the sequence of fail-
ure modes.

Figure 8 shows a reactive finite-state machine for the FI process between healthy
and faulty states. The faulty state consists of the persistence and failure states based
on the number of faults (i.e., repetitions). The persistence state determines how many
failures occur during the system execution time and the FI process. The model also
specifies the transitions to the respective failure state based on the initial inputs, including
the FI time and fault duration times that are initialized by the automated fault injection
algorithm. For example, in Figure 8, the transitions with different colors define the set
actions for the first failure mode, which occurs at the first FI time and first fault duration
time. To implement this finite-state machine, a Stateflow diagram is applied to fault injector
blocks to produce the faulty values. Each variable of the Stateflow diagram can be a fault
attribute, a parameter of the FI process, or a variable of the system model, which can be
defined with different types of input, output, local or global parameters. Furthermore, the
states change in the state machine during the FI process; Table 5 shows how the states
change using the initial input patterns. For example, when the system meets the first fault
injection and fault duration time, the state of the system changes to the faulty state, and
subsequently, it changes to the healthy and faulty states in the presence of the other fault
injection parameters.

Target Simulation System

There are many tools and environments for simulation-based techniques. In this
paper, MATLAB/Simulink and MATLAB programming are used for the composition of the
simulation code modifications and the simulator command technique. Fault injector blocks
including the Stateflow blocks, MATLAB functions and simulation blocks as saboteurs
were added to the system model.

In this framework, there is an automated FI that activates the target saboteur in
the system model, which is inactive during its normal operation. For each FI, a fault
set (sequence of failures) is injected and for each fault set, some attributes such as fault
persistence (i.e., transient, intermittent, permanent), fault location, fault type, fault duration,
and fault interarrival time are considered. Moreover, this framework can be evaluated
for deterministic fault models (pre-defined fault scenarios) and random fault attributes
for single and multiple (systematic) faults at run time. Figure 9 illustrates one zone of
an HVAC system, including components and their interconnections, such as the thermal
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subsystem, damper subsystem, and heater subsystem, which are connected to fault injector
blocks. The output of each subsystem is manipulated by the fault injectors (saboteurs).
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Table 5. State transition table showing a Stateflow diagram for an intermittent fault with three repetitions.

Inputs

Current State Healthy State Faulty State

First Failure Mode Second Failure Mode Third Failure Mode

First injection time and duration time ×

First interarrival time ×
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Second interarrival time ×

Third injection time and duration time ×

Fault Injector Blocks (Saboteurs)

A complete overview of the HVAC system‘s components and their interconnections
for one room is shown in Figure 9. For each component of the system, one fault injector
block is used to manipulate the behavior of the system by changing the measurement value
under the specified fault situations. The inner structure of the fault injector block consists
of the room number and component number blocks, system measurement data, and system
time as input parameters. Finally, the output signal is a merged value of healthy and
faulty signals coming from the Stateflow subsystem to ensure an integrated signal. In fault
management, the Stateflow diagram controls system reactions. Therefore, we defined the
FI framework as a finite-state machine with healthy and faulty states; Figure 8 depicts the
situation and transit between healthy and faulty states using the assigned fault attributes.
In this paper, a Stateflow diagram is applied as a finite-state machine to control the system’s
reactions and their responses under injected faults. The designed state machine in Figure 8
can be mapped to the Stateflow diagram in the Simulink environment. In the interior view
of the Stateflow diagram, each FI block is a collection of functions and state diagrams. Fault
types and faulty values in each transition of the Stateflow diagram are initialized by calling
the related functions. Once the FI process terminates, the data collector blocks gather all
information, including faulty and healthy signals, and send them to the automated FI
algorithm, then the output of the simulation can be stored in a library.
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3. Evaluation, Results and Discussion

The key goal of the proposed fault injection framework is to analyze and monitor
system behavior and evaluate the accuracy of the FI framework in diverse fault scenarios.
For the evaluation, eight random fault scenarios were studied (Table 6). Hence, for each
component, relevant faults were chosen and injected to observe the behavior of the system
with its failure impacts, such as occupant discomfort, wasted energy, and risk of fire (refer
to Table 3). So, scenarios were chosen according to fault attribute variations and their
impacts on the system to show the FI performance. Each example of the scenario was
comprehensively explained with fault attributes. Fault parameters were initialized based
on the coefficients shown in Table 6, and the faulty signals were measured according to
Equation (1). The heater duty cycle and heater energy consumption were set using the
designed system model for each scenario, as shown in Table 6. To determine the heating
cost, energy consumption was first measured by using the total number of working hours of
the heater in one simulation execution (which was considered as one day). The heating cost
was considered to be 0.3 EUR/kWh in the system model based on the prices in Germany
at the time of writing this paper. The impacts of the CO2 concentration and temperature
were also determined, as shown in Table 6, and resembled faulty system-level behaviors.
The scenarios are explained one-by-one as follows, and system features and characteristics,
such as actual and faulty CO2 concentrations and temperature signals, damper and heater
statuses, and heating costs for healthy and faulty situations for each scenario, are depicted.

The occurrence and timing of failures, e.g., failure start times, failure duration times,
and failure interarrival times, significantly depended on the application domain. For
example, Correcher et al. [34] and Wakil et al. [29] proposed probabilistic strategies to
find failure characteristics, such as failure start times, failure duration times, and failure
interarrival times, based on experimental data. In Table 6, coefficients for each fault scenario
are suggested according to the application domain of this paper, which is a DCV and heating
system with sensor and actuator components according to system thresholds, the ranges of
variables, and local inputs [23]. Intermittent faults are common in actuators, e.g., damper
actuators and thermostats (heater actuators) with relays. The literature suggests certain
timing criteria for these kinds of intermittent faults [35,36]. Kuflom et al. investigated the
unstable and intermittent faults for numerical and electromechanical overcurrent relays
and examined the effect of resetting times on different fault scenarios. They used a pulse
generator to generate fault signals and monitor response times [36]. Therefore, in our
paper, the timing patterns for intermittent faults of actuators were modeled according to
the timing patterns in [35,36].
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Table 6. Example fault scenarios for the evaluation of the fault injection framework.
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1 150,00 CO2 sensor Permanent - - - Offset
fault 125 ppm 1 62.45 64.44 + 26.67%

√ √

2 15,000 CO2 sensor Permanent - - - Data
loss

Last
value 0 41.4 42.72 −13.33

√
×

3 15,000 CO2 sensor Transient 3000 - - Stuck
at 750 ppm 0 49.51 51.1 +6.25%

√
×

4 15,000 Damper
actuator Intermittent 2700 600 2000 Stuck

at 1 (on) 0 49.63 51.22 +6.25% × ×

5 15,000 Damper
actuator Permanent - - - Stuck

at 1 (on) 0 89.69 92.56 +80% ×
√

6 15,000 Temperature
sensor Permanent - - - Stuck

at 16 ◦C 0 89.83 92.71 +80% ×
√

7 15,000 Heater
actuator Permanent - - - Stuck

at 1 (open) 0 47.25 48.76 +80% ×
√

3.1. Scenario 1

Scenario 1 describes a permanent offset fault for the CO2 sensor and shows the impact
of a high CO2 concentration on system behavior, causing a high heater consumption, a
clear increase in heating cost, and subsequently, the discomfort of occupants due to lower
temperature values. In this scenario, the CO2 sensor has a permanent offset fault with a
125 ppm offset coefficient value. This fault is injected at 15,000 s. In the healthy mode of the
system model, whenever the CO2 concentration increases, the damper actuator is opened
due to the high number of occupants inside the room or increased CO2 sensor concentration.
Figure 10 shows the reaction of the damper subsystem to the offset fault in CO2 sensor
which causes an increase in CO2 concentration values from the faulty sensor readings and
decrease in real CO2 values due to an opened damper in specific times, respective to the
thermal discomfort and temperature decrease, as shown in Figure 11, and energy waste, as
shown in Figure 12.
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Figure 12. Heating cost measurement for permanent offset fault of the CO2 concentration (Scenario 1).

Figure 11 shows the signal variations in the temperature inside the room, which
decreases during fault duration because the open status of the damper actuator brings the
cold air from the outside to the indoor environment. In the case of permanent faults, the
faulty state continues for the rest of the execution time. Since the fault injection increases
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the concentration value (which is above the upper threshold of 650 ppm), the damper
actuator opens, resulting in a decrease in CO2 concentration in the room. Figure 11 shows
this temperature drop, which causes occupants’ discomfort.

During the whole fault duration, the heater is turned on to compensate the heating
load due to the opened damper and to increase the temperature, resulting in an increase in
the heater duty cycle, heater energy consumption, and heating costs, as shown in Figure 12.

3.2. Scenario 2

In Scenario 2, the CO2 concentration sensor has a permanent data loss fault. This fault
is injected at 15,000 s, which is illustrated in Figure 13. In this scenario, the data loss fault
results in the damper actuator becoming stuck at closed, thereby diminishing the load on
the heater, which in turn reduces the overall energy consumption compared to a healthy
state operation.
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Figure 13. Zoomed view of faulty CO2 concentration sensor reading in case of permanent data loss
fault (Scenario 2).

Since the CO2 concentration value is within the threshold (650–550 ppm), the damper
actuator is closed because the indoor CO2 concentration is in the acceptable range. However,
the closed damper actuator status causes an increase in CO2 concentration, as shown in
Figure 14. A high amount of CO2 concentration causes the occupants’ loss of concentration,
degradation of work efficiency, and other health impacts and even puts their lives in danger.

The temperature inside the room stays in an acceptable range during the fault duration
because the heater can moderately control the heating load, which is shown in Figure 15.

As the damper actuator is closed, no cold air enters the room from the outside environ-
ment. This reduces the heating load and causes a lower heater duty cycle and, accordingly,
lower heating costs compared to the healthy mode, as illustrated in Figure 16.

3.3. Scenario 3

Scenario 3 represents a transient stuck-at fault for the CO2 sensor at 750 ppm. This
fault is injected at 15,000 s and lasts for the specified fault duration time, which is 3000 s.
Since the CO2 sensor concentration is out of the nominal range of 550–650 ppm with a
value of greater than 650 ppm, the damper actuator should reduce the CO2 concentration
inside the room. So, the damper actuator status changes and opens at 15,000 s, remaining
in this situation for a period of 3000 sec, which is clearly shown in Figure 17.
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Figure 17. Actual and faulty measurements for the transient stuck-at fault for CO2 concentration
sensor vs. damper actuator states (Scenario 3).

The temperature inside the room decreases during the fault duration as the damper
actuator state cause entering the cold air from the environment into the system which is
shown in Figure 18. To compensate the heating load due to an opened damper during
the fault duration, the heater should remain turned on for a longer time compared to
the healthy mode, resulting in an increase in the heater duty cycle and heater energy
consumption. Hence, in comparison to the healthy state, there is a slight increase in the
heating cost of the system under the faults, as shown in Figure 19.
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Figure 18. Temperature variation in the transient stuck-at fault for CO2 concentration sensor (Scenario 3).

3.4. Scenario 4

In Scenario 4, an intermittent stuck-at fault with two repetitions is injected into the
damper actuator in an open status. The first failure is injected at 15,000 s. This faulty state
lasts for 2700 s; thereafter, the damper operation continues in a healthy mode for 2000 sec
(interarrival time). Afterward, the second failure is injected into the system, and it lasts for
600 s, then the system operates normally.

Since the damper is stuck at an open state, the CO2 concentration inside the room
reduces and reaches the minimum value of 460 ppm. The damper states and changes in the
CO2 concentration values can be seen in Figure 20.

The damper status enters the cold air in to the room from the outside environment.
This results in a decrease in room temperature, which is depicted in Figure 21. The
heater changes to an ON state after 15,000 s to increase the room temperature; however,
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the temperature will not stay in the acceptable range as the damper actuator, which is
illustrated in Figure 21.
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stuck-at fault for the damper actuator (Scenario 4).
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The temperature inside the room follows the trend of the environmental temperature
during the fault injection time. Therefore, the heater operates at a higher duty cycle and,
subsequently, increases the overall energy consumption and heating cost, which is shown
in Figure 22.
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Figure 22. Heating cost for the intermittent stuck-at fault in the damper actuator (Scenario 4).

3.5. Scenario 5

Scenario 5 describes a permanent stuck-at fault for the damper actuator. This fault
is injected at 15,000 s. The faulty state endures until the end of the simulation. Since
the damper is stuck in an open state, the CO2 concentration inside the room decreases
and reaches a minimum value of 400 ppm, which is equal to the outside environment
CO2 concentration. The damper’s open status and its strike on the CO2 concentration are
depicted in Figure 23.
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Figure 23. Actual and faulty measurements for a permanent stuck-at damper actuator fault vs.
damper actuator state (Scenario 5).

However, the damper’s open status also decreases the room temperature as shown in
Figure 24. The heater changes to an ON state after 15,000 s to increase the room temperature;
however, the temperature will not stay in the acceptable range as the damper actuator
is open. The indoor temperature follows the trend of the temperature of the outside
environment. The heater operates in a high-duty cycle, thereby increasing the overall
energy consumption. Consequently, the heating cost considerably increases in comparison
with the healthy state operation, as shown in Figure 25.
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CO2 concentration sensor (Scenario 5).
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3.6. Scenario 6

In this scenario, a permanent stuck-at fault is injected into the temperature sensor
at 16 ◦C. This fault is injected at 15,000 s. The faulty state continues for the rest of the
execution time until the end of the simulation. The temperature sensor is stuck at a value
below the nominal threshold (17.5–22.5 ◦C), which is depicted in Figure 26.

To increase the inside temperature, the heater should be turned on. However, the
damper still functions as intended while the heater is on. Subsequently, the inside tempera-
ture of the room increases, as shown in Figure 27.

Once the fault is injected, the heater is turned on; therefore, the heater duty cycle and
the overall energy consumption increases for the whole fault duration time. Figure 28
shows that the heating cost is considerably increased in comparison with the healthy mode
of the system.

3.7. Scenario 7

Scenario 7 describes a permanent stuck-at fault for the heater actuator. This fault is
injected at 15,000 s and continues until the end of the simulation. When the heater actuator
is stuck in the ON state after 15,000 s, the temperature inside the room increases. When the
damper status opens, the room temperature decreases, as represented in Figure 29.
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Figure 26. Actual and faulty measurements for a permanent stuck-at fault at 16 ◦C for the temperature
sensor (Scenario 6).
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The ON state of the heater results in a higher-duty cycle and increases the energy
consumption of the system. Figure 30 shows that the heating cost substantially increases
compared to the healthy mode of the system.
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4. Conclusions

The evaluation of a system under different faults and anomalies is essential to validate
fault-tolerant mechanisms and gain insights into reliability and safety. A simulation-based
fault injection provides a high observability and controllability of the deliberate insertion
of faults and the monitoring of the system behaviors. One advantage of our proposed
automated fault injection framework is that it can be beneficial for different kinds of
system models, which must be monitored and evaluated under fault conditions. HVAC
systems are an example of such a system, which consists of many sensors and actuators,
thereby resulting in a complex and error-prone critical infrastructure. The proposed FI
framework was evaluated at the system level based on the component failures of the
FCRs. The novelty of the proposed FI framework is that the simulator command technique
and simulation code modification were merged for a realistic fault scenario, which can
be automatically activated for different fault types with varying attributes. A Gaussian
probability and noise with uniform distribution was modeled to reach realistic uncertainties.
To implement the fault injectors, a Stateflow diagram was used for the simulation-based
fault injection. To evaluate the system model with the new fault injection framework,
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numerous scenarios were considered. Each of these scenarios allowed us to investigate and
understand the behavior of the system under the respective fault case. The evaluation of
the framework showed us the consequences of different fault sets, which were activated
for specific components, such as sensors and actuators. For each case of the scenarios
in the evaluation section, there is a discussion that explains their fault attributes and
parameters. Moreover, the figures represent the impact of the fault injection process on the
behavior of the system and the signal changes. The faults can also be randomly injected and
with random repetitions, which can be useful for evaluating diagnosis techniques. In the
example scenarios, we obtained insights into the impact of faults on energy consumption
and heating cost. For example, there is a remarkable waste of energy of around +80% in the
case of a permanent stuck-at fault in the temperature sensor, which could be avoided using
diagnosis and fault tolerance.
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