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Abstract

:

The indicated mean effective pressure (IMEP) is a key parameter for measuring the power output of an internal combustion engine (ICE). This indicator can be used to locate the high efficiency regions of engines. Therefore, it makes sense to predict the IMEP based on the machine learning (ML) approaches. However, different ML models are applicable to different scenarios, so it is important to choose the right model for prediction. The objective of this paper was to compare three ML models’ (ANN, SVR, RF) predictive performance in forecasting IMEP indicator with the input parameters spark timing (ST), speed and load. A validated one-dimensional (1D) computational fluid dynamics (CFD) model was employed to provide 756 sets of data for the training, validation, and testing of the model. The results indicated that the random forest (RF) model had the worst prediction performance, and support vector regression (SVR) had a slightly better prediction performance than the artificial neural network (ANN), at least for the investigations in this study. Overall, the ANN and SVR models showed good predictive performance for IMEP, as the coefficient of determination (R2) was close to unity, and the root mean squared error (RMSE) was close to zero. Whereas the overall prediction results of the RF model are acceptable, the RF model does not learn well for some internal engine laws.
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1. Introduction


With the increasing environmental pollution and energy crisis in the world, the combustion performance and exhaust emissions of engines are gradually becoming the focus of research. Additionally, the use of high-efficiency engines is gradually being promoted by governments and professionals [1,2]. Moreover, the indicated mean effective pressure (IMEP) is a key parameter for locating the area of efficient engine operation at constant speed and load [3,4]. Nowadays, ML models can play an important role in different fields, such as building [5,6], medicine [7], geography [8], energy [9,10], vehicles [11], and so on. If combing the engine research and the machine learning modeling approaches, it can help to calibrate the engine, locate the efficient region, and reduce the number of experiments/three-dimensional (3D) simulations [12,13]. Moreover, there are two significant reasons for applying machine learning in internal combustion engines. (1) It can shorten the development cycle of new engines and reduce the development costs. In particular, the design and development of low-carbon or even zero-carbon internal combustion engines are now to be carried out [14,15]. (2) Intelligent internal combustion engines will accept more data, such as climate conditions, altitude, etc., with the aim of further improving engine efficiency and reducing emissions [16,17]. Intelligent internal combustion engines need to consider data fusion, so the virtual sensor project is born, and then machine learning is needed for online updates to implement the virtual sensor [18,19]. Unlike interpolation methods, machine learning algorithms can handle a limited amount of low-noise data and learn the intrinsic patterns of relevant parameter variations [20,21]. If the interpolation method is used to fit data with uncertainty, the generalization ability of the trained model will be poor and will not learn the intrinsic laws well [22]. Additionally, the coefficients of determination (R2) of the training and validation datasets will be relatively different, which indicates that the interpolation method will produce overfitting results on the data [23,24]. Moreover, although all operating conditions in the experiments are set to be the same, they are inevitably affected by ambient temperature, humidity, etc. [25].



Another advantage of machine learning is that it can fit the combustion behavior of an engine by varying the input parameters (speed, load, ST) to predict the relevant engine parameters [3,26]. Thus, it can be used as a surrogate model with sensitivity analysis and global optimization to facilitate finding the best operating point for engine control [27,28]. Moreover, many researchers have applied ML models to predict engine-related parameters. A more detailed description of the literature can be found in Table 1, and it can be found that many people have used three machine learning models (ANN, RF, SVR) to predict engine parameters [29,30]. The results show that all these ML models have good prediction of the results and are able to fit well the nonlinear relationship between the engine related output parameters and the input parameters. However, most of the studies investigated only one ML model to predict the engine-related parameters. For example, only the SVR model was used to model engine performance and emissions in ref. [20], lacking a comparison with different ML models’ predicted results. Additionally, the applicability of different models under different operating conditions is different, so it is very meaningful to conduct a comparative analysis of the prediction results of different ML models [31,32]. In the field of ICE combustion, there was limited literature on comparing the predictive effects of different ML models for engine combustion. Considering that some practitioners in the energy field also lacked some knowledge about algorithm selection, the purpose of this paper is to tell which algorithm is more suitable for engine combustion prediction [33,34]. Moreover, the advantage of this study is that in addition to analyzing the model prediction results from a statistical point of view, the prediction effect is also evaluated from the perspective of ICE combustion. If this selective problem is solved, it could save a lot of time for ICE developers and guide them to design.



In this work, a calibrated 1D CFD model will be used to provide sufficient training, validation and testing datasets. Additionally, three ML models including artificial neural network (ANN), support vector regression (SVR) and random forest (RF) will be developed to predict the indicated mean effective pressure (IMEP), which can be used to predict the efficient region. The results will compare the forecasted performance based on ML models, which can be a reference for selecting a suitable ML model to predict engine combustion-related parameters.



The rest of the paper is structured as follows: Section 2 contains a description of the numerical model, the ML models, the division of the dataset, and the model training process. Section 3 shows the prediction results of the three different algorithms. Section 4 summarizes the work of this paper and lists the main conclusions of this paper.




2. Materials and Methods


In this study, a four-stroke spark ignition (SI) port fuel injection (PFI) engine was used, and a validated one-dimensional computational fluid model (CFD) was utilized to provide sufficient training, validation and testing data as shown in Figure 1. The engine had a compression ratio of 9.5, bore and stroke lengths of 86 mm and 86.07 mm, respectively, and a connecting rod length of 175 mm. More detailed engine specifications can be found in Table 2, and detailed calibration information is provided in ref. [43]. The spark ignition (SI) engine was tested under different operating conditions by varying engine speed, load, and spark timings (ST) to provide sufficient data for ML models training, validation and testing. Specifically, the engine speed was varied from 1000 rpm to 6000 rpm with a 1000 rpm interval, which includes low speed to high speed. The load was adjusted by the intake pressure, which was varied from 0.5 to 1 bar in 0.1 bar increments. For the spark timing selection, in order to make the selected ST range including maximum brake torque (MBT), the range was taken to be relatively large, ranging from −40 to 0 crank angle (CA) after top dead center (ATDC), with a spacing of 2 crank angle degrees (CAD).



The in-cylinder combustion and performance of internal combustion engines are affected by lots of factors, including temperature, humidity, speed, intake pressure, spark timing and other operating parameters [44,45]. Therefore, the model of an engine is a high-dimensional and nonlinear problem [46,47]. In this study, three ML models (ANN, SVR, RF) with good nonlinear fitting ability are trained to compare their predicted performance in IMEP. The three ML models are introduced as follows:



An artificial neural network (ANN) is a machine learning model that mimics the structure of a biological neural network, consisting of input, hidden, and output layers. Additionally, ANN models are composed of a number of simple, parallel and interconnected computational units connected in a specific way [48,49]. The neural network used in this study is the BP (back-propagation) algorithm, and its learning process is divided into two main phases, namely the forward propagation phase and the back-propagation phase. The forward propagation phase means that the input parameters are processed layer by layer in the network and then passed through the output layer by layer. The difference between the actual output result and the target desired result will be calculated according to a specific loss function. The error is calculated based on a specific loss function and enters the back-propagation phase. In the back-propagation process, the errors obtained from the forward propagation calculation are distributed layer by layer. The ANN model has many advantages: for example, it can solve complex nonlinear problems, has strong robustness and fault tolerance to noisy dataset, and performs better the larger the amount of data. However, the main disadvantage is that it requires initialization as well as training of a large number of parameters, such as network structure, weights, and thresholds, indicating that it requires heavy tuning.



Support vector regression (SVR) is a machine learning algorithm based on the theory of VC (Vapnik–Chervonenkis) dimensionality and structural risk minimization, etc. The idea is to find a hyperplane that divides the samples optimally, and the optimal division requires that the hyperplane maximizes the sample interval. Moreover, the proposed SVR method is used to solve linear problems at the beginning. Additionally, by changing the kernel function, the method can also solve high-dimensional nonlinear problems. Since SVR has a solid theoretical foundation, the model is highly interpretable. However, the prediction performance is sensitive to missing data and noise.



Random forest (RF) is a combinatorial algorithm whose basic composition is a certain number of decision trees. The random forest algorithm has the advantage of being resistant to interference and balancing errors in its application, and it has better classification results for data with missing features and unbalanced datasets [50]. To construct a random forest, it is first necessary to understand the basic principles of decision trees. A decision tree is a typical classifier that is often used in various classification problems. Literally, the overall structure of a decision tree resembles a tree, consisting of a “root”, “branches” and “leaves”, as well as nodes and edges with directions. The nodes are: leaf nodes and non-leaf nodes. Non-leaf nodes are generally used to put decision bases, while leaf nodes are used to put decision results. Additionally, the RF model is easy to implement and has low computational cost. However, it has been shown to overfit on some noisy classification or regression problems.



The 756 sets of data were divided into two groups to assess the performance of ML models. Eighty percent (605/756) of the dataset was randomly selected as the training dataset, and the remaining 20% of the steady-state points were regarded as validation dataset, which could validate the ML model’s performance with unknown data.



To further evaluate the learning effect of machine learning models on the intrinsic laws of spark ignition (SI) engines, 225 steady-state points were selected as the testing dataset. Among these points, 84% (189/225) operating points were used to test the learning performance of the relationship between engine performance and ST. In total, 8% (18/225) of datasets were used to test whether the ML models (ANN, SVR, RF) can forecast the relationship between load and IMEP. Additionally, the remaining 8% dataset (18/225) were applied to test the learning effect of the ML models on the nonlinear relationship between engine speed and IMEP. The more detailed data distribution is shown in Figure 2.



Two key statistical indicators, including the coefficient of determination (R2) and the root mean square error (RMSE), were used to compare the three ML models’ predicted performance. Additionally, the R2 is dimensionless, and the unit of RMSE is bar. In general, a close to one R2 and a sufficiently small RMSE represent a good prediction performance of the ML model. The detailed definition of R2 and RMSE can be found in ref. [20].



The process of applying these three ML models in predicting IMEP is shown in Figure 3. Additionally, the steps and procedures, and training and validation of the ML models are similar. At first, the initial values of the hyperparameters of the machine learning models are given, such as the number of neurons and layers of the neural network, the penalty factor and kernel function coefficients of the SVR, and the number of tree nodes and leaves of the RF model. The hyperparameters of these models are then trained through the training dataset to determine the appropriate hyperparameter values, which, in turn, builds up the entire machine learning model. Then, the validation dataset is used to judge the prediction accuracy and effectiveness of the model. Finally, the testing dataset is used to see if small errors have an effect on the intrinsic pattern of machine learning model learning.




3. Results and Discussions


This section compares the robustness and performance of artificial neural network (ANN), support vector regression (SVR) and random forest (RF) on the indicated mean effective pressure (IMEP) prediction results.



To evaluate and compare the robustness of the three ML models, the three ML models in this work were trained and validated many times, and the results of seven representative ones were taken out for analysis. Figure 4 presents the R2 and RMSE values of ANN, SVR and RF models after training and validation. The results show that all three ML models have good prediction performance, as R2 is close to 1 and RMSE is relatively small for both training and validation datasets. Comparing the results of the training and validation datasets, it can be found that the R2 of the validation and training datasets are basically similar, which indicates that the model does not overfit the prediction of IMEP. Moreover, the R2 of the SVR model is the highest and the RMSE is the smallest, and the ANN is the second and the RF is the worst for the datasets studied in this paper. Moreover, for the training dataset, comparing R2 and RMSE at different running times, the prediction results of ANN and SVR models were with a certain fluctuation range, whereas the fluctuation range of the prediction results of RF model was smaller. For the validation dataset, the statistical metrics of ANN and SVR varied with the training times and remained basically consistent with those of the training dataset. On the other hand, for the validation dataset, the trend of the statistical metrics of the RF model with the training times was somewhat random and had little to do with the R2 and RMSE of the results obtained from the training dataset. The following discussion is based on the results of RUN7.



Figure 5 shows the comparisons between the actual values and forecasted results based on the three ML models (ANN, SVR, RF). Figure 5a–c present the results for the 605 sets of training data, which could be used to assess the effect of ML model training. In detail, the predicted and actual IMEP values were plotted on the X and Y axes. The close-to-unity R2 and small RMSE indicated that the predicted results have good agreement with the actual data. In addition, error lines of ±5% and ±10% are included in the plot in order to facilitate comparison of the prediction results of these three models. It could be found that the points of the SVR model were closest to the diagonal line, followed by ANN, and the RF model had the largest deviation. Moreover, both ANN and SVR had high R2, which was greater than 99%. Additionally, both ANN and SVR had smaller RMSE than RF model, which, to some extent, indicated that the ANN and SVR models have higher prediction accuracy after training. Overall, all three ML models had high R2, indicating that they had all learned the intrinsic link between engine performance and input parameters (engine speed, load, ST), and that SVR and ANN performed better than the RF model.



Figure 5d–f show the comparison of predicted IMEP with actual values for the validation dataset based on three different ML models. For the same ML model, the comparison of statistical metrics between the validation and the training datasets reveals little change in R2 and RMSE, which indicates that the model did not overfit the data and had good prediction for the unseen data. Furthermore, for the validation dataset, the R2 values of ANN, SVR and RF models are 0.992, 0.998 and 0.971, respectively. The coefficients of determination (R2) of both ANN and SVR models are greater than 0.99, which indicates that the prediction results of ANN and SVR are very accurate. More importantly, for the validation dataset, the prediction error of SVR is basically within 5%, and the prediction error of the ANN model is basically within 10%, with individual points having an error greater than 10%. Then, compared to ANN and SVR, the RF model has more points where the prediction error is greater than 10%, especially concentrated in the low IMEP region. In general, the prediction of SVR matches the actual value the best, followed by ANN, and RF prediction has a larger error compared to ANN and SVR.



Figure 6 indicates the histograms of each relative error share of the prediction results for the three machine learning models with the training and validation datasets. It could be found that the SVR model predicted more than half of the data points with relative errors less than 1%, while ANN had roughly 25% of the data points with relative errors less than 1%, and the RF model had a small percentage of small error (0–1%) prediction points. For the points with large errors (>10%), the SVR had no points with errors greater than 10%, while the RF model had the largest percentage of predicted points. Therefore, the SVR predicted results are most consistent with the actual values, the ANN model has good prediction results with relative errors less than 10% for more than 90% of the points and the RF model has the worst prediction results.



The previous three figures analyzed the robustness and prediction performance of three machine learning models (ANN, SVR, RF), which indicate that both SVR and ANN outperformed the RF model. It is also of interest to assess whether small errors in prediction affect the learning effect of the machine learning models on the intrinsic laws of the internal combustion engine under various operating conditions. The pattern of influence on IMEP for a given input parameter is not very clear due to the difference in throttle position, but in general, it will follow the general law inherent to gasoline engines.



Figure 7 shows the effect of different engine speeds on the indicated mean effective pressure (IMEP) for ST at low load, where low load refers to the case where the intake pressure is 0.6 bar and low, medium and high speeds refer to 2000, 4000 and 6000 rpm, respectively. It could be noticed that the increased engine speed would delay MBT, which was in line with the general rule [51]. In addition, as the spark timing is retarded from −40 CA ATDC to 0 CA ATDC, it is reflected in the actual data that IMEP first increases and then decreases due to the presence of MBT. Most importantly, the ANN and SVR models reproduced this trend, indicating that these ML models can learn the intrinsic relationship. However, as in Figure 7a, the pattern predicted by the RF model does not follow the trend of increasing and then decreasing. In addition, it could be found that the difference between the actual values and models’ results is more or less 0.5 bar. However, the goal of the figure was to determine if the machine learning models can learn the intrinsic laws of an internal combustion engine. Moreover, a too-small error can lead to overfitting, and the purpose of the testing dataset is to see if this level of error is acceptable. The criterion for acceptability is whether it affects the single parameter analysis of IMEP. The purpose of predicting IMEP is to perform engine calibration. This error is acceptable as long as it does not affect the calibration process. Therefore, this level of error does not affect the learning of the engine intrinsic laws for the ML models and thus does not affect the engine calibration, so this error is acceptable. Additionally, both SVR and ANN models can learn the intrinsic law of the ST effects on IMEP with good prediction accuracy. The RF model, on the other hand, has lower prediction accuracy and does not learn the intrinsic law of the engine.



Figure 8 shows the actual values and predicted IMEP for spark timing effects based on ANN, SVR, and RF models at medium load from low to medium to high speeds. Similar to the results for low load, it can be observed from the experimental values that the IMEP first rises and then falls as the spark timing is delayed. This occurs when the spark timing is too late: for example, when the piston reaches the top dead center, the mixture begins to burn and the piston has started to move down, which will increase the cylinder volume and reduce the combustion pressure, resulting in a decrease in engine output. If the spark timing is too early, the piston is still moving to the top dead center and the cylinder pressure has reached a larger value, when the direction of gas pressure is opposite to the direction of piston movement. Moreover, the indicated effective work is reduced and the engine power decreases. Therefore, there is a suitable MBT value in order to maximize the IMEP [51]. Furthermore, it can be found the SVR prediction has the smallest error, being closer to the ground truth values in all operating conditions, while the RF model has the largest error. In general, the trend of IMEP variation with ST is basically described by all three ML models, despite the RF model having larger relative errors.



Figure 9 indicates the actual values and predicted performance metric of three ML models for ST effects under high load from low-to-medium-to-high speeds. The IMEP peaks when the ST reaches a certain spark timing, which is in accordance with the law [51]. Moreover, it can be found that the predicted values of RF model at any ST under high load are lower than the ground truth values and have larger errors. Compared to the three ML models, the prediction accuracy of SVR is the highest, followed by ANN, and the prediction error of RF model is large. For predicting the trend of IMEP, the ANN and SVR predictions are relatively accurate, while the prediction trend of RF model was not accurate enough. Overall, for high loads, the accuracy and trend of SVR and ANN prediction results are good, and the prediction results of RF are acceptable.



Figure 10 shows the comparison of the predicted IMEP values based on the SVR, ANN, RF models with the actual values at MBT under low-to-medium-to-high loads. The graph was used to assess whether the three models could learn the law of the effect of engine speed on IMEP. As the speed increases from 1000 rpm to 4000 rpm, the IMEP increases first and then decreases in the interval from 4000 rpm to 6000 rpm. This is because, when the engine speed is low, the turbulence intensity in the cylinder is weakened, and the turbulent flame speed is smaller despite the timescale for each crank angle increases, while the heat loss increases, resulting in a lower IMEP. When the speed becomes higher, the crankshaft angle occupied by combustion increases, the constant volume becomes smaller, and sometimes, the combustion does not proceed sufficiently, resulting in a decline in IMEP. The law is lined with the general engine rule [51]. Moreover, it can be found that the prediction values of both SVR and ANN are close to the ground truth data, and the prediction error of RF model is the largest, indicating that SVR and ANN models have better prediction. However, the prediction laws of all three ML models are consistent with the speed characteristics of gasoline engines, showing an increasing trend followed by a decreasing trend, although the error in the prediction of the RF model is large. In general, all three models can predict the variation pattern of IMEP with speed under different loads, but SVR and ANN have better prediction accuracy than the RF model.



Figure 11 shows the comparison of the actual values with the predicted engine performance based on different machine learning algorithms for different loads and MBT conditions. As can be seen from Figure 11, the indicated mean effective pressure gradually increases as the load increases, which is consistent with engine law [51]. This is because, as the throttle opening increases, the residual exhaust gas coefficient decreases due to the increase in in-cylinder cycle air intake. As a result, the combustion rate becomes faster, and the excess air coefficient becomes larger, resulting in better combustion and less heat transfer per unit mass. These combined factors lead to an increase in IMEP when the load becomes larger. In addition, it can be found that the white bars represented by the SVR are closest to the black bars represented by the ground truth values, which indicates that the accuracy of the SVR prediction is good. Moreover, all three machine learning models learned the pattern of load effects on IMEP, although the RF model had a larger prediction error compared to the other two ML models. Overall, the predicted results of SVR and ANN are consistent with the actual values, while the prediction error of RF model is larger compared with ANN and SVR.




4. Conclusions


Nowadays, many studies have applied ML models to predict and optimize the engine-related parameters, and these results showed that the incorporation of machine learning algorithms in the engine domain has achieved excellent performance. However, most researchers have focused on studying one model’s predicted performance, lacking different models’ forecasted results comparison. Therefore, the objective of this work was to assess and compare the effectiveness of these three ML models (SVR, ANN, RF) for indicated mean effective pressure (IMEP) prediction, using spark timing, speed, and torque as input parameters. The main conclusions are as follows:




	
By comparing R2 and RMSE of different RUNs, it could be found that the robustness of all three models was good. Additionally, the statistical indicators of the training and validation datasets were close, indicating that the machine learning models did not overfit for these datasets.



	
Both ANN and SVR can learn the law of internal combustion engines well. However, the RF model cannot learn the law well, at least for the operating conditions investigated in this work.



	
For the prediction of engine related parameters, the prediction accuracy and effect of SVR and ANN were comparable. The disadvantage of ANN was that it required heavy tuning. For SVR model, it took longer time to train the algorithm. In the future, with the development of intelligent engines, less iterations are needed in the online learning process, so it will be better to use ANN model to predict combustion-related parameters.








Overall, for the noise-free data, the prediction performance of both ANN and SVR was good, while the RF performance was poorer compared to the others. If the future development of intelligent engines and the need for online learning are considered, the ANN model is more suitable for predicting engine-related parameters. In the future, the prediction results of different machine learning models will be compared and analyzed based on noisy data.
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Abbreviations




	1D
	One-dimensional



	3D
	Three-dimensional



	ANN
	Artificial neural network



	ATDC
	After top dead center



	BP
	Back-propagation



	BTDC
	Before top dead center



	CA
	Crank angle



	CAD
	Crank angle degree



	CFD
	Computational fluid dynamics



	EGT
	Exhaust gas temperature



	ICE
	Internal combustion engine



	IMEP
	Indicated mean effective pressure



	ISFC
	Indicated specific fuel consumption



	SVR
	Support vector regression



	MBT
	Maximum brake torque



	ML
	Machine learning



	PFI
	Port fuel injection



	R2
	Coefficient of determination



	RBF
	Radial basis function



	RF
	Random forest



	RMSE
	Root mean squared error



	SI
	Spark ignition



	ST
	Spark timing



	PCP
	Peak cylinder pressure



	PRRmax
	Maximum pressure rise rate
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Figure 1. A 1D CFD model of a spark-ignition engine. 
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Figure 2. Training, validation and test data for ML learning algorithms. 
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Figure 3. The application process of three ML models for predicting the engine-out parameter. 
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Figure 4. Robustness analysis of three ML models: (a) ANN model performance for the training dataset; (b) SVR model performance for the training dataset; (c) RF model performance for the training dataset; (d) ANN model performance for the validation dataset; (e) SVR model performance for the validation dataset; (f) RF model performance for the validation dataset. 
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Figure 5. Comparison of predicted IMEP with actual values based on different ML models: (a) ANN predicted performance for the training dataset; (b) SVR predicted performance for the training dataset; (c) RF predicted performance for the training dataset; (d) ANN predicted performance for the validation dataset; (e) SVR predicted performance for the validation dataset; (f) RF predicted performance for the validation dataset. 
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Figure 6. Occupancy rate in different error selection ranges based on three kinds of ML models: (a) training dataset; (b) validation dataset. 
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Figure 7. Comparison of predicted IMEP with actual values at low load: (a) low speed; (b) medium speed; (c) high speed. 
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Figure 8. Comparison of predicted IMEP with actual values at medium load: (a) low speed; (b) medium speed; (c) high speed. 
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Figure 9. Comparison of predicted IMEP with actual values at high load: (a) low speed; (b) medium speed; (c) high speed. 
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Figure 10. Comparison of predicted IMEP with actual values at MBT: (a) low load; (b) medium load; (c) high load. 
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Figure 11. Comparison of predicted IMEP with actual values at MBT: (a) low speed; (b) medium speed; (c) high speed. 
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Table 1. Various ML models for engine related metrics prediction.
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	Ref.
	Model(s)
	Model’s Inputs
	Model’s Output(s)
	Main Conclusions





	[20]
	SVR
	Engine speed and load
	ISFC and emissions
	The results showed that the prediction of engine performance and emissions using the SVR method is very effective



	[35]
	ANN
	ST, equivalence ratio, speed
	PCP, PRRmax
	The ANN model could be used to estimate the pressure parameters with acceptable accuracy.



	[36]
	ANN
	Other fuel properties
	Fuel lubricity
	The proposed neural network predicted the unknown data with small error.



	[37]
	SVR
	Spark advance, air/fuel ratio and speed
	EGT
	The results indicated SVR can forecast the exhaust gas temperature with acceptable errors



	[38]
	RF
	Spark timing, equivalence ratio, engine speed
	Combustion profile parameters
	The machine learning method presented the potential to predict the combustion behavior inside the cylinder



	[39]
	RF
	Spark advance, fuel/air ratio, speed
	Combustion feedback information
	The work proved that the black-box approach had the potential to assist engine calibration and development



	[40]
	RBF neural network
	Time
	Engine system reliability
	Using ML models to predict engine failure and reliability was promising



	[41]
	ANN
	Speed and load
	Nitrogen oxides
	The ANN model-based emission prediction results were in high agreement with the experimental values.



	[42]
	SVR
	ST, mixture equivalence ratios, and speed
	Dynamic performance
	The established ML model could replace the more complex and time-consuming CFD model with acceptable errors.
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Table 2. The parameters of the research engine.
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	Research Type
	Single-Cylinder





	Cycle
	4-stroke SI PFI



	Valves per cylinder
	2



	Bore (mm) × Stroke (mm)
	86 × 86.07



	Intake valve opens
	9 CAD BTDC Exhaust



	Intake valve closes
	96 CAD BTDC Compression



	Exhaust valve opens
	125 CAD ATDC Compression



	Exhaust valve closes
	38 CAD ATDC Exhaust



	Connecting rod length (mm)
	175



	Compression ratio
	9.5
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