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Abstract

:

This study illustrates the utility and effectiveness of machine learning algorithms in identifying dependencies in data transmitted in industrial networks. The analysis was performed for two different algorithms. The study was carried out for the XGBoost (Extreme Gradient Boosting) algorithm based on a set of decision tree model classifiers, and the second algorithm tested was the EBM (Explainable Boosting Machines), which belongs to the class of Generalized Additive Models (GAM). Tests were conducted for several test scenarios. Simulated data from static equations were used, as were data from a simulator described by dynamic differential equations, and the final one used data from an actual physical laboratory bench connected via Modbus TCP/IP. Experimental results of both techniques are presented, thus demonstrating the effectiveness of the algorithms. The results show the strength of the algorithms studied, especially against static data. For dynamic data, the results are worse, but still at a level that allows using the researched methods to identify dependencies. The algorithms presented in this paper were used as a passive protection layer of a commercial IDS (Intrusion Detection System).
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1. Introduction


Industry 4.0 [1,2,3], combined with IoT [4,5], is a strongly developed concept for the digitization of businesses. Real-time data analysis from devices and sensors provides critical information to operate and grow a business. This approach increases operability—the digital enterprise is more agile for holistic, informed decision-making. For the digital enterprise, data are gathered from systems and machines intelligently, and thus, they more effectively guide the organization’s operations.



However, this approach requires the greater integration of devices in the network, and as a result, devices become more easily accessible, and every device is a potential access point to the system. This fact poses a significant challenge to cyber security. Systems that manage critical technological infrastructure, such as electricity transmission networks, gas pipelines, water pipelines, petrochemicals, or the energy sector, require special attention [6].



Such infrastructure is managed through DCS/SCADA systems operating in OT industrial networks. Communication in industrial networks differs from communication in IT networks [7,8]—the industrial data from the installation usually form physical relationships. Deep monitoring of the data transmitted in the protocols allows the relationships to be recognized and continuously monitored. Disruptions in the relationships may indicate a flaw in the installation or an attempted cyberattack on protocol data or devices. Detection at this level is already delayed, but it is the last moment for reaction. Detecting inaccuracies at this stage may indicate that previous attack prevention mechanisms, implemented in accordance with the kill chain concept, have failed; therefore, any perceived aberrations may be a signal for a closer analysis of system logs, as well as traffic-related metrics.



The key (and most challenging) issue concerns the development of a mechanism for finding dependencies in the data transmitted in OT protocols. This task is much more complex than the classical model identification task, wherein the input and output signals are specified, and the physics of the process is often known, thus allowing the structure of the identification model to be well chosen. This information is unknown, and the algorithm must discover the relationship itself. This is the focus of this article.



The consequences of cyberattacks most often manifest in the leakage of confidential data, which is very important in IT systems and is not as much of a problem in the case of OT networks. Unfortunately, the activities of cybercriminals go much further [9]. A lack of adequate security in OT networks can lead to the modification of data, seizure of devices, and disabling of security features, which can ultimately lead to disaster, including losing human life [10]. Over the past few years, there has been a clear upward trend in the number of serious cyberattacks, which is an essential motivator for the authors of this paper and their desire to develop security mechanisms applied at all levels of communication. Section 2 presents exciting proposals for detecting threats, particularly highlighting the use of machine learning algorithms in intrusion detection and localization mechanisms.



Section 3 presents a test environment consisting of static and dynamic data simulators and a physical laboratory bench test. Section 4 discusses the knowledge discovery models used. The EBM [11] and XGBoost [12] algorithms were used. The data used, and the obtained results, are presented in Section 5 and Section 6, respectively. Section 7 summarizes the work, and provides indicators for further developments.




2. Related Work


Cyberattacks on critical infrastructure and OT networks have significantly increased over the past few years, resulting in considerable financial and reputational harm. The level of sophistication indicates that elite expert teams are responsible for the attacks. The variety of technologies employed reveals the high level of expertise of the multidisciplinary teams preparing the attacks. Among the techniques used are sophisticated solutions, as well as those that are relatively simple. The simple ones include the DoS attack at the Davis–Besse nuclear power plant (2003) [13]. Using an employee account, the attacker bypassed the firewall and installed software on the servers [13]. The introduced virus generated network traffic that limited access to some system functions. Another, more complex, approach was described by Neubert et al. [14]. The attack method was based on a hidden channel. A PLC (Programmable Logic Controller) and HMI (Human–Machine Interface) were used to establish steganographic communication. The attack aimed to take control of devices on the network. Most attacks, however, have been carried out using a multi-stage structure; the more serious incidents are presented below:




	-

	
Stuxnet (2010): an attack on Iranian nuclear facilities. This attack was highly sophisticated. The attack exploited four zero-day vulnerabilities and targeted specific PLCs manufactured by Siemens. The attack aimed to damage uranium enrichment lines [15,16]. The attack was a multi-stage attack. In the final stage, the attackers took control of the centrifuges and modified the values of the control signals, ultimately damaging the equipment.




	-

	
Attack on a German steel plant (2014): the attack was based on spearfishing. They used the plant’s email to gain access to the network. Once inside, they made several system changes, including critical changes to security systems [17]. The attack resulted in an uncontrolled furnace shutdown, causing significant financial losses.




	-

	
Cyber-attack on the power grid in Ukraine (2015): the attack aimed to deprive the population of their access to energy [18]. As a result of the attack, more than 200,000 people could not use electricity for several hours. The attack was a two-stage attack. During the first step, computers were infected via a malicious attachment in the mail. During the second step, once the resources were accessed, the contents of the hard drives were destroyed using KillDisk software.









In [9], the authors note that the protection of industrial devices is inherent in the technological development and use of IoT; it is essential to identify the principal vulnerabilities and associated risks and threats in order to propose the most appropriate countermeasures. In this context, the study includes a description of attacks on IIoT systems and a thorough analysis of the solutions to these attacks proposed in the recent literature.



In response to many diverse attacks, several preventive methods have been developed to increase the number of robust and reliable security mechanisms for SCADA systems. Many researchers have focused on approaches that detect intrusions into SCADA systems. Various methods and algorithms are used; the most interesting ones are presented below.



Yang et al. [19] presented a history of research on intrusion detection techniques and outlined two basic detection approaches: signature detection and anomaly detection. The method uses an auto-associative nuclear regression (AAKR) model combined with a statistical likelihood ratio test (SPRT) and it was applied to a simulated SCADA system. The results show that these methods can be generally used to detect a variety of common attacks. Tsang and Kwong [20] presented a biologically inspired heuristic algorithm. The algorithm is very interesting as it is dedicated to large distributed systems. The algorithm uses an unsupervised anomaly learning model based on an ant cluster. In the paper, the authors show a high anomaly detection rate. Gao et al. [21] have developed the following: command injection, data injection, and denial of service attacks that exploit the lack of authentication in many popular communication protocols. They then used neural networks to monitor the control system’s behavior continuously. The network’s task was to detect artifacts that were characteristic of attack features. An attractive rule-based solution was used by Digital Bond [22]. Rules were defined for the Modbus/TCP protocol. They divided the problem into three groups: (a) unauthorized use of the protocol, (b) protocol errors, and (c) scanning. A total of 14 rules were implemented in Snort. An exciting combination of the Markov process and Time Division Multiple Access (TDMA) protocol was presented by Javadpour et al. [23].



Methods based on time and frequency analysis can be found in the literature. These methods are based on the assumption of the cyclicity of bottom exchange in OT networks—such an approach was used by Naess et al. [24]. Another approach was used by Cheunga et al. [25,26]. Their method was based on statistical methods, the parameters of which describe the movement between devices. Based on the correct network traffic, patterns were built. The network traffic observed during regular operation was subjected to comparative analysis. As a result of combining several algorithms and Snort rules [27], an efficient detection tool was created. They focused their research on detecting intrusions into the Modbus/TCP protocol. Another heavily explored approach uses ML techniques to detect malicious network traffic. Conceptually, the task of an ML-based IDS is to find patterns of network traffic attributes and to detect anomalies in the traffic [28]. The use of machine learning techniques, combined with the recommendation of Neubert et al. [14] to use different countermeasures for each phase of an attack, inspired this paper.




3. Test Environment


Testing was carried out using data simulators, thus allowing static and dynamic data to be used. The simulators allowed the characteristics of the modelling algorithms to be explored. The experience gained from working with the simulator data allowed the problems encountered during the laboratory bench test to be solved effectively.



The research was carried out using data simulators, thus allowing static and dynamic data to be acquired. The simulators allowed testing the properties of modeling algorithms. The experience gained from working with data from the simulators made it possible to successfully solve problems encountered during laboratory bench tests. Deliberately, the study began with the most simple data that do not depend on time and previous values, namely static data. In addition, these data are not angry. These are ideal working conditions for algorithms that are unrealistic in real life. However, the study of such sets allowed us to create a baseline for further testing. The next step was to use dynamic data acquired from the simulator. The dimensionality of the task increased, and a temporal relationship was introduced. In addition, noise immunity tests were conducted during testing. The collected experience was used to test data collected from the facility, wherein the number of variables was even higher, and the data was naturally noisy.



3.1. Static Data Simulator


A set of scripts prepared in the Octave-7.3.0 computing package was used as the data simulator. Equations were implemented to generate static, linear, and non-linear data in SISO (Single Input, Single Output) and MIMO (Multiple Inputs, Multiple Outputs) structures, with one input and two inputs. The experiment aimed to test the knowledge discovery models under different conditions. The form of the equations, together with the waveforms, are presented in the following sections.




3.2. Dynamic Data Simulator


A set of scripts prepared in the Octave computing package was used as the data simulator. Equations generating static, linear, and non-linear data with one output and two inputs were implemented. The experiment aimed to test the knowledge discovery models under different conditions. The equations’ forms and runs are presented in the following sections.




3.3. Laboratory Thermal Stand


The stand is designed as a small process simulator, where the user influences the temperature distribution in the facility through controllable fans and heaters. The bench can be controlled manually or via an automation system using the Modbus communication protocol. A picture of the laboratory thermal stand is presented in Figure 1.



It is an object with six inputs (MV—manipulated variables):




	
FLU, FLB, FRU, FRB fans, values from 0 (0% power) to 1000 (100% power),



	
HL, HR heaters, values from 0 (0% power) to 1000 (100% power).








There are also seven outputs (PV—process variables):




	
TL, TM, TR, TF bench temperature, values from −55.0 °C to +125.0 °C,



	
TA ambient temperature, values from −55.0 °C to +125.0 °C,



	
C current measurement,



	
V voltage measurement.








A PWM (Pulse-Width Modulation) signal controls the actuators. The temperature sensors communicate internally using the OneWire bus, whereas the current and voltage measurements are realized using dedicated electronics. All input and output signals are available via the Modbus protocol. This kind of communication was used during this research project. The schema of the object is presented in Figure 2.




3.4. Modbus Protocol Modbus TCP/IP Data Frame


Figure 3 [29] shows the Modbus TCP/IP communication scheme. This protocol is based on the ETHERNET TCP/IP communication standard. It is equivalent to the Modbus RTU, but it uses the TCP protocol for communication on port 502. It does not have a checksum calculation because the higher TCP layer already implements this.



Modbus TCP/IP is structurally a Modbus RTU protocol with a TCP interface that allows communication over Ethernet. The structure of the Modbus frames determines how data frames are assembled and how they are interpreted, regardless of the medium in which they are transmitted. The Transmission Control Protocol and Internet Protocol (TCP/IP) provide the communication medium for Modbus TCP/IP messages.



Modbus communication begins with a client (master) requesting data from a server (slave). A frame is associated with each message; the meaning of the bits in the frame is explained below [27].



In this paper, we focused on the process data in the frame. A communication example for one channel is presented in Figure 4 and Figure 5.



The MBAP (Modbus Application Protocol Header) contains four fields that define communication rules:




	
2-bytes Transaction Identifier—used by the client to properly pair received responses with requests. This is necessary when multiple messages are sent simultaneously over a TCP link. This value is determined and placed in the request frame by the master, and then it is copied and placed in the response frame.



	
2-bytes Protocol ID—this is always set to 0, and it corresponds with the Modbus protocol designation.



	
2-bytes Message Size—the number of remaining message bytes, which consists of the device ID (Unit ID), function code, and the number of data fields. This field was introduced due to the possibility of splitting a single message into separate TCP/IP packets.



	
1-byte Unit ID—can be relevant, for example, when communicating with Modbus devices equipped with serial interface via gateways (Modbus Data Gateway). In a typical Modbus TCP server application, this field is set to 0 or FF and it is ignored by the server. The server, in its response, duplicates the value received by the client.








Protocol Data Unit (PDU) defines the function code and data/parameters. The function field informs the slave device of the action it is to perform; the data describe the function’s parameters. In response, the function code is duplicated (if the command was executed correctly by the server), and the data contain the required information. In the case of an error, the server can reply with a function code indicating a problem with the execution of the request. It is worth noting that all the data are sent as integer values, which must be considered during prediction and interpretation.





4. Models of Knowledge Discovery


The data transmitted in the communication protocols of the OT networks (e.g., Modbus, Profinet) originate from a physical object and are, therefore, mainly in relationships with each other. The transmitted control values affect the object’s state and the process variables’ values. Consequently, it seems reasonable to assume that building models describing these relationships is possible. As the connections and their nature (static/dynamic relationships) are unknown, models are used during the knowledge discovery process to describe them.



Industrial processes are characterized by working in design areas that are optimized for efficiency. Changes to the operating point, the so-called transient operating state, are carried out infrequently. Therefore, when analyzing process data dependencies and studying static dependencies, full dynamic models can be used.



From the point of view of the future application of the methods in question, the computational complexity is significant. Algorithms placed in the probe must be executed in real-time. Moreover, stability is also important, which will allow selection error levels to eliminate false positive indications.



Many articles discuss the quality and efficiency of machine learning techniques such as the SVM (Support Vector Machine) [30,31,32], RF (Random Forest) [33,34], ELM (Extreme Learning Machine) [35], LSTM (Long Short-Term Memory [36], XGBoost (eXtreme Gradient Boosting) [37,38], CNN (Convolutional Neural Network) [39], and EBM (Explainable Boosting Machine [9]. These algorithms have applications in various domains [11,40,41,42,43]. The general conclusions indicate the superiority of modern methods, such as XGBoost or EBM, over other techniques. In addition, these algorithms have been widely documented and used in cases. XGBoost is particularly noteworthy, which is additionally characterized by the high robustness and stability of the forecast quality—this is very important when using this algorithm in the IDS probe. Therefore, when examining the first approach, XGBoost and EBM were chosen for testing their suitability for possible further implementation in the IDS probe. In the following stages of the research, the authors confronted modern techniques with older approaches and newer, less popular ones (such as LGBM).



4.1. EBM—Explainable Boosting Machines


EBM belongs to the modern group of models that allow very high accuracy while maintaining an understanding of the model structure, which is one of the main problems of neural networks as they do not allow an interpretation of the model parameters. On the other hand, simple regression models are easily interpretable, but are usually low quality. EBM builds upon, or augments, generalized additive models (GAMs) (Equation (1)) [9].


  g   E   Y     =   β   0   +   f   1       x   1     +   f   2       x   2     + ⋯ +   f   n   (   x   n   )  



(1)







GAMs are more accurate than simple linear models, and since they do not contain interactions between features, users can also easily interpret them. The EBM has several significant advantages over the generalized additive model (GAM). These advantages pertain to the method of learning as well as the form of the model, which can consider interactions between components (Equation (2)).


  g   E [ y ]   =   β   0   +  ∑    f   i       x   i       +  ∑    f   i , j       x   i     , x   j        



(2)







The use of this technique seems promising regarding the task of detecting (describing) dependencies in the process data, about which, nothing is known.




4.2. XGBoost—Extreme Gradient Boosting


Extreme Gradient Boosting (XGBoost) is a method for the implementation of gradient boosting machines, and it is known as one of the best-performing algorithms for supervised learning. It is a decision tree-based machine learning algorithm for classification and regression problems. The Gradient Boosting algorithm builds decision trees sequentially (instead of in parallel and independently, such as Random Forest) so that each successive tree aims to reduce the errors of the previous tree [12].





5. Data


Tests were conducted for the static and dynamic data generated by the simulator and data collected from the real traffic. This approach made it possible to study the properties of the algorithms under different conditions. Simulated data are fully deterministic and uniformly cover the domain. Data from the real object are naturally perturbed and limited to the working areas. Data trends for each case are presented in the following subsections—modeling results and conclusions, in Section 6 and Section 7.



5.1. Static Data from Simulator


Data were collected for several equations. The argument x was a vector of an integer between 1 and 6000. Static data were prepared to test the properties of the learning algorithms in a fully controlled environment.



	(a)

	
Simple linear function (Equations (3) and (4)).








     X   1   = x   



(3)






   y = 1.5 ·   X   1     



(4)





Data = [X1 y] are presented in Figure 6.



	
(b) Rescaled periodic function (Equations (5) and (6)).







     X   1   = sin ⁡ ( 0.01 · x )   



(5)






   y = 1.5 ·   X   1     



(6)





Data = [X1 y] are presented in Figure 7.



	
(c) Composition of a rescaled periodic and power function (Equations (7) and (8)).







     X   1   = sin ⁡ ( 0.01 · x )   



(7)






   y = 1.5 ·   X   1   +     X   1     2     



(8)





Data = [X1 y] are presented in Figure 8.



	
(d) Composition of a rescaled periodic and modulo function (Equations (9)–(11)).







     X   1   = s i n ⁡ ( 0.01 · x )   



(9)






     X   2   = 0.01 · m o d ( x , 500 )   



(10)






   y = 1.5 ·   X   1   + 0.5 ·   X   2     



(11)





Data = [X1 X2 y] are presented in Figure 9.



	
(e) Composition of a rescaled periodic, exponential, and modulo function (Equations (12)–(14)).







     X   1   = s i n ⁡ ( 0.01 · x )   



(12)






     X   2   = 0.01 · m o d ( x , 500 )   



(13)






   y = 1.5 ·   X   1   +     X   1     2   −   X   2     



(14)





Data = [X1 X2 y] are presented in Figure 10.



	
(f) Composition of a rescaled periodic, exponential, modulo, and square root function (Equations (15)–(17)).







     X   1   = s i n ⁡ ( 0.01 · x )   



(15)






     X   2   = 0.01 · m o d ( x , 500 )   



(16)






   y = 1.5 ·   X   1   +     X   1     2   −   X   2   −    X   2      



(17)





Data = [X1 X2 y] are presented in Figure 11.




5.2. Dynamic Data from the Simulator


Dynamic data were generated using a dynamic model of the heating and cooling laboratory stand. The model was developed using fuzzy set theory to correctly represent the non-linearities in the process. The simulator was limited to four input and two output signals to check the models’ properties under simplified conditions.



The built simulator calculates the left and right temperatures (TL and TR). The signal of the fans, which changes the dynamics and amplifies the effect of the heaters, was used as a fuzzy signal. HL (Heater Left) and HR (Heater Right) and the upper left and right fans FLU (Fan Left Upper) and FRU (Fun Right Upper) were used as modeling signals. Trends of six signals Data = [HL HR FLU FRU TL TR] are presented in Figure 12.




5.3. Real Data from Physical Bench Working in Network


Data were collected from the operation of the stand. Six variables were sent to the bench: control of the left and right heaters, control of the left bottom and upper, and right bottom and upper fans. Seven process variables were read: five temperatures, current, and power.



During the tests, the values of all thirteen variables were read directly from the communication protocol. The trends are shown in Figure 13.





6. Modeling Results


The sets of data described in Section 5 were used for testing XGBoost and EBM algorithms. The trend in blue labeled ‘ground truth’ represents the actual value, and the trend in red represents the prediction. The data was split into training data (the first 90%) and verification data (the last 10%). The learning was performed on a training set using cross-validation. We used Time Series cross-validation, a variation of the classical k-fold cross-validation. Tuning parameters were optimized on the grid. For the XGBoost algorithm we used:




	
min child weight: 1, 5, 10,



	
gamma: 0.5, 1, 1.5, 2, 5,



	
subsample: 0.6, 0.8, 1.0,



	
max depth: 3, 4, 5.








For EBM algorithm we used the following parameters:




	
learning rate: 0.001, 0.005, 0.01, 0.03,



	
interactions: 5, 10, 15,



	
max interaction bins: 10, 15, 20,



	
min samples leaf: 2, 3, 5,



	
max leaves: 3, 5, 10.








6.1. XGBoost for Static Data from Simulator


The actual (blue line “ground truth”) and predicted (red line) trends for simple linear functions are illustrated in Figure 14. The algorithm was run with the following tuning parameters: gamma = 0.5, max depth = 3, min child weight = 1, and subsample = 1.0. The mean square error was 0.000027.



The actual and predicted trends for the rescaled periodic functions are illustrated in Figure 15. The algorithm was run with the following tuning parameters: gamma = 0.5, max depth = 3, min child weight = 1, and subsample = 1.0. The mean square error was 0.000253.



The actual and predicted trends for the composition of a rescaled periodic and power function are illustrated in Figure 16. The algorithm was run with the following tuning parameters: gamma = 0.5, max depth = 4, min child weight = 1, and subsample = 1.0. The mean square error was 0.000249.



The actual and predicted trends for the composition of a rescaled periodic and modulo function are illustrated in Figure 17. The algorithm was run with the following tuning parameters: gamma = 0.5, max depth = 5, min child weight = 10, and subsample = 1.0. The mean square error was 0.001332.



The actual and predicted trends for the composition of a rescaled periodic, exponential, and modulo function are illustrated in Figure 18. The algorithm was run with the following tuning parameters: gamma = 0.5, max depth = 4, min child weight = 10, and subsample = 1.0. The mean square error was 0.002053.



The actual and predicted trends for the composition of a rescaled periodic, exponential, modulo, and square root function are illustrated in Figure 19. The algorithm was run with the following tuning parameters: gamma = 0.5, max depth = 4, min child weight = 5, and subsample = 1.0. The mean square error was 0.004897.




6.2. EBM for Static Data from Simulator


The actual and predicted trends for simple linear functions are illustrated in Figure 20. The algorithm was run with the following tuning parameters: interactions = 5, learning rate = 0.03, max interactions bins = 10, max leaves = 3, min samples leaf = 2. The mean square error was 8.349222 × 10−7.



The actual and predicted trends for rescaled periodic functions are illustrated in Figure 21. The algorithm was run with the following tuning parameters: interactions = 5, learning rate = 0.03, max interactions bins = 10, max leaves = 10, min samples leaf = 2. The mean square error was 1.754245 × 10−5.



The actual and predicted trends for the composition of a rescaled periodic and power function are illustrated in Figure 22. The algorithm was run with the following tuning parameters: interactions = 5, learning rate = 0.03, max interactions bins = 10, max leaves = 10, min samples leaf = 3. The mean square error was 3.186037 × 10−5.



The actual and predicted trends for the composition of a rescaled periodic and modulo function are illustrated in Figure 23. The algorithm was run with the following tuning parameters: interactions = 5, learning rate = 0.03, max interactions bins = 20, max leaves = 3, min samples leaf = 3. The mean square error was 2.998733 × 10−4.



The actual and predicted trends for the composition of a rescaled periodic, exponential, and modulo function are illustrated in Figure 24. The algorithm was run with the following tuning parameters: interactions = 5, learning rate = 0.03, max interactions bins = 15, max leaves = 3, min samples leaf = 2. The mean square error was 7.806904 × 10−4.



The actual and predicted trends for the composition of a rescaled periodic, exponential, modulo, and square root function are illustrated in Figure 25. The algorithm was run with the following tuning parameters: interactions = 5, learning rate = 0.03, max interactions bins = 10, max leaves = 5, min samples leaf = 2. The mean square error was 9.588033 × 10−4.



The prediction results obtained for both algorithms were excellent. Naturally, the quality of the prediction deteriorated as the function’s complexity increases. In the case of the XGBoost algorithm, the mean square error of the first function was 0.000027, and for the last, most complex function, it was 0.004897 (i.e., a value that was almost 200 times worse). For the EBM algorithm, the mean square error of the first function was 8.349222 × 10−7, and for the last function, it was 9.588033 × 10−4, which was a value that was more than 1000 times worse. The prediction error obtained for the EBM algorithm was about 100 times lower than for the XGBoost algorithm.




6.3. XGBoost for Dynamic Data from Simulator


During the study, it was assumed that the relationship between the signals was unknown, particularly those related to the inputs and outputs. Therefore, it was assumed that all signals were modeled independently. Figure 26 shows the modeling results, with the last 10% of the samples from all data used as the verification set. The values of the used tuning parameters are presented in Table 1.



The worst results were obtained for variable 1; this is the correct result as this variable is the input variable (i.e., the explanatory variable). The output variables (i.e., the explanatory variables) are variables 5 and 6, for which the predicted values reflect the actual values with reasonably high accuracy.



To test the algorithm’s robustness, an attempt was made to introduce an additive disturbance to the output variables, and the noisy waveforms are shown in Figure 27.



The introduction of noise did not affect the behavior of the forecasting algorithm. The resultant forecasts are still high, as shown in Figure 28.



Introducing additional noise on variables 2, 3, and 4 also did not affect the behavior of the prediction algorithm, as shown in Figure 29.




6.4. EBM for Dynamic Data from Simulator


An analogous study for the simulator data was carried out using the EBM model. In this case, the results (Figure 30) were significantly worse. The values of the used tuning parameters are presented in Table 2.




6.5. XGBoost for Real Data from Physical Bench Working in Network


The data collected from the physical site were split into training and verification data (10% of the set) and they were analyzed in the same way as the data described in the previous subsections. The tests were carried out on the dataset described in Section 5.3. The values of the used tuning parameters are presented in Table 3. The trends are shown in Figure 31, and the RMSE results are shown in Table 4.



The data collected from the actual movement is characterized by higher variability, which is reflected by the incorrectly modeled inputs in the process (especially variables: 0, 1, and 2). As with the simulator, the process outputs (variables 7 through 13) provided much better predictions than the process inputs.




6.6. EBM for Real Data from Physical Bench Working in Network


Identical tests were carried out for the EBM algorithm. The values of the used tuning parameters are presented in Table 5. The results are shown in Figure 32 and Table 6.



Very similar results were obtained for the EBM algorithm. Some variables were modeled better, and others worse; no consistent relationship was found. As with XGBoost, the input data from set three were predicted to be worse than the output data. Similar to XGBoost, the EBM model correctly predicted the steady-state data.





7. Conclusions


The mechanisms used in this paper for detecting dependencies in data work well for linear and non-linear data. The developed examples have shown the usefulness of the methods for both one-dimensional and multidimensional data. Better results were obtained with data from static relationships. In the case of dynamic data, the algorithms used to model transient states could be better; for steady states, the accuracy is high.



Improving the quality of dynamic models could be achieved by using model outputs that are measured a few moments earlier as input. As a result, the model would take the form of an autoregressive model. However, this approach has several drawbacks, the primary drawback being the selection of the lag value and the number of previous measurements. In addition, after poisoning the attacked value, after a few steps, such a model may count the forecast using the poisoned value—especially when the attacked value changes slowly.



Examining the communication stream as communication packets, with regard to the level of data transmitted, does not allow for an a priori determination of cause-and-effect relationships between signals, which should be understood as process values. It is impossible to indicate which variables are explanatory and which are response variables. Writing or reading functions that are recognizable at the protocol level do not determine the role of a variable in the process. The algorithms used do not distinguish between the input and output signals. The model assumes that each signal is predicted using all others, thus causing some signals to be significantly less well modeled. This is natural, as reverse causality translates into prediction quality. Therefore, to increase the algorithm’s robustness against false positives, algorithms should be used that eliminate the analysis signals that are physical input variables (i.e., explanatory variables) in the process, as these predictions have low accuracy.



The deep monitoring of the data transmitted in the protocols allows relationships to be recognized and continuously monitored. This mechanism can be used in diagnostic systems to protect against cyberattacks. Detecting relationship changes can indicate a flaw in the installation or an attempted cyberattack on the protocol or device data. The passage of an intruder to the control systems level indicates poor facility protection. Detection of an attack at the data level is a late action; it is the last moment where it is possible to react. Detection of inaccuracies at this stage may indicate that previous attack prevention mechanisms, implemented in accordance with the kill chain concept, have failed. Therefore, any perceived anomalies should be a signal to conduct a security systems audit, a thorough analysis of system logs, and of metrics related to network traffic.
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Figure 1. Laboratory thermal stand. 






Figure 1. Laboratory thermal stand.
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Figure 2. Laboratory thermal stand schema. 
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Figure 3. Modbus TCP/IP ADU (Application Data Unit). 
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Figure 4. Example of writing six values. 






Figure 4. Example of writing six values.
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Figure 5. Example of reading seven values. 
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Figure 6. Simple linear function data. 
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Figure 7. Rescaled periodic function data. 






Figure 7. Rescaled periodic function data.



[image: Energies 16 04056 g007]







[image: Energies 16 04056 g008 550] 





Figure 8. Composition of rescaled periodic and power function data. 
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Figure 9. Composition of rescaled periodic and modulo function data. 
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Figure 10. Composition of rescaled periodic, exponential, and modulo function data. 
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Figure 11. Composition of rescaled periodic, exponential, modulo, and square root function data. 






Figure 11. Composition of rescaled periodic, exponential, modulo, and square root function data.



[image: Energies 16 04056 g011]







[image: Energies 16 04056 g012 550] 





Figure 12. Data from the dynamic simulator. 
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Figure 13. Data from laboratory bench. 
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Figure 14. Actual and XGBoost predicted trends for simple linear function. 
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Figure 15. Actual and XGBoost predicted trends for rescaled periodic function. 
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Figure 16. Actual and XGBoost predicted trends for rescaled periodic and power function composition. 
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Figure 17. Actual and XGBoost predicted trends for rescaled periodic and modulo function composition. 
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Figure 18. Actual and XGBoost predicted trends for rescaled periodic, exponential, and modulo function composition. 






Figure 18. Actual and XGBoost predicted trends for rescaled periodic, exponential, and modulo function composition.
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Figure 19. Actual and XGBoost predicted trends for rescaled periodic, exponential, modulo, and square root function composition. 
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Figure 20. Actual and EBM predicted trends for simple linear function. 
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Figure 21. Actual and EBM predicted trends for rescaled periodic function. 
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Figure 22. Actual and EBM predicted trends for rescaled periodic and power function composition. 
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Figure 23. Actual and EBM predicted trends for rescaled periodic and modulo function composition. 
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Figure 24. Actual and EBM predicted trends for rescaled periodic, exponential, and modulo function composition. 
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Figure 25. Actual and EBM predicted trends for rescaled periodic, exponential, modulo, and square root function composition. 
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Figure 26. Modeling results from the XGBoost algorithm for the dynamic data from the simulator. 
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Figure 27. Dynamic data from the simulator—noise added to variables five and six. 
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Figure 28. Modeling results from the XGBoost algorithm for dynamic data from simulator—noise added to variables 5 and 6. 
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Figure 29. Modeling results from the XGBoost algorithm for the dynamic data from the simulator—noise added to variables: 2, 3, and 4. 
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Figure 30. Modeling results from the EBM algorithm for the dynamic data from the simulator. 
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Figure 31. Modeling results from the XGBoost algorithm for the dynamic data from the laboratory stage. 
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Figure 32. Modeling results from the EBM algorithm for the dynamic data from the laboratory stage. 
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Table 1. XGBoost algorithm parameters for the dynamic data from the simulator.
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	Variable
	Gamma
	Max Depth
	Min Child Weight
	Subsample





	1
	0.5
	3
	10
	0.6



	2
	2
	5
	1
	0.6



	3
	5
	5
	5
	0.6



	4
	0.5
	3
	5
	0.6



	5
	0.5
	3
	1
	1.0



	6
	0.5
	4
	1
	1.0
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Table 2. EBM algorithm parameters for the dynamic data from the simulator.
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	Variable
	Interactions
	Learning Rate
	Max Interactions Bins
	Max Leaves
	Min Samples Leaf





	1
	5
	0.03
	10
	3
	2



	2
	5
	0.03
	20
	3
	2



	3
	5
	0.03
	20
	3
	2



	4
	5
	0.03
	10
	5
	2



	5
	5
	0.03
	15
	3
	2



	6
	5
	0.03
	10
	3
	2
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Table 3. XGBoost algorithm parameters for the real data from the physical bench.
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	Variable
	Gamma
	Max Depth
	Min Child Weight
	Subsample





	1
	0.5
	3
	10
	1



	2
	0.5
	5
	1
	0.6



	3
	2
	4
	10
	0.6



	4
	0.5
	3
	1
	0.8



	5
	5
	3
	1
	0.6



	6
	1
	3
	10
	0.6



	7
	0.5
	4
	10
	0.8



	8
	5
	4
	5
	0.6



	9
	2
	5
	10
	0.6



	10
	5
	4
	10
	0.6



	11
	1.5
	3
	5
	0.6



	12
	0.5
	3
	10
	0.6



	13
	1.5
	3
	10
	0.8
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Table 4. RMSE factor for the results from the XGBoost algorithm.
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	Variable
	RMSE





	1
	230.400962



	2
	349.570717



	3
	604.089026



	4
	0.000013



	5
	28.216980



	6
	92.831780



	7
	105.422982



	8
	152.271105



	9
	300.535097



	10
	147.651014



	11
	40.982248



	12
	107.979691



	13
	4.392808
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Table 5. EBM algorithm parameters for the real data from the physical bench.
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	Variable
	Interactions
	Learning Rate
	Max Interactions Bins
	Max Leaves
	Min Samples Leaf





	1
	10
	0.01
	20
	3
	2



	2
	10
	0.01
	20
	3
	2



	3
	10
	0.01
	10
	3
	2



	4
	10
	0.01
	20
	3
	2



	5
	10
	0.01
	10
	3
	2



	6
	10
	0.01
	15
	3
	2



	7
	10
	0.01
	20
	3
	2



	8
	10
	0.01
	20
	3
	2



	9
	10
	0.01
	20
	3
	2



	10
	5
	0.01
	20
	3
	2



	11
	10
	0.01
	15
	3
	2



	12
	10
	0.01
	20
	3
	2



	13
	10
	0.01
	20
	3
	2
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Table 6. RMSE factor for results from XGBoost algorithm.
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	Variable
	RMSE





	1
	323.577118



	2
	237.924763



	3
	675.113722



	4
	0.000000



	5
	38.752803



	6
	96.573082



	7
	128.493062



	8
	83.705900



	9
	277.835994



	10
	119.786830



	11
	57.369146



	12
	121.508004



	13
	4.637388
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