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Abstract: Contingency analysis plays an important role in assessing the static security of a network.
Its purpose is to check whether a system can operate safely when some elements are out of service.
In a real-time application, the computational time required to perform the calculation is paramount
for operators to take immediate actions to prevent cascading outages. Therefore, the numerical
performance of the contingency analysis is the main focus of this current research. In power flow
calculation, when solving the network equations with a sparse matrix solver, most of the time is
spent factorizing the Jacobian matrix. In terms of computation time, the symbolic factorization is the
costliest operation in the LU (Lower-upper) factorization process. This paper proposes a novel method
to perform the calculation with only one symbolic factorization using a full Newton–Raphson-based
generic formulation and modular approach (GFMA). The symbolic factorization retained can be used
during the iterations of any power flow contingency scenario. A computer study demonstrates that
reusing the same symbolic factorization greatly reduces computation time and improves numerical
performance. Power system security assessment under N-1 and N-2 contingency conditions is
performed for the IEEE standard 54-bus and 108-bus to evaluate the numerical performance of the
proposed method. A comparison with the conventional power flow method shows that the time
required for the analysis is shortened considerably, with a minimum gain of 228%. The comparative
analysis demonstrates that the proposed solution has better numerical performance for large-scale
networks.

Keywords: contingency analysis; symbolic factorization; generic formulation; KLU solver

1. Introduction

Contingency analysis is regarded as an integral part of power system security anal-
ysis as it determines the integrity of the power system and verifies the post-contingency
equilibrium state in terms of overloads and voltage deviations [1,2]. Its main purpose is to
check whether the system can operate safely without any limit violation (i.e., equipment
overloading, under- or over-voltage) after the occurrence of a contingency [3].

In N-1 contingency analysis, the main focus is to evaluate the effects of a single
equipment outage on power system operating conditions once the single component (such
as the loss of a generator, line, and transformer) has been retrieved from the network.
Traditional N-1 contingency analysis performs numerous power-flow runs with a total
number of N scenarios. After solving the power flow problem for each contingency scenario,
the limits are verified for branches and nodes. The system is N-1 secure if, for all scenarios,
the following constraints are fulfilled:

I ≤ Imax
Umin ≤ U ≤ Umax
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The extension of N-1 contingency analysis considers simultaneous component outages
(N-k contingencies). N-k security refers to the ability of the system to maintain secure
operation after k components have failed in a system with N components [4,5]. For a
large-scale network, strict N-k checking requires a large amount of power flow calculation.
However, in real-time security assessment, the time window for system operators to analyze
the problem and take corrective actions is quite limited. Therefore, the main challenge is to
find an efficient method to significantly reduce the resolution time without compromising
solution accuracy [6].

In contingency analysis, the power flow method used to perform the contingency
analysis has a direct impact on the solution time. The Newton–Raphson power flow-based
approach is generally preferred for its superior convergence characteristics and accuracy.
The most computationally demanding part of this method is solving the linear equations
with LU (Lower-upper) factorization at each iteration. In terms of computation time, the
symbolic factorization is the costliest operation in the LU factorization process. This paper
focuses on using the Newton–Raphson method to solve contingency analysis. The central
question is whether it is possible to avoid the repetitive symbolic factorizations to effectively
shorten the analysis time.

We will now highlight the strengths and weaknesses of the most important methods
used to reduce the computational time of contingency analysis. This critical literature
review will make evident the effectiveness of the proposed solution in simulating the
contingency analysis of large-scale networks (Transmission and distribution systems).

The issue of improving computational speed in contingency analysis has been dis-
cussed in many works. In [7,8], the compensation theorem is applied to simulate the
changes in the passive elements of the network without changing the Jacobian matrix
structure. However, this method is well suited to applications involving linear network
equations, which is not the case for analysis based fully on Newton’s method.

The main alternative to the compensation method for network matrix modification is
to perform partial refactorization [9]. This method consists of updating the LDU (Lower-
diagonal-upper) factors to reflect changes in some elements of the Jacobian matrix. The
weakness of this method is that the refactorization effort is affected by the position of the
modified matrix elements; thus, little or no savings can be obtained if one of the modified
elements is near the top of the matrix.

The DC power flow method has been widely used to accelerate the computation of
contingency analysis and improve its numerical performance [10]. The DC power flow
simplifies the AC power flow to a linear circuit problem. This method is convergent and
non-iterative but less accurate than AC power flow solutions.

A reduction in computational time can be achieved by reducing the number of contin-
gency cases to be tried [11,12]. This approach involves ranking contingencies in descending
order of severity index. The Contingencies can then be simulated, starting with the most
severe and continuing until there is no overloading caused by the outage of branches.
The main shortcoming of this method is that the contingency ranking by the index may
introduce some errors due to the screening effect.

In [13], the graph theory was used to demonstrate that the base case symbolic factor-
ization can be reused to solve contingency cases. The key assumption of this method is
that there is no branch to be put in service during a contingency. This limitation prevents
practical use in distribution systems where the introduction of new lines to reroute flows
occurs in the most interesting contingencies.

Recent research in the area includes optimization-based methods [14–20]. These meth-
ods do not enumerate every contingency but attempt to find the most severe contingency
to reduce the computational burden.

Table 1 demonstrates a summary of the reviewed classical methods for managing
contingency analysis, with the major strengths and weaknesses of each one.
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Table 1. Summary of the classical methods of contingency analysis.

Method Strengths Weaknesses Reference

Compensation method

• Fast linearized power flow outage
analysis.

• Requires less computer storage.
• Include the assessment of

simultaneous outages of
k-branches (N-k contingencies).

• Nonlinear networks are not
supported.

• Simulate only the outage of
passive elements.

[7,8]

Partial refactorization
• Factorization is performed only

on the affected part of the matrix.

• Numerical performance depends
on the position of the modified
elements.

• Numerical performance decreases
if the number of changes in the
matrix is small.

[9]

DC power flow • Very fast.
• Non-iterative approach.

• Risk of divergence.
• Less accurate. [10]

Severity index
• Number of scenarios to be

evaluated is greatly reduced.
• Errors due to the screening effect.
• Do not enumerate every

contingency.
[11,12]

Graph theory

• Possibility of re-using the base
case symbolic factorization.

• Fast.

• Unsuited to simulate remedial
actions.

• Efficient for contingencies
involving only a few branch
elements.

[13]

Optimization methods

• Reduction in CPU time.
• Remedial actions can be included

in the optimization function.
• Include the assessment of

simultaneous outages of
k-branches.

• Do not enumerate every
contingency.

• High Complexity.
[14–20]

Additionally, the aforementioned methods have only addressed cases where the
change in the sparsity pattern of the Jacobian matrix is caused by the change in network
topology. However, in an automatic adjusting solution [21,22] a new symbolic factorization
is not only required for a change involving network topology but also during Newton’s
iterative process (due to control adjustment); hence, the symbolic factorization of the base
case Jacobian matrix cannot be systematically reused in contingency cases.

In this paper, an original modeling technique has been proposed to avoid the occur-
rence of change in the sparsity pattern within the same power flow run (due to control
adjustments) and after evaluating a new contingency scenario (due to a change in network
topology). The proposed solution will overcome the limitations identified in classical meth-
ods (Table 1) and allow for the systematic and fast solving of contingency analysis. More
specifically, we propose to perform the contingency analysis using only one symbolic fac-
torization. The proposed approach is completely generic and can easily accommodate the
simultaneous outages of k-branches in the network (i.e., N-k contingency analysis) with the
possibility to include any remedial actions that consist of putting in new service elements.

This paper uses the power flow solver based on GFMA formulation to solve the power
flow problem [23]. The algorithm of GFMA is based on the rigorous full Newton–Raphson
approach and relies on the automatic adjustment technique, which provides an accurate
and fast power flow solution. The high flexibility of this formulation offers the possibility
of re-using the base case symbolic factorization of the Jacobian matrix to recompute the
power flow of any other scenario. The basic idea behind the proposed approach is to imbue
the GFMA power-flow algorithm with the concept of the dynamic parameters to preserve
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the same sparsity pattern of the Jacobian matrix. The dynamic parameters concept is the
main contribution of this research paper.

This paper starts with a brief presentation of the GFMA method for solving power flow
problems. The second part presents the modeling concept of dynamic parameters. In the
third part, the dynamic parameters are introduced into the component models to perform a
unique symbolic factorization in the contingency analysis. The last part presents illustrative
simulation examples to evaluate saved time for relatively large transmission networks.

2. GFMA Formulation

The formulation of GFMA is recalled here to establish the basis for the following
algorithms. GFMA provides a generic power flow formulation capable of handling complex
component models and arbitrary network topology. In this method, each component of
a system is modeled autonomously as a subsystem using a non-causal mathematical
representation. The implicit representation of the system and the modular approach avoid
many theoretical modeling complications, as the variables and load flow constraints can be
arbitrarily defined. The GFMA formulation is generic, extensible, and can handle arbitrary
component models without any known limitation.

Each component is described using the model representation in the form of Equation (1).
For the convenience of the reader, matrices and vectors are indicated in bold type characters.

gk(uk, yk, xk,λk) = 0 (1)

where:

• uk are the model input variables.
• yk are the model output variables.
• xk are the model internal variables.
• λk are the model variables.

Each model introduces m inputs, n outputs, and h internal state variables. These
variables are expressed in real units and can be arbitrarily defined. The voltages are defined
as inputs to establish the electrical connection with the connected bus and the currents
as outputs to formulate Kirchhoff’s Current Law. The inputs and outputs represent the
interface between the model and the system. The readers can refer to [23] for more details.

The component models are aligned along the diagonal to form the equipment Jacobian
matrix. This block diagonal matrix is augmented with the linking equations to establish the
connection between components. These extra-equations are external to the components
model and have a linear form as follows:

∑
i,j

(ci,k.yi,k + dj,l .uj,l) = 0 (2)

where yi,k is the ith output variable of the kth model; uj,l is the jth input variable of the lth
model; ci,k and dj,n are the coefficients associated with yi,k and uj,l , respectively.

Herein, the system is initialized using the single-iteration FP solution [24]. The estima-
tion of the initial guess of the state vector is obtained by converting (1) to the linearized
version and solving the resulting linear system of equations in the form of

A.x = b (3)

A comprehensive example is shown in Figure 1 to explore the structure of the Jacobian
matrix. As can be seen from Figure 2, the upper and lower block of the Jacobian matrix
represent the network equipment and linking equations, respectively. The obtained Jaco-
bian matrix is sparse and unsymmetrical. It is important to notice that the system buses
do not contribute to the Jacobian matrix of the system with additional nonzero elements
(Figure 2).
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Figure 1. Test system example.

Figure 2. Matrix structure.

3. Dynamic Parameters Approach

A sparse matrix solver provides efficient numerical solutions to solve linear equations.
The KLU solver is suitable for solving unsymmetrical and sparse linear systems [25] and
is considered one of the most efficient packages designed for electrical circuits. Roughly
speaking, the KLU solver performs two steps in sequence:

1. Symbolic factorization: performs optimal permutations and pre-ordering to reduce
the fill-ins (number of non-zero elements).

2. Numerical factorization: Computes the factorization sub-matrices L and U.

The change in the Jacobian matrix structure is due to the presence of conditional
statements (“if-else”) in the code corresponding to different operating conditions. These
conditions are evaluated, and the appropriate constraint equation is executed (see Equation (4)).

g = f1 i f Condition(1)
...

...
...

g = fi else i f Condition(i)
...

...
...

g = fn else Condition(n)

(4)
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The equation can be formulated as one compact mismatch equation.

g = λ0 f0 +
i=n

∑
i=1

λi fi (5)

where:

• fi and λi are the non-linear constraint equation and the dynamic parameter for the ith
condition, respectively.

• f 0 and λ0 are the linear constraint equation and the dynamic parameter used for the
ini-tialization. It is worth noting that the term λ0f 0 can be dropped from Equation (5)
if the model is linear.

The dynamic parameters approach consists of updating the parameters λi from itera-
tion to iteration to enforce the appropriate mismatch equation. Specifically, when a new
condition is flagged, the parameter associated with the enforced constraint equation is
set to one, while the other parameters are all set to zero. This modeling technique pre-
vents a change in the sparsity pattern of the Jacobian matrix since the same mathematical
expression holds for all operating conditions.

Equations (4) and (5) are mathematically equivalent but numerically different. The
main advantage of formulation (5) resides in its high computational performance since the
repetitive symbolic factorizations are systematically avoided.

The dynamic parameters approach has been successfully applied to the power flow
problem and will be extended here for contingency analysis. It will be demonstrated in the
next section that the use of this modeling technique finds useful applications in network
problems involving a change in network topology.

4. Outage Modeling

In this section, the dynamic parameters approach presented in [23] is extended to
avoid the symbolic factorizations related to the change in network topology. Herein, the
constraint equation enforcing the outage of the equipment ( fc) and its associated parameter
(λc) are incorporated in the original formulation as follows:

g = λc fc + (1− λc).(λ0 f0 +
i=n

∑
i=1

λi fi) (6)

The first term of Equation (6) prevents change in the nonzero pattern of the Jacobian
matrix caused by the change in the network topology. To simulate a new contingency
scenario, the parameter λc associated with the localized equipment outage must be set
to one. For the base case scenario, the same parameter is set to zero for all elements in
the network.

A flowchart depicting the updates in the dynamic parameters in the contingency
algorithm is shown in Figure 3.

From a computational point of view, the constraint equation fc is considered a judicious
choice if the following conditions are fulfilled:

• Condition 1: Ideally, the constraint equation fc should not introduce additional non-
zero elements in the Jacobian matrix other than those initially generated from fi.

• Condition 2: A linear constraint equation is preferred, as the Newton–Raphson con-
verges more robustly due to its more linear formulation.

In the following sections, the equations for each model are developed using a compact
mismatch equation according to the dynamic parameter approach. For the sake of clarity,
the model equations are expressed in complex form, and the partial derivatives are not
detailed here, as they can be obtained using the symbolical computation [26].
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Figure 3. Updates in the dynamic parameters in the contingency case power flow solution.

4.1. Line Outage

The outage of the line is represented by a linear constraint equation forcing the entering
currents to zero. For the sake of clarity, the line model of Figure 4 is presented as an example.
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Figure 4. Line model.

The vector mismatch equation of the line formulated with the dynamic parameters is
given by

g = λc.
[

I1
I2

]
︸︷︷︸

‘ fc

+ (1− λc).(
[

I1
I2

]
−Y.

[
V1
V2

]
︸ ︷︷ ︸

‘ f1

) (7)

It should be noted that the linear constraint equation f0 used for the initialization is
not required here since the line model is inherently linear.

4.2. Generator Outage

The synchronous generator (SG) is modeled as variable susceptance and conductance
(G and B) [23]. The latter two (G and B) are defined in the model as internal state variables
which are solved to satisfy the power flow constraints of the machine. This model is
numerically more efficient and converges faster than the conventionnel internal voltage
behind reactance [27,28].

The SG state variables added to the system’s variables are as follows:

XSG = [
VR,a

k , VR,b
k , VR.c

k
V I,a

k , V I.b
k , V I,c

k︸ ︷︷ ︸
inputs

, G, B︸︷︷︸
Internal

,
IR,a
k , IR,b

k , IR.c
k

I I,a
k , I I.b

k , I I,c
k︸ ︷︷ ︸

outputs

] (8)

This model introduces eight unknown variables (six for output currents and two for
internal variables) required for the solvability of the same number of equations.

For a machine with PV constraint, the mismatch equation written with dynamic
parameters is given by

g = λc.
[

G
B

]
︸︷︷︸

fc

+ (1− λc).(λ0.
[

G− G0
B− B0

]
︸ ︷︷ ︸

f0

+ λ1.
[

PG − Pdes
VG −Vdes

]
︸ ︷︷ ︸

‘ f1

+ λ2.
[

0
QG −Qmin

]
︸ ︷︷ ︸

‘ f2

+ λ3.
[

0
QG −Qmax

]
︸ ︷︷ ︸

‘ f3

) (9)

where the active and reactive power is expressed as a function of the state variables

PG + jQG = I∗abcVabc (10)

The sign ∗ indicates the complex-conjugate operator.
This mismatch equation can capture all possible operating conditions of the machine,

including the initialization and equipment outage.
In the initialization stage, the parameter λ0 is set to one while all other parameters

are set to zero, and the non-linear constraint equations of the generator are reverted to
the linearized version. The linear constraint equation f0 is specifically introduced in the
mismatch equation to estimate the initial value of the susceptance and conductance. For a
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machine with PV constraint, G0 and B0 are estimated, assuming a nominal power factor of
the machine and the desired active power.

G0 + jB0 =
conj(Pdes + jQdes)

|VLLnom|2
(11)

The parameters λ1,λ2,λ3 are dynamically updated during the iterative power flow
process to flag all operating conditions of the generator. This allows the machine to switch
from PV to PQ when its reactive power limit is violated.

The outage of the generator is represented by an equation forcing the susceptance
and conductance to zero. This constraint equation ( fc) is linear and does not introduce any
additional nonzero elements in the mismatch equation other than those generated from
f0, f1, f2, and f3. The generator is considered effectively out of service if the parameter is set
to one.

Six equations are also introduced from the equation relating the terminal voltages
and currents.

Iabc = (AY012A−1).Vabc (12)

where A is the Fortescue’s transformation matrix; Vabc and Iabc are the vector of generator
voltages and current in phase domain, respectively.

Y012 =

Y0 0 0
0 G + jB 0
0 0 Y2

 (13)

With the introduction of the dynamic parameters, the constraint Equation (13) becomes

Iabc = A

Y0 0 0
0 λc.(G0 + jB0) + (1− λc).(λ0.(G0 + jB0) + (λ1 + λ2 + λ3).(G + jB)) 0
0 0 Y2

A−1Vabc (14)

4.3. Transformer Outage

In this section, the transformer outage model is implemented in a three-phase power-
flow solution method based on the GFMA formulation. Therein, an ideal transformer
connected between nodes k and n is modeled by describing the voltage and current equa-
tions relating the primary and secondary windings. The node m is inserted to include
the three-phase impedance transformer. This solution is generic and can be used to han-
dle arbitrary transformer connections. The transformer model depicted in Figure 5 is
used to derive the constraint equations in the phase domain for an arbitrary three-phase
transformer connection.

The constraint equations for the transformer are given by

g =


λc ·

[
−Imabc

Inabc

]
︸ ︷︷ ︸

‘ fc

+ (1− λc) ·
([ −Imabc

Inabc

]
−
[

Ytr −Ytr
−Ytr Ytr

][
Vmabc

Vnabc

]
︸ ︷︷ ︸

f1

)
Vmabc −D( ratio ).Vkabc
Ikabc

+ DT( ratio ) · Imabc

(15)

where Ytr is the three-phase transformer admittance matrix; ratio is the turn ratio of the
master transformer; D is the dependency that is expressed as a function of turn ratio; and
the sign T indicates the transpose matrix operator.

The transformer outage is simulated by forcing the output currents at both sides of
the transformer to zero. This is achieved by setting the parameter λc to one.
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Figure 5. Three-phase transformer.

4.4. Switching Device Outage

For an ideal switch connected between nodes k and m, the model equation of the
switch device depicted in Figure 6 is given by

g = λc. Ikm︸︷︷︸
‘ fc

+ (1− λc).(Vk −Vm︸ ︷︷ ︸
‘ f1

) (16)

Figure 6. Switch device.

In this equation, the switch is considered in-service if λc is set to zero (i.e., closed
position). The same equation can be used to simulate the outage of the ideal switch by
setting λc to one (i.e., opened position).

4.5. Load Shedding

An optimal load-shedding scheme is necessary under contingency conditions to
prevent cascade outages and complete black-out [29]. The load is formulated using the
current-mismatch equations [30,31]. The load mismatch equation is given by

g = λc. Ikm︸︷︷︸
‘ fc

+ (1− λc).(λ0.(Ikm −YL(Vk −Vm)︸ ︷︷ ︸
f0

) + λ1.(Ikm −
Pdes − jQdes

V∗k −V∗m
)︸ ︷︷ ︸

‘ f1

) (17)

where Vk and Vm are the voltages at nodes k and m, respectively; Ikm is the injected load
current; and YL is the estimated load admittance used for the initialization.

5. General Aspects of the Algorithm

With the introduction of the dynamic parameters in the formulation of mismatch
equations, the sparsity pattern of the Jacobian matrix corresponding to the base case sce-
nario becomes identical to that of any contingency case. The unique symbolic factorization
retained in all scenarios of contingency analysis corresponds to that performed for the
system initialization of the base case scenario.

In the base case scenario, all the network equipment is initially in service. However,
any equipment that was initially out of service but expected to be connected as part of
remedial action must be included in the base case scenario and modeled as an out-of-service
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element. From a modeling point of view, adding and removing an element from the system
are treated similarly.

Simultaneous outages (N-2) are treated as single outages (N-1). Both can reuse the
symbolic factorization of the base case scenario.

The main drawback of the proposed approach is that the nonzero elements and the
size of the Jacobian matrix in the contingency cases are slightly overestimated. To illustrate
this point, let us consider an outage of a transmission line that is modeled using dynamic
parameters. The Jacobian elements are obtained by replacing the dynamic parameter λc in
Equation (7) with one and then deriving the partial derivatives with respect to the state
variables. Expressed in real form, the Jacobian elements of the positive sequence model of
the line are given by

∂g
∂I1R,I

= 1 ∂g
∂I2R,I

= 1
∂g

∂V1R,I
= 0 ∂g

∂V2R,I
= 0

(18)

As can be seen from Equation (18), eight nonzero elements contribute to removing a
branch element from the system. These elements will exist only if the symbolic factorization
of the base case scenario is reused for the contingency scenario. This is evident from the fact
that all elements in the base case are initially considered in service. It is worth noting that
the KLU solver does not drop numerically zero entries from its sparse matrix; therefore,
all the entries that are present in the data structure of the Jacobian matrix are not dropped,
even though they are numerically zero.

The contingency analysis is performed with the algorithm depicted in Figure 7.

Figure 7. Contingency algorithm.
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6. Validation

The proposed solution has been tested for the IEEE 57-bus and the IEEE 118-bus test
systems. These networks are used to evaluate the numerical performance of the proposed
solution. The objective is to compare the computational cost of the proposed solution
(GFMA) with the contingency analysis method implemented in CYME power engineering
software. This conventional method consists of performing extensive simulations and
the strict checking of all possible contingencies using a MANA (Modified-augmented-
nodal-analysis)-based power flow solution [32,33]. MANA and GFMA are two different
formulations, but both are implemented in a-b-c reference frame and solved using the
full-Newton algorithm and KLU solver.

Herein, the simulations are performed for the N-1 and N-2 security criteria. The N-1
criterion considers a unique contingency that is cleared by the primary protection, in this
case, the faulted element is disconnected from the system without any further impact on
the system. However, the N-2 criterion considers that the first outage in the system results
in a second component failure. It is worth noting that the N-k security criterion leads to CN

k
possible contingencies (CN

k = N!
k!(N−k)! ).

To evaluate the resolution time of the contingency analysis, timers were inserted into
the code sections, where the symbolic and numerical factorizations are performed. The
normalized CPU time with respect to the proposed solution is presented at the end of this
section, and a comparison between the numerical efficiency of these two methods serves as
a closing statement.

All algorithms have been programmed and executed using the MATLAB Platform,
which runs on a dedicated machine (3.4 GHz i7-2600 CPU with 16 GB of RAM). A tolerance
of 0.01% on the voltage mismatch is used as the stopping criterion for each power flow run.

6.1. Case-1: IEEE 57-Bus Test System

The IEEE 57-bus system shown in Figure 8 is used to test the numerical performance of
the proposed method and to assess the gain in computation time. The network contains 57
buses, 63 lines, 7 generators, 15 two-winding transformers, and 42 loads. The total number
of components that can potentially fail in the system is 85 (N = 63 + 7 + 15). Contingency
is carried out using the GFMA formulation proposed in this paper and MANA formulation
implemented in CYME software.

The strict N-l of the IEEE 57-bus system needs 85 (C85
1 ) outage analyses. Table 2

shows that both methods require the same number of numerical factorizations; however,
the number of symbolic factorizations required in the MANA is 190, while the proposed
solution performs the same calculation with only one symbolic factorization. Moreover,
when the nonzero pattern is already known, the depth-first search used in Gilbert/Peierls
method can be skipped. This means that numerical factorization becomes computationally
less expensive when the sparsity pattern is not changed. Therefore, the cost of the numerical
factorization is smaller for GFMA than MANA. In this case, the GFMA is about 2.30 faster
than MANA (Table 2).

For N-2 contingency analysis, the IEEE 57-bus system needs 3570 scenarios (C85
2 ).

As expected, the CPU time is significantly reduced since one symbolic factorization is
performed to evaluate this large number of outage scenarios. In this case, the GFMA is about
2.28 faster than MANA (Table 3). Although the performance ratio depends on the system
size and the number of controller devices, this case study clearly demonstrates that the time
required for the analysis is shortened considerably with the use of the proposed method.
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Table 2. CPU Timings for the N-1 contingency analysis using MANA and GFMA.

IEEE 57-Bus System IEEE 108-Bus System

Proposed Solution
(GFMA)

CYME
(MANA)

Proposed Solution
(GFMA)

CYME
(MANA)

Number of Scenarios 85 240

Reading and Treatment of network file Not included Not included

Build and Update Jacobian Matrix 1.84 s 1.76 s 5.57 s 5.13 s

Symbolic Factorizations Symbolic Factorizations

Number of Symbolic Factorizations 1 190 1 531

Timing of Symbolic Factorizations 0.010 s 2.09 s 0.013 s 6.90 s

Numerical Factorizations Numerical Factorizations

Number of Numerical Factorizations 425 * 425 1177 * 1177

Timing of Numerical Factorizations 1.06 * s 2.97 s 3.01 s * 8.43 s

Solve 0.084 s 0.082 s 0.12 s 0.10 s

Total CPU Time 2.99 s
(100%)

6.91 s
(230%)

4.24 s
(100%)

20.56 s
(484%)

* Numerical Refactorization.

Table 3. CPU Timings for the N-2 contingency analysis using the MANA and GFMA.

IEEE 57-Bus System IEEE 108-Bus System

Proposed Solution
(GFMA)

CYME
(MANA)

Proposed Solution
(GFMA)

CYME
(MANA)

Number of Scenarios 3570 28,680

Reading and Treatment of network file Not included Not included

Build and Update Jacobian Matrix 76.28 s 72.46 s 687.40 s 651.43 s

Symbolic Factorizations Symbolic Factorizations

Number of Symbolic Factorizations 1 8925 1 71,690

Timing of Symbolic Factorizations 0.011 s 93.71 s 0.013 s 931.97 s

Numerical Factorizations Numerical Factorizations

Number of Numerical Factorizations 16,950 * 16,950 136,170 * 136,170

Timing of Numerical Factorizations 42.37 s * 110.17 s * 267.00 s * 695.00 s

Solve 3.65 s 3.54 s 31.86 s 29.45 s

Total CPU Time 122.31 s
(100%)

279.89 s
(228%)

986.27 s
(100%)

2308.00 s
(234%)

* Numerical Refactorization.

The sparsity pattern of the Jacobian matrix of the base case scenario has a dimension
of R3078X3078 with 16,242 nonzero elements (see Figure 9). The matrix structure of the base
case scenario is identical to any contingency case.
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Figure 8. IEEE 57-bus System.

Figure 9. Sparsity pattern of the Jacobian matrix of the base case scenario (IEEE 57-bus System).



Energies 2023, 16, 4279 15 of 17

6.2. Case-2: IEEE 108-Bus Test System

This IEEE 108-bus test system was used in various studies for contingency evaluation
and voltage security assessment. This system contains 19 generators, 35 synchronous
condensers, 177 lines, 9 transformers, and 91 loads (Figure 10). The total number of
components is 240 (N = 19 + 35 + 177 + 9). The strict N-l and N-2 checking of the IEEE
108-bus system needs 240 and 3570 outage analyses, respectively.

The comparative analysis presented in Tables 2 and 3 leads to the same findings as
those observed in the IEEE 54-bus system. Once more, the proposed solution proves to be
faster than MANA, with a significant reduction in resolution time.

In addition, the proposed method performs better for larger systems and its effi-
ciency increases as the system increases in size. This can be observed from the results of
Tables 2 and 3, where the detailed CPU time is provided for both networks (IEEE-54 and
IEEE-108 systems). This is explained by the fact that the number of symbolic factorizations
required to cover all contingencies increases drastically with the size of the network.

Figure 10. IEEE 118-bus test system.

7. Conclusions

The proposed modeling technique presented in this paper exploits the flexibility of
the GFMA formulation to avoid the repetitive symbolic factorizations required during the
iterative power flow process and after the modification of network topology. Herein, the
contingency analysis is performed with only one symbolic factorization using a Newton-
like method and KLU sparse matrix solver.

The proposed approach is completely generic and can be applied to simulate simulta-
neous outages of k-branches elements in the network and any remedial actions that consist
of putting in service new elements. The proposed solution is generic and can be applied to
the strict N-k checking without any known limitation.

The new method has been tested on IEEE 57-bus and IEEE 108-bus test systems, with
all the details represented and simulated. The power system security assessment under N-1
and N-2 contingency conditions demonstrates that a significant computational gain has
been achieved by applying the concept of dynamic parameters. The results also showed
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that the method performs better for larger systems and that its efficiency increases as the
system increases in size.
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