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Abstract: The accuracy of wind power generation predicted by computational fluid dynamics (CFD)
simulations combined with meteorological wind data was validated based on comparisons with
directly measured data for a small vertical axis wind turbine system installed on a university campus.
The CFD simulations were performed in accordance with established guidelines and frameworks for
the prediction of urban wind environments. At the rooftop location, where small wind turbines are
typically installed, the deviations in wind velocity from the measurements are quite large. However,
in the present study, the prediction accuracy for the wind turbine site, which was 4 m above the
ground, was acceptable. The total power generation estimated using the assumed power curve based
on the rated output of the turbine was 56% larger than that directly measured by the power generator.
However, using the power curves obtained from the measurements, the total power generation could
be predicted with a high degree of accuracy and with an error of approximately 3%. It is suggested
that not only the accuracy of the wind velocity but also that of the power curve is very important
because they are directly related to that of the predicted power generation.

Keywords: computational fluid dynamics prediction; wind power generation; vertical axis wind
turbine; case study; university campus

1. Introduction

Wind energy is a leading renewable energy source and is expected to be used more
actively in the future [1]. Large wind turbines installed on open terrains, such as offshore
locations, are known for their high-power generation efficiency obtained at higher wind
speeds [2]; however, there are several installation challenges, such as the huge costs and
environmental impacts [3]. In addition, small wind turbines on or near buildings are
expected to be utilized further to harness unused urban wind energy because of their
low-noise and vibration characteristics, and their ability to convert energy efficiently into
rotational energy, even at low wind speeds. This method also has the advantage of reduced
power transmission losses because the locations where energy is generated and used are
closer together [4]. Many reviews have been published on urban wind energy harvesting,
and the challenges it faces have been summarized (e.g., [5–11]). Considerable care must be
taken in selecting locations for wind turbines because the winds inside urban areas and
around buildings are very complex, with high temporal and spatial variability.

Wind tunnel experiments have been used for the detailed predictions of wind-velocity
distributions in urban areas [12–16]. However, few wind tunnel experiments have been
used to directly explore wind energy in urban areas. Danneker and Grant [17] used wind
tunnel tests to investigate wind speed measurements within the ducts around building
models. Al-Quraan [18] conducted a wind energy study based on wind tunnel test results.
They compared the estimated wind energy potential based on the velocity values obtained
from field measurements with the predicted value based on the respective boundary layer
wind tunnel data. In their results, the difference between the estimation of the wind energy
potential and the calculation using the velocity from the field measurement was less than
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5% for the case where the upstream terrain was homogeneous. However, in the case
of inhomogeneous upstream terrain conditions, the difference increased by up to 20%.
The results indicate that the accurate prediction of wind velocity is a prerequisite for the
accurate prediction of wind energy potential.

Conversely, CFD simulations have been extensively used as an alternative to wind
tunnel experiments. Whereas wind tunnel experiments are limited by the number of mea-
surement points and components owing to the constraints of the measurement instruments,
CFD is highly advantageous in capturing the three-dimensional distributions of wind
velocity with high resolution. In particular, because digital geometry data for buildings
in urban areas have recently become more readily available, it has become possible to
incorporate these data into CFD to predict wind velocity distributions efficiently over a
short period of time. Currently, CFD is increasingly being used in studies on the exploration
of wind energy potential, and these studies have been reviewed by Toja-Silva et al. [19],
Calautit et al. [20], Juan et al. [21], and Kwok and Hu [22]. Although these reviews sug-
gest the significant potential of CFD in urban wind energy prediction, they also highlight
several challenges.

A key challenge in using CFD for the prediction of wind energy in urban areas is the
validation of its accuracy. The first assumption is that the wind velocity distribution must
be correctly predicted. For this purpose, existing CFD guidelines and frameworks that have
been developed for the prediction of wind velocity distribution around buildings and in
urban areas must be useful [23–25]. Using CFD, studies have been conducted on the optimal
location of wind turbines and the effects of building geometries. For simple geometries,
such as those of single buildings, validation studies can be conducted with wind tunnel
results with respect to mean wind velocities and their fluctuations (e.g., [26,27]). However,
when actual urban areas are targeted, it is difficult to validate the accuracy of wind velocity
predictions compared with that for a single building. Furthermore, a gap exists between
the wind velocity and power generation predictions. Most previous studies predicted the
average wind velocity using CFD and evaluated the converted power generation using
wind velocity and assumed power coefficients. For example, Yang et al. [28] developed CFD-
based evaluation procedures to determine potential mounting sites for wind turbines and
to obtain estimates of wind power by considering the details of the local urban topography
and boundary conditions of the microenvironment. In their study, the wind velocities
were compared with the measurement results; however, for power generation, they only
compared the wind power density (i.e., (1/2)ρu3). Nevertheless, because wind velocities
are associated with long-term fluctuations, such as hourly, daily, and seasonal, in addition
to turbulent fluctuations, the gap between the amount of power generation and the average
wind velocity prediction is not negligible. In other words, there are very few cases in
which the accuracy of the power generation prediction is directly confirmed using the
measured values.

In this study, the accuracy of wind power generation predicted by CFD simulations
combined with meteorological data was validated by comparing it with the directly mea-
sured accuracy for a small vertical axis wind turbine (VAWT) system installed on a uni-
versity campus. The CFD simulations were performed in accordance with established
guidelines and frameworks for the prediction of urban wind environments. The objectives
of this study were to identify the gap between the accuracies of CFD predictions of the
wind velocity field and power generation prediction, and to quantify the impact of this
difference on the assessments of wind energy potential. As a result, precautions and issues
that need to be considered to predict the wind power generation potential accurately can
be identified for small VAWT systems installed near buildings.

The remainder of this paper is organized as follows: Section 2 introduces this study’s
targets and research procedure. Section 3 describes the CFD simulation conditions. Section 4
presents the simulated CFD wind velocity prediction results and their validation. Section 5
presents the power generation prediction results based on the CFD results and compares
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them with the measured results. Section 6 summarizes the conclusions of this study and
discusses its limitations and prospects.

2. Study’s Target
2.1. Wind Turbines and the Surrounding Environment

The Niigata Institute of Technology campus, where the VAWT targeted in this study
was installed, is located in Kashiwazaki City, Niigata Prefecture, Japan. Figure 1 shows an
aerial view of the campus surroundings. Campus buildings were built on a hillside and are
surrounded by rice paddies and woods. The Automated Meteorological Data Acquisition
System (AMeDAS) station of the Japan Meteorological Agency is located approximately
2.7 km away in the northwest direction. An overview of the campus buildings is illustrated
in Figure 2. The locations of the wind turbines are also indicated in Figure 2. In this
study, the data obtained by the two anemometers shown in Figure 2 were used: one on
the rooftop and the other near the VAWT. The anemometer installed on the rooftop is a
compact weather station developed by Meisei Electric Co., Ltd. (Isesaki, Japan) [29]. The
wind velocity and direction were measured using an ultrasonic anemometer at the height
of 4 m above the rooftop floor, as shown in Figure 2a. The observation data transmitted
at 1 min intervals from the weather station were accumulated in a leased cloud server
automatically and in real-time. Ten minute average wind direction and wind velocity were
calculated from the accumulated data. The wind velocity and direction near the VAWT
were measured using a wind sentry anemometer and vane (Model 03002L, R.M. Young
Co., Traverse, MI, USA) at the height of 4 m above the ground, as shown in Figure 2b. The
output data from the anemometer were transmitted at 30 s intervals from a data logger
(RTR505B, T&D Co., Matsumoto, Japan) to the cloud server, and 1 h average values were
calculated. The VAWT system consisted of three Kharios N1000-BGGs manufactured by
Nakanishi Metal Works Co., Ltd (Osaka, Japan). The number of blades was four, the length
was 2.5 m, the rotating diameter was 1.5 m, and the height of the upper end of the vane
was 6.8 m. The VAWT was designed with a starting wind speed of 0.8 m/s, cut-in wind
speed of 2.0 m/s, and power generation of 1000 W at 13 m/s.
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Observations and measurements were made for 4 years from 2017 to 2021. Only the
data for the winter period (December to March) were used because the wind is relatively
strong, owing to the monsoon blowing from the Sea of Japan in this area; accordingly, the
thermal effect is small. Additionally, only data that were associated with the conditions
based on which the 10 min averaged velocity at the meteorological station exceeded
2 m/s were retained in an attempt to exclude measurement values affected by the thermal
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effect. The frequency of occurrence and average wind speed for each wind direction at
the meteorological station during the observation period are shown in Figure 3. The wind
directions with the largest frequencies of occurrence were W, WNW, and SE, but strong
winds were limited to the westward direction owing to the monsoon.
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Figure 3. Occurrence frequency of wind direction (a) and mean wind velocities (b) for 16 wind
directions at the meteorological station (AMeDAS Kashiwazaki).
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2.2. Research Procedure

An outline of the CFD simulations performed in this study is shown in Figure 4.
Campus buildings and topographic undulations were reproduced in the CFD simulations
as described subsequently in detail, but not the VAWT itself. The wind velocity ratio was
calculated as the ratio of the wind velocity at the VAWT location to the reference wind
velocity at the meteorological station. For comparison, the wind velocity ratio was also
calculated on the rooftop of a building, which is typically selected as the setting location
for small wind turbines. That is, the following wind velocity ratios on the rooftop (RT) and
in the vicinity of the VAWT (WT) were calculated for each wind direction (i) and used to
validate the CFD simulations.

RRT_i =
VRT_i
VMet_i

(1)

RWT_i =
VWT_i
VMet_i

(2)

where RRT_i and RWT_i are the velocity ratios at the RT and WT locations, respectively. VRT_i
and VWT_i are the velocities at the RT and WT locations, respectively. VMet_i is the velocity
at the meteorological station; in the CFD simulations, it was replaced by the velocity at the
inlet boundary at the same height. In this study, the calculations were performed separately
for 16 wind directions and the wind velocity ratios for each wind direction, i.e., RRT_i and
RWT_i, were stored. The changes in wind direction were considered by multiplying the
directional wind velocity ratios with the directional wind velocities according to the wind
directions at the meteorological station on an hourly basis. It should be noted that the wind
directions at the meteorological station and the inlet boundary of the CFD simulation were
assumed to be identical.

Energies 2023, 16, 4912 6 of 20 
 

 

 
Figure 4. Schematic comparing the observation and CFD setups. 

The power generation prediction procedure is shown in Figure 5. The input condi-
tion was the hourly variation in wind velocity and direction at the meteorological sta-
tion. Multiplying them by the aforementioned wind velocity ratio at the WT location ob-
tained by CFD for each wind direction yielded the hourly wind velocity variation ex-
pressed by Equation (2). The temporal variation in the power generation by the VAWT 
can be predicted by multiplying this wind velocity variation by the power curve of the 
VAWT. The power curve used in this process was validated based on the observed re-
sults. Finally, the total power generation for a given period was predicted by integrating 
the hourly variations in power generation. The amount of power generated during this 
period was also validated. 

 

Observation

Rooftop
(RT)

VAWT site
(WT)

Meteorological 
station

CFD prediction

Rooftop
(RT)

VAWT site
(WT)

Inlet boundary

Figure 4. Schematic comparing the observation and CFD setups.

The power generation prediction procedure is shown in Figure 5. The input condition
was the hourly variation in wind velocity and direction at the meteorological station.
Multiplying them by the aforementioned wind velocity ratio at the WT location obtained
by CFD for each wind direction yielded the hourly wind velocity variation expressed by
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Equation (2). The temporal variation in the power generation by the VAWT can be predicted
by multiplying this wind velocity variation by the power curve of the VAWT. The power
curve used in this process was validated based on the observed results. Finally, the total
power generation for a given period was predicted by integrating the hourly variations in
power generation. The amount of power generated during this period was also validated.
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3. CFD Simulation Setup
3.1. Computational Model and Domain

Based on the best practice guidelines [23,24], an 800 m× 800 m× 200 m computational
domain centered on campus buildings was created, as shown in Figure 6. Because the
same computational domain was used for 16 wind directions, the horizontal domain size
was determined so that the downstream domain length is adequately long to allow the
development of the wake region behind the buildings, which is beneficial for the simulation
convergence. The domain height is over 10 times the height of the highest building, which is
adequately large to ensure that the blocking ratio is small enough. Considering the practical
costs of data preparation and computational burdens, only campus buildings were explicitly
reproduced, whereas other land features, such as trees and small obstacles, were modeled
using roughness parameters. The topographic undulations were also reproduced based
on 5 m mesh data from the Digital National Land Information provided by the Geospatial
Information Authority of Japan. Three-dimensional geometric data were obtained from the
retrieved point cloud data.

3.2. Computational Grid

The computational grid used in this study was confirmed to be grid independent ac-
cording to a grid sensitivity analysis. The basic computational grid consisted of
2,257,401 tetrahedral and pyramidal cells. The boundary layer cells were set up on the
ground surface [24]. The smallest cell volume was 5.2 × 10−5 m3, and the largest was
2.1 × 10−3 m3. The horizontal resolutions of the ground surface and buildings were 1.6 m
and 1.0 m, respectively. The horizontal resolution of the region outside the campus was
15.0 m for all grids. The same computational grid was used to perform the CFD simulations
for 16 wind directions.
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Two different grids, fine and coarse, were prepared for grid sensitivity analysis. The
main grid features are summarized in Table 1. The three grids on the campus buildings
and ground surfaces are compared in Figure 7.

Table 1. Main features of the grid adopted for the grid sensitivity study.

Grid Total Number of Cells Smallest Cell
Volume (m3)

Largest Cell
Volume (m3)

Resolution of
Ground Surface (m)

Resolution of
Building Surface (m)

Coarse 1,375,619 1.3 × 10−5 2.5 × 10−3 2.0 1.5
Medium 2,257,401 5.2 × 10−5 2.1 × 10−3 1.6 1.0

Fine 5,377,799 3.1 × 10−5 2.1 × 10−3 1.6 0.5

Energies 2023, 16, 4912 8 of 20 
 

 

Table 1. Main features of the grid adopted for the grid sensitivity study. 

Grid Total Number of Cells Smallest Cell 
Volume (m3) 

Largest Cell 
Volume (m3) 

Resolution of 
Ground Surface (m) 

Resolution of 
Building Surface 

(m) 
Coarse 1,375,619 1.3 × 10−5 2.5 × 10−3 2.0 1.5 

Medium 2,257,401 5.2 × 10−5 2.1 × 10−3 1.6 1.0 
Fine 5,377,799 3.1 × 10−5 2.1 × 10−3 1.6 0.5 

 
Figure 7. Computational grids for grid sensitivity analysis: (a) basic grid with 2,257,401 cells, (b) 
coarse grid with 1,375,619 cells, and (c) fine grid with 5,377,799 cells. 

3.3. Solver Settings 
The governing equations for the mass and momentum were solved using the finite 

volume approach of ANSYS Fluent 2022R1 [30]. CFD simulations were performed for 
neutral atmospheric boundary layers and isothermal conditions under a steady state. 
The Reynolds-averaged Navier–Stokes equations (RANS) (mass and momentum conser-
vation) for incompressible fluids without body forces were used: 

Figure 7. Cont.



Energies 2023, 16, 4912 8 of 19

Energies 2023, 16, 4912 8 of 20 
 

 

Table 1. Main features of the grid adopted for the grid sensitivity study. 

Grid Total Number of Cells Smallest Cell 
Volume (m3) 

Largest Cell 
Volume (m3) 

Resolution of 
Ground Surface (m) 

Resolution of 
Building Surface 

(m) 
Coarse 1,375,619 1.3 × 10−5 2.5 × 10−3 2.0 1.5 

Medium 2,257,401 5.2 × 10−5 2.1 × 10−3 1.6 1.0 
Fine 5,377,799 3.1 × 10−5 2.1 × 10−3 1.6 0.5 

 
Figure 7. Computational grids for grid sensitivity analysis: (a) basic grid with 2,257,401 cells, (b) 
coarse grid with 1,375,619 cells, and (c) fine grid with 5,377,799 cells. 

3.3. Solver Settings 
The governing equations for the mass and momentum were solved using the finite 

volume approach of ANSYS Fluent 2022R1 [30]. CFD simulations were performed for 
neutral atmospheric boundary layers and isothermal conditions under a steady state. 
The Reynolds-averaged Navier–Stokes equations (RANS) (mass and momentum conser-
vation) for incompressible fluids without body forces were used: 

Figure 7. Computational grids for grid sensitivity analysis: (a) basic grid with 2,257,401 cells,
(b) coarse grid with 1,375,619 cells, and (c) fine grid with 5,377,799 cells.

3.3. Solver Settings

The governing equations for the mass and momentum were solved using the finite
volume approach of ANSYS Fluent 2022R1 [30]. CFD simulations were performed for
neutral atmospheric boundary layers and isothermal conditions under a steady state. The
Reynolds-averaged Navier–Stokes equations (RANS) (mass and momentum conservation)
for incompressible fluids without body forces were used:

∂Ui
∂xi

= 0 (3)

∂
(
UiUj

)
∂xj

= −1
ρ

∂P
∂xi

+
∂

∂xj

(
ν

∂Ui
∂xj
− ρu′iu

′
j

)
(4)

where P is the mean pressure, ρ the fluid density, and ν is the kinematic viscosity. Using
the two-equation RANS approach, the Reynolds stresses (u′iu

′
j) are prescribed in terms of

the mean flow values, and the statistical turbulence closure (turbulence kinetic energy and
turbulence dissipation rate equations) is based on the Boussinesq hypothesis, i.e., a linear
relationship between the turbulent stresses and the mean velocity gradients,

−u′iu
′
j = 2νtSij −

2
3

kδij (5)

where Sij is the strain rate tensor (= 1
2

(
∂Ui
∂xj

+
∂Uj
∂xi

)
), νt is the kinematic eddy viscosity,

δij the Kronecker Delta function, and k is the turbulence kinetic energy (TKE). The kinematic
eddy viscosity is modeled as follows,

νt = Cµ
k2

ε
(6)

In this study, a realizable k–ε turbulence model [31] was used. The modeled transport
equations for TKE and the turbulence dissipation rate (ε) in the realizable k–ε model are,

∂Ujk
∂xj

=
∂

∂xj

[(
ν +

νt

σk

)
∂k
∂xj

]
+ Pk − ε (7)

∂Ujε

∂xj
=

∂

∂xj

[(
ν +

νt

σk

)
∂ε

∂xj

]
+ C1

ε

k
Pk − C2

ε2

k +
√

νε
(8)

where σk = 1, σε = 1.2, and C2 = 1.9.
The production of k is modeled as follows,
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Pk = νtS2, S =
√

2SijSij (9)

The model coefficient C1 is determined as follows,

C1 = max
[

0.43,
η

η + 5

]
, η = S

k
ε

(10)

In contrast to the standard k–ε model [32], Cµ in Equation (6) is not constant and is
computed from

Cµ =
1

A0 + AS
kU∗

ε

, U∗ ≡
√

SijSij + ΩijΩij, Ωij =
1
2

(
∂Ui
∂xj
−

∂Uj

∂xi

)
(11)

The model constants A0 and AS are given by

A0 = 4.04, As =
√

6cosφ (12)

φ =
1
3

cos−1
(√

6W
)

, W =
SijSjkSki

S̃3
, S̃ =

√
SijSij (13)

The superiority of the realizable k–ε model over other k–ε turbulence models has
been reported in previous systematic validation studies for flow around buildings [33–36].
Notably, Yang et al. [28] concluded that the realizable k–ε model provides more reasonable
predictions of the turbulence intensity for the simulations of the swirling and separating
flows around buildings than those with the use of the standard and RNG k–ε models
according to their CFD simulations and field measurements conducted to evaluate the
wind resources available in an urban area.

The advection terms for the transport equations were discretized using a second-order
upwind scheme for momentum and a first-order upwind scheme for k and ε, and the
pressure interpolation was maintained at the second order. The semi-implicit method
for the pressure-linked equations (SIMPLE) algorithm was used for the pressure–velocity
coupling. Convergence was assumed to be obtained when all scaled residuals leveled off
and reached a minimum of 10−5 for x, y, and z momentum and 10−4 for k, ε, and continuity.
Approximately 30 min per wind direction was required for the convergence on a computer
equipped with an Intel® Core™ i3-8100 CPU@3.60 GHz processor.

3.4. Boundary Conditions

The wind velocity profiles of the approaching flow were classified as roughness cate-
gory II, as specified in the AIJ Recommendations for Loads on Buildings of the Architectural
Institute of Japan [37].

U(z) = US

(
z
zS

)α

(14)

where US is the velocity at reference height, zS, and α is the power law exponent (=0.15).
The TKE (k) was estimated from the following equation using the turbulence intensity

in the streamwise direction, Iu, based on the AIJ guidelines [24].

k(z) = (Iu(z)U(z))2 (15)

Iu(z) =
σu(z)
U(z)

= 0.1
(

z
zG

)(−α−0.05)
(16)

where σu is the standard deviation of velocity fluctuation in the streamwise direction, and
zG is the boundary layer height (=350 m).
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The profile of the dissipation rate of the TKE, ε, is given by Equation (17) based on the
AIJ guidelines.

ε(z) = C
1
2
µ k(z)

US
ZS

α

(
z

ZS

)α−1
(17)

where Cµ is a model constant (=0.09).
Table 2 presents the boundary conditions imposed at each boundary of the simulation

domain. In this study, the wind velocities at specific locations were predicted using wind
velocity ratios, i.e., based on Equations (1) and (2) and the velocity measured by the
meteorological station. In the practical range of wind velocities, the effect of the Reynolds
number was considered to be very small; therefore, the reference wind velocity at which
the simulations were performed can be ignored. In this study, the wind velocity was set at
4.0 m/s at the measurement height of the meteorological station considering the average
wind velocity in the area concerned during the observation period. The vertical profiles of
the average streamwise wind velocity and TKE imposed at the inlet boundary are shown
in Figure 8. In this study, calculations were performed for 16 wind directions within the
same computational domain, as shown in Figure 6. For wind directions perpendicular
to the computational domain, the inlet boundary conditions were given as distributions
based on Equations (14)–(17), and the sides were modeled as a symmetry wall (zero
normal velocity and zero normal gradients of all variables). A static pressure of zero was
imposed at the opposite outlet. However, when the wind direction was oblique to the
computational domain, the velocity profiles (divided into x and y components according to
the wind direction) were given at the two side planes. In this case, zero static pressures
were imposed on the two opposite planes at the outlet. The top part of the computational
domain was modeled as a symmetrical wall for all wind directions.

Table 2. Boundary conditions imposed at each boundary of the domain.

Boundary Boundary Conditions

Inlet Imposed vertical profiles for U with Equation (14), k with Equation (15),
and ε with Equation (17) (Velocity inlet)

Outlet Zero gradients for U, k, and ε. Zero for P (Pressure outlet)

Sides
Zero gradient conditions for all variables with the exception that the

normal components of velocity with respect to the boundaries are set to
zero (Symmetry)

Top Symmetry condition

Ground (Outside) Standard wall function with the sand grain-based roughness
modification (Wall) with kS = 0.98 m, CS = 10.0

Ground (Inside) Wall condition with kS = 0
Building Wall condition with kS = 0
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The standard wall functions of Launder and Spalding [38] were used with the sand
grain-based roughness modification of Cebeci and Bradshaw [39]. The parameters kS and
CS in the roughness modification in Fluent were determined from their relationship with
the aerodynamic roughness length z0 [40],

kS =
9.793z0

CS
(18)

For the region outside the campus, where trees and other small obstructions were
implicitly modeled, kS was set to 0.98 m and CS = 10.0 for z0 = 1.0 m. The ground in the
campus area and building surfaces were set to a zero roughness height (kS = 0).

4. CFD Simulation Results for Wind Velocity Prediction
4.1. Grid Sensitivity Analysis

For the W wind direction, the wind velocity and directions were sampled at 25 × 25 points
with 10 m intervals over an area of 250 m × 250 m around the campus buildings at the
WT height in the two grid cases with different resolutions. A comparison of the scatter
plots is shown in Figure 9. As shown in Figure 9a,c, the differences between the basic and
fine grids were very small for both the wind velocity and wind direction, except for a few
outliers. However, as shown in Figure 9b,d, the differences between the basic and coarse
grids were larger, especially in the lower wind velocity region. These results indicate that
the resolution of the basic grid was adequate. Therefore, the calculations for all 16 wind
directions were performed by using this basic grid.
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Figure 9. Grid sensitivity analysis based on predicted wind velocities and directions.
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4.2. General Flow Pattern

As an example of the predicted wind velocity field for the two wind directions W
and SE, which occur most frequently, Figure 10 illustrates the horizontal distributions of
the mean streamlines and the velocity magnitude at the two different heights, i.e., the WT
height (4.0 m above the campus ground level) and the RT height (4.0 m above the roof
height of N Building) (Figure 2). The WT location is indicated by the symbol “+” and the
RT location by the symbol “×.” The velocity values were normalized using VMet, that is,
the values represent the velocity ratios.

Energies 2023, 16, 4912 13 of 20 
 

 

 
Figure 10. Horizontal distributions of streamlines and wind velocity at two wind directions (W, 
SE) at two different heights (WT and RT). 

The results for the W wind direction are shown in Figure 10a,b. At the WT height 
(Figure 10a), the wind velocity ratio was relatively high in the campus area and was ap-
proximately 0.8 because the upwind side was generally open. This area was directly af-
fected by the flow separated from the building on the NW side. At the RT height (Figure 
10b), the wind velocity ratio was large (approximately 1.3) because of the effect of the 
flow acceleration at the roof of the upwind building (S building) (Figure 2). The results 
for the SE wind direction are shown in Figure 10c,d. At the WT height (Figure 10c), the 
wind velocity ratio was weak and approximately equal to 0.4 because the terrain on the 
upwind side was slightly heaving, and an upwind building existed. At the RT height 
(Figure 10d), the wind velocity ratio was also low (approximately 0.4) because it was lo-
cated in the wake region of the windward tower. 

Figure 11 compares the vertical distribution of the streamlines and velocity magni-
tude for the W wind direction with the TKE distributions. The locations of the section 
planes are shown in Figure 10a,b, respectively. Figure 10 shows the RT and WT loca-
tions. Figure 11a,b show the distributions of the wind velocity and TKE at the section 
plane across the RT location. The velocity at the RT location was strongly affected by the 
separation flow that occurred on the roofs of the upwind and its own building. Figure 
11b shows that the TKE value exhibits a large peak near the RT location. This implies 
that large velocity fluctuations occurred [41]. The results at the section plane across the 
WT location are shown in Figure 11c,d. The WT location was relatively far from the up-

Figure 10. Horizontal distributions of streamlines and wind velocity at two wind directions (W, SE)
at two different heights (WT and RT).

The results for the W wind direction are shown in Figure 10a,b. At the WT height
(Figure 10a), the wind velocity ratio was relatively high in the campus area and was
approximately 0.8 because the upwind side was generally open. This area was directly
affected by the flow separated from the building on the NW side. At the RT height
(Figure 10b), the wind velocity ratio was large (approximately 1.3) because of the effect of
the flow acceleration at the roof of the upwind building (S building) (Figure 2). The results
for the SE wind direction are shown in Figure 10c,d. At the WT height (Figure 10c), the wind
velocity ratio was weak and approximately equal to 0.4 because the terrain on the upwind
side was slightly heaving, and an upwind building existed. At the RT height (Figure 10d),
the wind velocity ratio was also low (approximately 0.4) because it was located in the wake
region of the windward tower.
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Figure 11 compares the vertical distribution of the streamlines and velocity magnitude
for the W wind direction with the TKE distributions. The locations of the section planes are
shown in Figure 10a,b, respectively. Figure 10 shows the RT and WT locations. Figure 11a,b
show the distributions of the wind velocity and TKE at the section plane across the RT
location. The velocity at the RT location was strongly affected by the separation flow
that occurred on the roofs of the upwind and its own building. Figure 11b shows that
the TKE value exhibits a large peak near the RT location. This implies that large velocity
fluctuations occurred [41]. The results at the section plane across the WT location are shown
in Figure 11c,d. The WT location was relatively far from the upwind building, and both the
wind velocity and TKE were affected by a smaller degree by the upwind building.
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4.3. Validation of Velocity Fields

Figure 12a,b show a comparison of the observed and predicted wind velocity ratios
at the RT (a) and WT (b) locations for each wind direction. For the RT location, the
wind velocity ratio was overestimated for many wind directions, whereas some wind
directions, such as SW, were underestimated. The larger wind speed ratio is attributed
to the fact that the effect of the surrounding trees is only considered as a roughness
parameter, which results in a smaller deceleration effect. The reason for the difference
in the wind velocity ratio in the W direction is attributed to the fact that the separation
flow around the upwind building was not accurately reproduced in the region near the RT
location. It is well known that the steady-state RANS calculations used in this study cannot
accurately predict the separation and recirculation flows [42–45]; this indicates that the
accurate prediction of wind velocities on rooftops is quite challenging. Toja-Silva et al. [26]
extensively investigated the prediction accuracy of the separation flows around the roof of
a single building using various RANS turbulence models. Their results suggested that there
were inherent deviations from the experimental results, although the choice of turbulence
model provided some improvement in accuracy. However, at the WT location shown in
Figure 12b, the overall trend was well reproduced; that is, the values on the NE and SW
sides were larger, and those on the NW and SE sides were smaller. Although the wind
velocity ratio predicted by the CFD was larger in the wind directions from NE to E, the
occurrence frequencies in these wind directions were low. The smaller measurement values
may also be due to the fact that the anemometer at the WT location was placed in a position
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surrounded by the wind turbines, which is in their wake region, thus resulting in weaker
wind velocity measurements [46,47].
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Figure 12. Comparison of wind velocity ratios and directions between observations and CFD
predictions at the RT (a,c) and WT (b,d) locations.

The predicted and measured wind directions at the RT and WT locations for each
incident wind direction are compared in Figure 12c,d. The orange lines indicate the
difference between the two, and the black lines indicate that the difference is 0◦; that is,
both are perfectly aligned. At the RT location (Figure 11c), although the agreement was
generally good, the predicted wind directions exhibited large deviations in the NW and
NNW directions. This could be due to the effects of separation flow on the roofs of the
upwind buildings. This deficiency can be improved by the use of a higher-order turbulence
model, such as the Large Eddy Simulation (LES). At the WT location (Figure 11d), the
agreement was somewhat worse than that of the rooftop, particularly for wind directions
from NNW to SE. This may be because the effects of obstructions, such as trees located on
the upwind side for these wind directions, were not properly considered.

In summary, at the RT location, the deviation in the CFD results from the measured
velocity ratios was very large, although the accuracy of the wind directions was acceptable.
This indicates that the prediction of wind velocity near the rooftop, where wind turbines
are typically installed, is challenging. However, at the WT location, the tendency of the
wind velocity distribution was captured well, although it was not perfect. The agreement
between wind velocity ratios did not necessarily correspond to the agreement between
wind directions. This is because the airflow around buildings is less difficult to predict
compared with the separation flows around roofs. This result is consistent with the high
accuracy of the overall prediction of the pedestrian wind environment, even if the CFD
was based on the RANS model (e.g., [48]).
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5. Prediction of Wind Power Generation

It is important to use accurate power curves to predict wind power generation
(e.g., [49,50]). Although power curves are typically provided by manufacturers, their
accuracy and universality remain unclear. The hourly averaged wind velocity measured at
the WT location and hourly integrated power generation for the same period are plotted
in Figure 13. For this VAWT, the manufacturer did not disclose the power curve of the
generator; therefore, an approximate power curve was created such that an output of 1 kW
at a wind speed of 13 m/s was set for each turbine generator, which is the rated output of
the wind turbine, and the power generation was assumed to be proportional to the cube of
the wind velocity at the lower velocities. This power curve is shown as a black-dotted line
in Figure 13 and is expressed by the following function,

P = 0.0014V3
WT (19)
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Figure 13. Power generation curves obtained by approximating the rated output of WT and regression
of measurement data.

Based on the assumption that power generation is proportional to the cube of the
wind velocity, the red regression line is obtained using the measured values and expressed
according to the following function,

P = 0.0009V3
WT (20)

Compared with the power curve obtained from the rated output (Equation (19)), the
generated power obtained from the actual measurements (Equation (20)) was approxi-
mately 64%, which is considerably smaller. This is because the actual wind velocities
fluctuate extensively, and these power curves do not consider these effects. In other words,
the use of the power curve obtained from the rated output may considerably overestimate
the actual power generation.

Figure 14 shows a comparison of the total power generation accumulated over the
entire observation period based on the method described in Figure 5. If Equation (19) (ob-
tained from the rated output) was used, the total power generation was overestimated by
56% compared with the measured value. This is evident from the differences in the power
curves in Figure 13. However, the power generation values obtained using Equation (20)
are predicted with an error of 3%, which is very accurate. This indicates the importance
of accurately estimating the power curve. As an example, Figure 15 shows the results of
the comparison of daily integrated power generation for one winter season. The results
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were compared with those predicted using Equations (19) and (20). Both prediction results
accurately captured the daily variation in power generation; however, they overestimated
or underestimated the amount of power generated from day to day. The degree of overesti-
mation is smaller when Equation (20) is used. It should be noted that the predicted value
(as an integrated value) is close to the observed value as a result of offsetting these daily
errors, and the error would be even larger and not negligible if the daily power generation
had to be accurately predicted. As pointed out by Jung and Broadwater [51], the use of
the certified manufacturer power curves does not guarantee accurate conversions from
the wind speed to the wind power forecast. There are two possible causes: uncertainty
of input wind speeds including its turbulence nature and oversimplification of the power
curve [49,50]. It is necessary to clearly separate the two causes and then seek a way to
identify a way to construct a more effective power curve.
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6. Conclusions

The accuracy of wind power generation predicted by CFD simulations combined with
meteorological wind data was validated for a small VAWT system installed on a university
campus. This study’s conclusions are summarized as follows:

• At the rooftop location, where wind turbines were typically installed, the wind velocity
ratio was overestimated in many wind directions, but it was significantly underesti-
mated in some wind directions. Because the wind velocities at the rooftop location
were affected considerably by the separation flows caused by the roofs of the upwind
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buildings and their own buildings, it is challenging to predict accurately these flows
in steady-state RANS calculations, which are often used in practical applications;

• Although the reproduction of the surrounding trees remains to be considered, wind
velocity distributions near the ground were found to be more accurate than those on
the rooftop. This result is consistent with the relatively high accuracy of the overall
prediction of the pedestrian wind environment, even when the CFD is based on the
RANS model;

• Compared with the power curve assumed based on the rated output, that obtained
from the measurement results was approximately 64% smaller. This indicates that the
power curve assumed from the rated output may have considerably overestimated
power generation;

• Because the accuracy of the power curve is directly related to the accuracy of the
power generation prediction, considerable care must be exercised during its selection.
However, using the power curves obtained from the measurements, the integrated
values for the entire observation period were predicted with a high degree of accuracy
and with an error of approximately 3%;

• The accurate prediction of the integrated values is the result of offsetting daily errors,
which would be even larger and not negligible if the daily generation had to be
accurately predicted; We recognize that it is worth reporting this outcome. However,
this study has the following limitations that should be considered in future research;

• This study only included data from the snowy winter period. Accordingly, accu-
rate predictions of wind power generation throughout the entire season will be a
future challenge;

• To improve the prediction accuracy of the wind velocity distribution at the rooftop,
a higher-order turbulence model, such as LES, can be used. Additional studies are
needed to determine the difference in accuracy depending on the choice of the turbu-
lence model;

• However, obtaining accurate power curves in advance is difficult. If CFD is used
to predict the wind energy potential, it is necessary to establish a methodology and
formulation to determine accurately the power curves of wind turbines. There are
two possible causes for this inaccuracy: uncertainty of input wind speeds, turbulence
nature, and oversimplification of the power curve. It is necessary to clearly separate
the two causes and then seek a way to identify a way to construct a more effective
power curve.
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