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Abstract: Oil production is a complex process that can be made more efficient by applying gas
enhanced oil recovery (EOR) methods. Thus, it is essential to know the minimum miscibility pressure
(MMP) and minimum miscibility enrichment (MME) of gas in oil. Conventional slim-tube experi-
ments for the measurement of MMP require hundreds of millilitres of real or recombined oil and
last over 30 days. Advances in microfluidic technology allow the reduction of the amount of fluid
and the time required in determining MMP (or MME), hence making the process rapid. In this
study, we developed a microfluidic model with a stochastically distributed pore network, porosity of
74.6% and volume of 83.26 nanolitres. Although the volume was six orders of magnitude smaller
than the slim tube, it retained the same proportions, guaranteeing a proper comparison between the
tests. This microfluidic chip allowed the study of the MMP of n-decane with carbon dioxide at two
different temperature conditions. The experimental results coincided with the results received both
from conventional and microfluidic experiments. Furthermore, a numerical simulation of a section
of the microfluidic model under the experimental conditions presented results within acceptable
margins of the experimental ones. The results of the presented methodology indicate the potential
to replace conventional technology for the measurement of MMP with microfluidic technology. Its
promise lies in accelerating laboratory tests and increasing the reliability of experimental results and,
subsequently, the quality of field gas EOR operations.

Keywords: lab on a chip; HPHT microfluidics; gas EOR; minimum miscibility pressure (MMP);
slim-tube analogue

1. Introduction

The amount of conventional oil reserves is decreasing every year, so developing
technologies to improve the production efficiency of hard-to-recover hydrocarbons is a
priority [1]. At present, core tests are being carried out to select correctly enhanced oil
recovery (EOR) methods for the particular reservoir, which require much time and large
fluid volumes [2].

Today’s microfluidic experiments could complement or even completely replace tradi-
tional tests [3]. The constant development of manufacturing procedures and experimental
installations allows the testing of various gases [4–7], surfactants [8–10], polymers [11,12],
foams [13], nanoparticles [14,15], microbiological species [16,17], compositions of low-
salinity water (LSW) [18–20] and additives for thermal EOR [21,22].Moreover, researchers
are increasingly using microchips for PVT (pressure, volume, temperature) studies, en-
abling them both to determine a single parameter [23,24](bubble point, dew point, satu-
ration pressure) and to directly build a full PVT diagram [25]. Furthermore, microfluidic
technology is actively used for asphaltene studies, such as measuring asphaltene content in

Energies 2023, 16, 4994. https://doi.org/10.3390/en16134994 https://www.mdpi.com/journal/energies

https://doi.org/10.3390/en16134994
https://doi.org/10.3390/en16134994
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0002-5160-7983
https://orcid.org/0000-0001-5635-9440
https://orcid.org/0000-0002-6209-0086
https://orcid.org/0000-0002-3580-9120
https://orcid.org/0000-0001-9704-2298
https://doi.org/10.3390/en16134994
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en16134994?type=check_update&version=2


Energies 2023, 16, 4994 2 of 21

crude oil samples [26] and investigating mechanisms occurring during asphaltene depo-
sition (pore-throat clogging, snow-ball effect) [27]. Microfluidics also keeps up with the
advanced trends in petroleum science due to the possibility of studying hydrate formation
in conditions close to the reservoir [28] and CO2 sequestration in saline aquifers [29].

Gas flooding is the most commonly used enhanced oil recovery method for deep,
low-permeable formations [30]. Typically, it involves injecting gas components into the
reservoirs. The injected components are usually in a gas phase at atmospheric tempera-
ture and pressure and can include mixtures of hydrocarbon gases and non-hydrocarbon
components such as carbon dioxide and nitrogen [31].

Carbon dioxide has many advantages over other injected gases. It is commonly
known that CO2 is characterised by the lowest pressure to achieve miscibility, leading to
the highest sweep efficiency [32,33]. Dissolution, oil swelling and vaporisation are the
primary mechanisms used to facilitate CO2 EOR [34]. By optimising these mechanisms, the
efficiency of carbon dioxide injection can be enhanced, leading to improved oil recovery
with a reduced environmental impact. Furthermore, in typical reservoir conditions, CO2
is almost as heavy as reservoir oil [35]. Thus, the gas has a minimal probability of gas
breakthrough due to its high density. Moreover, carbon dioxide injection releases high-
cost gases for alternative uses—for instance, for sale. However, some studies have also
demonstrated that such injection has severe drawbacks, including very rapid oil production
and a reservoir pressure decline during the first few years of production [36].

In the field, one of the most important factors influencing the efficiency of gas EOR
technology is the gas’ miscibility with oil [37,38]. It is highly dependent on the oil and gas
composition, temperature and pressure of the reservoir [39,40]. The minimum miscibility
pressure (MMP) is a crucial parameter in identifying whether a miscible gas drive is
possible in a given reservoir or not. The reservoir pressure must usually be near or above
the MMP value to achieve good displacement efficiency [41–43]. Miscible gas EOR, in
comparison with immiscible, is effective and low-cost and yields significant economic
benefits [44]. However, to become economically viable, a miscible gas injection technique
requires a sufficient solvent supply and adequate, prompt and cost-effective incremental
oil recovery to cover the higher costs associated with the establishment of conditions for
miscible displacement [45].

MMP is, at a constant temperature and composition, the lowest pressure at which
first- (FCM) or multiple-contact miscibility (MCM) can be reached [46]. The EOR method
shows very high ultimate displacement efficiency if the solvent is entirely miscible, since
there can be no residual oil [47]. However, practically, it is not feasible due to capillary
forces, the viscous fingering effect and formation heterogeneity. While injected gases are
immiscible with the reservoir oil on first contact, they may become miscible after prolonged
contact between the two phases in relative flow, as intermediate-weight components are
exchanged between the oil and gas [48]. Such multiple-contact miscibility may develop
in a condensing gas drive (oil absorbs the lighter components from the fresh gas), in a
vaporizing gas drive (lighter components of the reservoir fluid are extracted into the gas
phase) or in a combined mode [49].

Several techniques are used in the field for MMP determination. The most popular
ones are slim-tube (ST), rising bubble apparatus (RBA) and vanishing interface methods
(VIT) [50]. As a slim tube, a long coiled tube filled with sand is used. When the tube is
saturated with oil, solvent injection is started [51]. The criterion for miscibility for this
test is 95% oil recovery after 120% pore volume of solvent injected [52]. The RBA method
considers a gas bubble injected into an oil-filled visual cell with a constant temperature and
pressure. By changing the shape of the bubble, miscibility can be observed for oil at these
conditions [53]. The vanishing interface method was proposed at the end of the 20th
century [54]. IFT measurements were performed for pendant drops of oil suspended in a
cell containing a two-phase mixture of the injection gas and the oil.

In the middle of the 2010s, the first attempt was made to obtain a microfluidic device
for MMP determination [55]. It was much smaller, with much better imaging possibilities
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and small channel widths. The main problem in this device is that only first-contact
miscibility is considered, since carbon dioxide bubbles are simultaneously injected with
the oil. Therefore, it does not allow mass transfer between two phases, which is needed to
achieve multi-contact miscible conditions [56].

In the following years, many articles were presented that tried to emulate multiple-
contact miscibility. For example, Sharbatian et al. [57] used a central channel with elongated,
dead-end side branches and estimated the MMP from the oil swelling data. Plotting the
graph (oil swelling factor vs. time), the minor extraction region was found that showed
the occurrence of miscibility. However, due to the intrinsic nature of fluorescence in
multicomponent crude oil, the MMP value for this test was measured only qualitatively.
Quantitative measurements were exceedingly complex and required pre-calibration for a
specific sample [58,59].

Zou et al. [60] presented a microchannel design similar to a single-pore-width slim
tube with several inline pocket structures. The ternary fluid system was used as an
analogue of the crude oil–gas system, where water stood in for gas, ethanol for light
hydrocarbons and hexanol for heavy hydrocarbons. The composition of the displaced fluid
was changed to determine minimum miscibility enrichment (MME) and plot the phase
diagram. For their following work, Zou et al. [61] decided to create a porous structure
with a heterogeneous distribution of cylindrical pillars of different sizes, which imitated
the grains and pores of the natural reservoir rock. Then, MME was determined using the
same procedure of imbibition and drainage tests. Microfluidic chips were constructed from
polydimethylsiloxane (PDMS) and were not allowed to work under reservoir conditions
(high pressures and temperatures), which is crucial for MMP studies with crude oil.

Molla et al. [46] created a microchip with a main channel and a plurality of cavities.
When the gas flowed through the channel, it displaced the oil from the main channel, but
some oil remained confined due to the specific design of the cavities. Therefore, as the
front of the gas stream passed through the main channel, the gas successively came into
contact with fresh oil in the cavities. MMP was reached when the interface disappeared in
all cavities.

Ungar et al. [62] fabricated an analogue of a homogeneous porous medium with
circular posts and porosity of 33.5%. Such an approach allows qualitative and quantitative
analysis to be combined to define the MMP value. Optically, it was possible to distinguish
how fluids interact with each other—whether they mix or not. Miscible injection showed
gas front advancement and left no residual oil behind. Immiscible injection, in contrast,
propagated with a visual interface, and the gas phase was not able to displace the oil
entirely. Additionally, the oil saturation of porous media was calculated for each pressure.
This was achieved by dividing the number of oil pixels by the total number of pixels.

MMP measurements using traditional methods usually require days to weeks. The
industry-accepted standard, the slim-tube test, lasts over one month. The microfluidic
approach, on the contrary, is time-saving—it allows one pressure point to be obtained
within 30 min [55]. Furthermore, due to such a high speed, it is possible to conduct more
experiments, increasing the accuracy and permitting real-time analysis for each data point.
Microfluidic technology can significantly decrease the required volume of recombined or
real oil samples for MMP determination, decrease the environmental pollution from labo-
ratory tests and accelerate the development of oil fields to become more environmentally
friendly and effective.

2. Materials
2.1. Microfluidic Assembly

For a microfluidic experiment, a special microfluidic assembly should be used.
Conceptually, it consists of the following equipment: a microfluidic chip, a high-pressure
and high-temperature microfluidic holder, a high-pressure pump, valves and equipment
for visual control.



Energies 2023, 16, 4994 4 of 21

For the presented research’s goals, a custom-designed and manufactured silicon-
glass microfluidic chip was used. For precise fluid control (minimum flow rate was
0.0001 mL/min), two high-pressure and high-temperature laboratory piston pumps (LN-
P, Geologika, Novosibirsk, Russia) were used. For the pressure-tight injection of fluid
inside the microfluidic chip, a patented microfluidic holder [63] was used; its detailed
description can be found in the Supplementary Information (S2). The zero-leakage sealing
between the microfluidic holder and microfluidic chip was secured using an oil-resistant
hard Buna-N o-ring (1247N132, McMaster-CARR, Robbinsville, NJ, USA). A dual-stage
vacuum pump (V-i240SV, VALUE, Wenling China) was used to vacuum all hydraulic
system elements. A backpressure regulator (ZF Zero Flow BPR, Equilibar, Fletcher, NC,
USA) was used and controlled by gas for outlet pressure control. The injection of CO2
was performed through the high-pressure transfer vessel. Two high-accuracy pressure
transducers (PX01D1-10KGI, Omega, Norwalk, CT, USA) were used for pressure control,
and one differential pressure transmitter (PD-39X, KELLER AG, Winterthur, Switzerland)
was used to monitor the differential pressure in the system. All these instruments were
connected with metal tubes and needle valves. Figure 1 presents the hydraulic system of
the microfluidic assembly. One RTD sensor (PR-20-2-100-1/8-2-E-G, Omega, Norwalk, CT,
USA) was used to monitor the temperature of the microfluidic holder. Furthermore, six
insertion heaters (3618K161, Omega, Norwalk, CT, USA) were used to heat and support the
temperature of the microfluidic holder and the chip inside. Then, a special control unit was
used to control the system’s electronic components, and a PC station was used for logging
during the experiment.

Figure 1. Scheme of microfluidic equipment.

2.2. Microchip Design

The microfluidic chip design was developed specifically for the microfluidic platform
described in the previous section. This design had two inlets and one outlet. An additional
inlet was used to create a bypass line inside the chip and fill the system at increased fluid
flow rates. It helped to bring the injected fluid directly to the porous structure and thereby
avoided a significant pressure drop during pumping through the low-permeability zone.

The porous medium of the microchip was represented by a channel 200 microns wide
and 20 microns deep with randomly scattered polls (Figure 2). The random structure of
non-contiguous cylinders with a diameter of 11 microns was generated using the Python
programming language (PoreSpy library [64]: ps.generators.RSA). When the size of the
output image and a radius of 5.5 microns were set, the volume fraction parameter was
iteratively selected so that the distance between the cylinders was at least 2 microns (one
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tenth of the etching depth). The final design of the channel had porosity of 74.6% and a
volume of 83.26 nl, which was six orders of magnitude less than the standard slim tube.

Figure 2. Design of microfluidic chip.

2.3. Manufacturing Process

The creation of microfluidic chips is based on standard technological methods used in
the microelectronic industry. A silicon substrate (of any brand and type of conductivity)
is chosen as the basis of the microfluidic chip, which is easily subjected to all known
technological operations (etching, splicing). The entire technological route can be divided
into three main stages: the formation of microchannels, the creation of the fluid inlet/outlet
and anode splicing.

In the first stage, the silicon substrate with a diameter of 4 inches was cleaned by the
hydrodynamic method. At the next stage, a photoresist (PR) of the AZ4999 brand with
a thickness of 2 microns was spin-coated onto the silicon substrate, with a preliminary
application of hexamethyldisiloxane (HMDSO) for better adhesion of the photoresist to
the substrate. Then, the pattern of microchannels was formed by laser lithography on
the Heidenberg DWL2000 installation, followed by photoresist development in 0.96%
KOH aqueous solution. The next step in forming the microfluidic chip was the process
of deep anisotropic etching of silicon to a given depth by the Bosch method. The critical
parameters of the process are the shape of the resulting channels and the roughness of
the walls (scallops), which directly depends on the time of the deposition and etching
steps. Therefore, a minimum step time was used (less than 1 s) to minimise the walls’
roughness. Inductively coupled plasma (ICP) deposition and etching powers were 1300 W
and 1500 W. The etching rate of silicon was 0.3 µm/min, and the photoresist’s selectivity to
silicon was 1:87. After the silicon etching process, the residual protective passivation layer
and photoresist were removed in oxygen plasma. The photos from the scanning electron
microscope of the etched silicon wafer are presented in Figure 3. The next important step
in creating a microfluidic chip is the formation of end-to-end fluid input/output channels.
Its implementation is possible in several ways: through the etching of silicon by the Bosch
method via a rigid mask, mechanical drilling or laser ablation.

When creating the microfluidic chip, in addition to scientific tasks, the problem of
the economic feasibility of their manufacturing was solved; the method of laser ablation
was chosen as a working method for the formation of through-holes. It is known that
the method of laser ablation of a substance is accompanied by a strong effect of surface
contamination by removal products. However, we found that the preliminary deposition
of a thick layer of AZ4999 photoresist with a thickness of more than 5 microns on the plate
surface after the laser ablation process and photoresist removal led to a significant reduction
in contamination. According to the economic feasibility assessment, the ratio of the cost
of forming through-holes by Bosch etching and laser ablation is ≈100:1, respectively.
Hydrodynamic washing of the surface was carried out after forming through-holes in
the microfluidic chip. The next stage was the process of anodic bonding of a silicon
wafer with borosilicate glass. The main parameters of the anode splicing mode were a
substrate temperature of 350 ◦C, an anode current of 4 mA, an anode voltage of 700 V,
a clamping force of 120 N and a splice time of 10 min. The final process in microfluidic
chip manufacturing is separating a 4-inch plate into separate chips. The separation process
was performed using mechanical cutting on a DISCO DAD circular saw. A photo of
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the manufactured microfluidic chip and its additional description can be found in the
Supplementary Information (S3).

Figure 3. SEM scans of the porous structure etched in silicon wafer.

2.4. Fluids and Fluorescent Additive

For the experiments, a combination of standard fluids was used—99% purity n-decane
(Sigma Aldrich, St. Louis, MO, USA) and 99.995% purity CO2 (high-purity carbon dioxide,
grade 4.5). To distinguish two phases under a microscope, one of the fluids must be
fluorescent. Thus, Nile Red (72485, Sigma-Aldrich, St. Louis, MO, USA), a fluorescent
dye soluble in organic solvents and hydrophobic lipids and almost insoluble in water, was
added to the n-decane.

For the standard fluids, it is crucial to choose the optimal concentration of additive,
since Nile Red’s excitation and emission spectra are highly dependent on the solvent and
vary widely in both shape and intensity [65]. For n-decane, the volumetric mixing ratio of
1:100,000 was chosen, which appeared to be optimal [4,66]. C10H22 containing Nile red in
higher concentrations was found to leave a vast amount of additive in the matrix, affecting
the flow structure.

3. Methods
3.1. Experimental Procedure

The experiment begins with the assembly of a microfluidic platform. Next, the selected
chip is installed on the lower part of the microfluidic holder with sealing o-rings, pressed
with a specially manufactured sapphire crystal and the upper part of the microfluidic
holder, which should be tightly bolted to withstand high pressure during the experiment.
Next is the preparation of the fluids. N-decane is mixed with a fluorescent additive at a
given concentration and fills the pump head; carbon dioxide is fed into a piston vessel,
from which it will subsequently be injected by pumping water at a given flow rate.

Afterwards, the microfluidic platform is connected to a pre-prepared system of hy-
draulic lines, thoroughly cleaned and dried after previous experiments. Special piston
heaters are inserted into the platform and switched on to maintain the set temperature
with an error of ±0.2 ◦C. Then, the system is vacuumed for 30 min. After the success-
ful connection of the pump line to the hydraulic system, C10H22 injection starts with a
constant flow rate through the bypass. The bypass is closed as soon as the n-decane be-
gins to exit on the backpressure regulator (BPR), and the filling continues to other parts
of the system. When the system is fully saturated, up to one hundred pore volumes
of n-decane are pumped through the microfluidic chip to remove possible residues left
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after the manufacturing stage. Further, the pressure on the BPR rises stepwise to the
test pressure.

Many microfluidic tests rely on the precise regulation of the surface wettability for
successful functioning. The MMP provided here does not depend on the wettability of the
surface, but rather on the physicochemical parameters of the fluids, the pressure and the
temperature [6,67]. If the experiment is conducted for the first time, then single-phase fil-
tration through the microchip is carried out at a constant flow rate. It allows the calculation
of the permeability of the designed porous structure. After a sufficient time, the n-decane
injection is stopped, and the inlet valve is closed.

CO2 injection starts through the bypass of the microchip, displacing C10H22 at a high
flow rate from all inlet lines and creating an interface between the two fluids at the T-
junction before the pore structure. When the n-decane stops exiting on the backpressure
regulator, the outlet valve is opened and gas injection starts to the porous structure, main-
taining differential pressure of no more than 0.01 MPa. The filtration video is recorded on a
digital microscope for subsequent video processing to obtain a change in the displacement
coefficient over time.

Traditional slim-tube tests are required to control the flow rates and pumped pore
volumes to determine the MMP value. The sweep coefficient is determined at the exact
value of the pumped pore volume, where all parameters cannot be changed from test to
test. In our case, the visual method is used to determine the interaction of gas with liquid.
Thus, to control the consistency of the experimental duration, the period from the gas entry
to the porous structure to five seconds after the gas breakthrough is taken.

In the next experiment, the system is washed with solvents, purged and dried to
exclude the existence of residual fluids for the following experiments.

3.2. Numerical Modelling

A 2D Computational Fluid Dynamics (CFD) simulation of the experimental work is car-
ried out. The primary purpose of the numerical simulation is to reproduce the experimental
results and test the possibility of obtaining future predictions of the MMP of CO2–C10H22
systems at different temperature values outside the scope of the experimental work.

3.2.1. Governing Equations

The governing equations for the numerical model are grouped into two parts: the
equations that describe the immiscible/near miscible flow and the set of equations that
describe the miscible flows.

Immiscible Flow

The immiscible flow is governed by a coupling between the Navier–Stokes equa-
tion and an interface tracking method. The Navier–stokes equation is described by solv-
ing the continuity equation (Equation (1)) and the laws of conservation of momentum
(Equation (2)). These sets of equations assume that the simulated fluid is Newtonian
and incompressible. At the pore scale, the viscous forces dominate the inertia forces.
Hence, the inertia term in the Navier–Stokes equation is dropped, and the flow is regarded
as a creeping flow. The effect of gravity on the flow is neglected, while the source term (Fst) is
introduced into the Stokes equation by the interface tracking method (phase-field method).

∇ · −→u = 0 (1)

ρ

(
∂v
∂t

+ (v · ∇)v
)
= −∇p + ρg + µ

(
∇v +∇Tv

)
+ Fst (2)

The phase-field method implements a boundary condition to express the effect of
the wettability between the solid surface and the fluids. In this work, the wettability of
the walls was regarded as a constant (26◦), and the effects of changing wettability and



Energies 2023, 16, 4994 8 of 21

hysteresis were negligible. In addition, the capillary forces were higher; hence, the impact
of diffusion was neglected.

Miscible Flow

The miscible displacement was modelled by coupled physics between the Navier–Stokes
equation (Equation (2)) and the convection–diffusion equation (Equation (3)).

∂c
∂d

= ∇ · (D∇c)−∇ · (vc) + R (3)

where c—concentration, mol/m3; D—diffusivity coefficient, m2/s; v—velocity, m/s; R—source
term of the concentration of a species, mol/m3. Under the miscible conditions, the inter-
facial force between the two fluids approaches zero; hence, it disappears. The fluid–fluid
interface is controlled by the rate at which the injected fluid diffuses into the displaced
fluid. Therefore, the mixing of the fluids changes the rheology (density and viscosity) of
the resultant fluid mixture. Furthermore, the consequent mixed fluid swells and increases
in mobility compared to the original displaced fluid. However, in this work, the set of
equations used assumes the incompressibility of the two fluids and the resultant mixture.
Hence, the effect of fluid swelling is neglected. In contrast, the potential changes in the
chemical composition of the resultant fluid mixture are described by the continuous aver-
aging of the fluid mixture in the domain at every computational time step. The resultant
fluid density and viscosity are calculated by Equations (4) and (5), respectively [68].

ρ(c) =
c− c0

cinj − c0
ρCO2 +

(
1− c− c0

cinj − c0

)
ρoil (4)

µ(c) =

[
c− c0

cinj − co
µ−0.25

c02
+

(
1− c− c0

cinj − c0
µ−0.25

oil

)]−4

(5)

where c0—initial concentration of the fluid in the domain, mol/m3; cinj—concentration of
the injected fluid, mol/m3; ρ(c), µ—density, kg/m3 and viscosity, Pa·s at each time step.
The mole fraction of the the two fluids in the simulated domain is computed by the average
concentration of CO2 and n-decane in the domain.

3.2.2. Computational Domain and Boundary Conditions

Simulating the entire volume of the microfluidic chip used in the experimental work
required high computational power. Therefore, to overcome the problem with computa-
tional costs, a section of the model was generated to mimic the entire experimental model.
The simulated volume (SV) is presented in Figure 4. The SV is 200 µm wide and 300 µm
long, with an extended inlet of 200 µm × 40 µm to establish a fully developed flow at the
inlet. The surface area of the SV is 4.68× 10−8 m2/s, while the surface area of the entire
model used in the experiment is 4.3503× 10−6 m2/s. The computed porosity of the SV is
78%, which is approximately 5% more than the porosity of the entire model (74%).

At the initial time, the SV was 100% saturated with n-decane, while the extended inlet
was 100% saturated with CO2. This aimed to ensure a fully formed flow boundary condition
at the inlet of the channel; a fully formed flow inlet velocity (vo) boundary condition for
CO2 was specified. At the outlet of the SV, the pressure boundary condition was specified
to be 0 MPa. The differential pressure across the channel was determined by the inlet
velocity of CO2 (v0). The value was less than 0.01 MPa, as regulated in the experiment. A
no-slip boundary condition was applied on the impermeable walls of the channel.

Table 1 shows the input parameters for the various simulations. The viscosity and
density of the pure fluids under the given pressure and temperature conditions were
obtained from [69] and the values of IFT were taken from [70]. The contact angle between
decane and CO2 was obtained from the results of the experiment presented by [71].



Energies 2023, 16, 4994 9 of 21

Figure 4. Simulated volume.

Table 1. Input parameters of numerical model.

Parameter Unit Value

Pressure (p) MPa 6.0 6.25 6.5 6.75 7.0
Density (C10H22) kg/m3 727.42 727.62 727.81 728.81 728.39
Density (CO2) kg/m3 171.44 187.37 206.44 230.77 266.56
Viscosity (C10H22) mPa.s 846.67 849.14 851.54 853.98 856.43
Viscosity (CO2) mPa.s 17.76 18.21 18.777 19.576 20.91
Contact angle (θ) a ◦ 26 26 26 26 -
IFT (F) a N/m 0.003 0.002 0.00105 0.0001 -

Diff. coeff. (D0) b m2/s - - - - 1.24×
10−9

Temperature (T) K 303.15
Inlet velocity (u) m/s 3.0984× 10−5

a Immiscible displacement; b miscible displacement.

4. Results
4.1. Experimental Section
4.1.1. Permeability Determination

The experimental part began with the single-phase filtration of n-decane through a
porous structure. The injection was performed with a constant flow rate (0.025 mL/min),
and changes in differential pressure were recorded. Thus, the value of permeability was
calculated using the Darcy equation:

k =
q · µ · l
A · Pdi f

(6)

where q—flow rate, ml/min; µ—dynamic viscosity, Pa·s; l—length of the porous struc-
ture, µm; A—cross-section of the porous structure, µm2; Pdi f —differential pressure, MPa.
Figure 5 shows the calculated permeability over time due to the changing differential
pressure. The approximating function was plotted to obtain a single permeability value.
The uncertainty of permeability was obtained by considering the accuracy and precision
of the pressure sensors, pump and thermocouple (S1). The definition of permeability was
substantial for preliminary pressure drop estimation and further use in simulators.
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Figure 5. Permeability of the structure.

4.1.2. MMP Determination
Raw Data

A series of tests were carried out to determine the minimum miscibility pressure of
C10H22 and CO2 for room temperature (22 ◦C) and 30 ◦C. The starting pressure of each
experiment was chosen based on a literature review and was far less than the MMP value
to achieve immiscible displacement.

Into the fully saturated channel with n-decane, CO2 was injected, which propagated
through a porous medium with a visual interface (Figure 6b). The fingering effect led to
partial n-decane displacement during such gas breakthrough.

For the subsequent experiments, the system was cleaned and again saturated with flu-
orescent n-decane. Subsequently, the pressure at the backpressure regulator was increased,
and the next experiment started. Experiments continued until the injected gas propagated
without gas fingering but with a stable front (Figure 6c). Miscible CO2 entirely displaced
n-decane and left no residual oil.

(a) Original first frame (b) Original last frame (IM) (c) Original last frame (M)

(d) Processed first frame (e) Processed last frame (IM) (f) Processed last frame (M)

Figure 6. Video processing: IM—immiscible displacement; M—miscible displacement.

Qualitatively, it was observed that there was a difference in how the front proceeded
for the immiscible and miscible cases, which helped to define the MMP values (5.6 MPa
for room temperature, 7 MPa for 30 ◦C). Further, these values needed to be validated
quantitatively after video processing.

Video Processing

A particular function was written in the Python programming language that allowed
the processing of the video data for each series of experiments (selected temperature). As
input, the code was given a set of videos. The first and last frames were cut from every
video, which helped to configure the algorithm.
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Further, the images were cropped so that only a porous channel remained inside the
frame. For these frames, the brightness was increased by superimposing a Gaussian blurred
image on an original frame (OpenCV library: cv2.blur, cv2.addWeighted).

The next step was colour filtering. For all the frames taken from the video, a particular
(same for all videos) colour mask was found to leave only the desired colour, removing
possible uncertainties of illumination from the microscope. It was crucial to validate the
resulting mask to achieve the proper processing of frames. The channel with fluorescent
n-decane should ultimately retain its shape and colour saturation for the first few frames.
The final frames should either show the complete vanishing of colour (miscible displace-
ment) or incomplete disappearance (immiscible displacement), but with the preservation
of the gas flow structure (OpenCV library: cv2.inRange, cv2.bitwise_and).

The final stage in configuring the algorithm was the binarisation of frames using the
adaptive thresholding function (OpenCV library: cv2.adaptiveThresholding). By selecting
the values of the configurable parameters, the size of the neighbourhood area and a
constant for subtraction from the mean sum of the neighbourhood pixels, binary frames
were obtained, where white represented n-decane and black represented CO2 or the zone
not participating in the experiment.

Finally, the algorithm setting produced four frames for each video: two original and
two processed frames. Figure 6 shows an example of such processing for miscible and
immiscible flows. If the algorithm setting is successful, it can be applied to all videos.

4.1.3. Final Results

After successful video processing, we obtained binarised frames as output, for which
the displacement coefficient was recalculated at each time step and plotted with the frame.
The sweep efficiency coefficient (K) was calculated as follows:

K =

(
1− Nwhite end

Nwhite start

)
· 100% (7)

where Nwhite start, Nwhite end—number of white pixels before and after the experiment.
The function was also used to plot graphs of the changing sweep efficiency versus

time for each video based on these frames. Examples of the graphs for the immiscible and
miscible cases are shown in Figure 7. As can be seen, each experiment was conducted
precisely as in the described procedure. The experimental videos were taken from the
moment that the gas reached the porous structure to five seconds after the gas front reached
the outlet. Additionally, binarised frames were combined for each experiment to create the
processed videos (Movies S1 and S2).

(a) Immiscible flow (6.75 MPa) (b) Miscible flow (7 MPa)

Figure 7. Examples of video processing during the experiment for 30 ◦C.

Finally, the algorithm combines the final values of the sweep efficiency for each
temperature and plots them in graphs (Figure 8). The point at which the displacement
coefficient reaches a value close to 100% for the first time is taken as the minimum miscibility
pressure value. The quantitative analysis of changes in sweep efficiency for each video
gives additional confirmation of the pressure when miscibility occurs. Therefore, for
22 and 30 ◦C, we obtain the MMP values of 5.6 and 7 MPa, respectively, which a literature
review can further validate.
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(a) 22 ◦C (b) 30 ◦C

Figure 8. Final graphs of sweep efficiency vs. pressure.

4.2. Results of Numerical Simulation

To ensure accurate results from the numerical model, the mesh quality was exam-
ined to determine the most appropriate mesh for modelling. The number of mesh ele-
ments was increased until the result of the simulation remained fairly constant for the
simulated models.

The RMSE between the coarse and fine mesh was 2.319, while the RMSE between
the normal and fine mesh was 0.291. The computation cost for the simulation increased
by 1.14% when the number of mesh elements was increased by approximately 5%. Simi-
larly, the computational cost increased by 4.9% when the number of mesh elements was
increased by 12%. The statistics of the generated meshes are presented in Table 2 and the
Supplementary Information (Figure S4). The value of the RMSE indicated that there was
no significant difference between the sweep efficiency of the normal and the fine meshes.
Moreover, the higher the number of meshing elements, the higher the computational cost.
Hence, the normal mesh was used for further simulations to reduce the computational cost.

Table 2. Mesh statistics.

Mesh Type No of Elem. Min Elem. Quality Avg Elem. Quality

Fine Mesh 127845 0.02681 0.78
Normal Mesh 53697 0.07488 0.78
Coarse Mesh 10494 0.03859 0.69

The results from the microfluidic experiment gave insights into the set of equations
to implement for the experimental pressure and temperature ranges. Furthermore, for
temperature and pressure ranges with indications of near-miscible flow, the same set of
equations was used (Equations (1) and (2)). As the fluid approaches miscibility, the interfa-
cial force decreases and the clear interface between the two fluids reduces. This concept
was implemented in the numerical model by decreasing the value of IFT for the given fluids
for the simulation of the near-miscible region. The interfacial force between the two fluids
was adjusted based on the reported literature. In contrast, for the miscible displacement,
the value of IFT approaches the minimum and, hence, no clear interface between the two
fluids exists; rather, a thick zone of mixing of CO2 and n-decane could be seen [72]. In this
simulation, the IFT between the two fluids under the miscible conditions was neglected.
Simulations of immiscible, near-miscible and miscible flows were performed at 30 ◦C. Over-
all, five pressure points were computed, 6.0 MPa, 6.25 MPa, 6.5 MPa, 6.75 MPa and 7.0 MPa,
as shown in Figure 9. The sweep coefficients of the various simulations were computed by
the fluid volume fraction at every time step. From the simulated models, the simulation at
7 MPa attained a 100% sweep coefficient, while the sweep coefficients of the simulations at
6.75 MPa, 6.5 MPa, 6.25 MPa and 6.0 MPa were 60.35%, 49.17%, 48.18% and 46.74%, respec-
tively, as shown in Figure 9. A video representation of the simulated models is included in
the Supplementary Information (Movies S3–S7).
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Figure 9. Sweep efficiency for different pressures at 30 ◦C.

5. Discussion

Two series of tests were carried out on the model fluids (CO2– C10H22), allowing us to
identify various approaches that help to determine the MMP value. For instance, the gas
front propagation changes when the two-phase filtration transforms from immiscible to
miscible. Thus, even without processing the experimental video, we may derive the value
of the minimum miscibility pressure by determining the pressure value throughout the
experiment. However, subsequent binarisation is needed to confirm the obtained MMP
values by calculating the sweep efficiency coefficient for each experiment.

In order to validate our results, it was necessary to conduct a literature review
analysing the experiments on MMP with the chosen gas–liquid system under particu-
lar conditions. All of the literature sources found are shown in Table 3.

Nine experiments were performed for the first set of tests at 22 ◦C (room temperature),
obtaining the value of 5.6 MPa. The closest values of the minimum miscibility pressure for
n-decane and CO2 were found for temperature 20 ◦C, where the MMP value was measured
by X-ray CT, nuclear magnetic resonance and the microfluidic approach. It can be noticed
that the difference between the microfluidic test of [73] and the conducted test is 0.2 MPa,
which is explained by a slight temperature difference. Nevertheless, compared to other
tests, the pressure values practically do not differ, which may indicate the inaccuracy
of a particular experiment. Since the test at a temperature of 22 ◦C was a trial, and the
temperature data differ from those published in the literature sources, it was decided to
validate the accuracy of the measurements on another test conducted under a controlled
temperature at 30 ◦C.

For 30 ◦C, thirteen tests were carried out to define a minimum miscibility pressure
equal to 7 MPa. Comparing this value with the data published in the same articles shows
that the difference is significant. A possible reason for the relative difference of 8.6%
between the microfluidic experiment and the one presented in our article may be the
microfluidic chip design differences and the experimental procedure.

For their experiments, Bao et al. [73] used a microchip with two straight microchannels
(100 µm wide) and two dead-end channels with a width of 5 µm, branching off from
the main channel. This width of the dead-end channel was selected to avoid channel
collapse during manufacturing and to allow the visualisation of fluid phases with an
optical microscope. The MMP value was determined based on the relative change in
intensity. Therefore, incorrect calibration by intensity or false detection in such a small
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channel could have caused the significant difference in the MMP value compared to our
microfluidic experiment.

Table 3. MMP of CO2 in C10H22 using different techniques.

T-re, ◦C MMP, MPa Method Source

20 5.4 Microfluidics Bao et al. [73]
20 5.5 X-ray CT Liu et al. [74]
20 5.6 MRI a Song et al. [75]
22 5.6 Microfluidics this article

30 6.4 Microfluidics Bao et al. [73]
30 6.7 X-ray CT Liu et al. [74]
30 6.7 MRI Song et al. [75]
30 7 Microfluidics this article

37.8 7.7 X-ray CT Liu et al. [74]
37.8 7.8 MRI Song et al. [75]
37.8 8.0 VIT Ayirala and Rao [76]
37.8 8.3 Slim-tube (0.95) b Elsharkawy et al. [77]
37.8 8.6 Slim-tube (BOP) c Elsharkawy et al. [77]
37.8 8.8 RBA Elsharkawy et al. [77]

a Magnetic resonance imaging; b pressure at 95% oil recovery; c pressure at breakover point.

The relative difference of 4.3% arising from computer tomography and magnetic reso-
nance data is explained as follows. Suppose that we re-examine Table 3; at a temperature
of 37.8 ◦C, the standard slim-tube tests show a value greater than the ones considered at a
temperature of 30 ◦C. Therefore, it can be assumed that these tests slightly underestimate
the actual values of MMP, being the reason for the difference from the X-ray and MRI
techniques. Moreover, for these experimental methodologies, as in the microfluidic test
on dead-end channels, the MMP value was determined based on the relative change in
intensity. In our microfluidic experiment, it was not possible to obtain such a difficult-to-
determine parameter as the intensity while at the same time allowing us to qualitatively
and quantitatively assess whether the fluids were mixed during two-phase filtration or
not. As a result, it is reasonable to conclude that the microfluidic test described in this
article is most closely related to the slim-tube test, which is the widely accepted petroleum
industry standard.

This is confirmed by the fact that the microfluidic model meets the same requirements
that are imposed on minimum miscibility studies using the slim-tube (ST) test [51,78]:

• The length of the microfluidic ST is rather long to provide the necessary zone for immis-
cible displacement while not obscuring the overall impact of miscible displacement.

• The width of the microfluidic channel is modest, which reduces the influence of gravity
and fingering effects.

• The injection rate is controlled to be constant and relatively low, but remains unimpor-
tant since the system is sufficiently lengthy.

Although the ST test is recognised as a standard, there are still no standard criteria for
MMP determination in the petroleum industry. Some researchers, for instance, take the
moment at which specific oil recovery occurs after a particular pore volume is injected [79]
or at a certain gas–oil ratio [80]. Amao et al. [81] tried to exclude difficult-to-determine
pore volumes injected by introducing other cut-off parameters (instantaneous recovery rate
and oil recovery rate), which appeared to be sufficiently reliable. As can be seen, there
is still no standard procedure, and this is unfeasible since the size of the tubes and their
filling vary in different laboratories. Thus, for experiments on the microfluidic ST analogue,
it was necessary to set new, unique criteria by which the end of a particular run could
be determined. For this type of microfluidic test, it was suggested to take the moment of
five seconds after the gas breakthrough through the porous medium. Foremost, unlike
the standard test on a slim tube, where the moment of gas breakthrough is determined
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based on various indirect and complex parameters described above, this type of experiment
allows us to see the front passage visually. Thus, it allows the tracking of the filtration
time through the microfluidic channel with accuracy of a fraction of a second. Secondly,
an additional interval of five seconds was maintained for each experimental point, which
helped us to prove that the sweep efficiency coefficient had reached its maximum after gas
front breakthrough under these particular thermobaric conditions.

After we had determined how to perform and process a specific experimental point, it
was necessary to choose a method for the final data interpretation. Due to the long duration
of the ST experiment, as well as its high cost, a few experimental points are often obtained.
All of them are plotted on the graph of the sweep efficiency coefficient’s dependence on
pressure, where the minimum miscibility pressure is determined by a break in slope [51].
Such a break is often determined by constructing two approximating straight lines, the
intersection of which splits the graph into two zones of miscible and immiscible displace-
ment. Therefore, even a small inaccuracy in the construction of such approximation lines
can significantly affect the final MMP value.

Previous studies have demonstrated that surface wettability is one of the main pa-
rameters that affects the sweep efficiency in immiscible multiphase flow systems [82–84].
The work by Li and Fan [71] demonstrated that for a CO2– C10H22 system, the contact angle
between the two immiscible fluids does not change, regardless of the temperature, the
pressure or the surface material (hydrophilic or hydrophobic). Based on this understanding,
the contact angle was assumed constant (26◦) in the presented research. Thus, the values of
the sweep efficiency coefficient and the MMP values were not influenced by the wettability.

One of the main advantages of microfluidic experiments is the ability to conduct a
large number of tests in a short period of time, which significantly simplifies the approach
to interpreting the results. Similarly to the standard ST test, all the points of the experiments,
without exception, were displayed on the final graphs (Figure 8). For each temperature on
the final graphs, three zones were allocated, corresponding to immiscible, near-miscible
and miscible regimes. The immiscible displacement zone was coloured with red and
characterised by a slight fluctuation in the displacement coefficient but, at the same time,
a constant, relatively low value from 35 to 45% at 22 ◦C and from 40 to 50% at 30 ◦C.
The following (yellow) zone of the near-miscible regime was characterised by a slight
increase in the displacement coefficient while not reaching values close to 100%. Finally,
the zone of complete miscibility is highlighted in green and displays the zone where the
gas was thoroughly mixed with the liquid while achieving a displacement coefficient close
to 100%.

The relative error in the sweep efficiency of the numerical simulation and experimental
results was evaluated. The results of the numerical simulation were in good agreement
with the experimental results. The error between the numerical simulation results and the
experiment was within the range of 0.25–17%. The lowest error (0.25%) was recorded for
the miscible displacement (7 MPa), whilst the highest error (17%) was recorded for the
immiscible case at a pressure of 6.25 MPa.

The curve of the sweep coefficient can be divided into three main stages. The first
stage for the immiscible displacement occurred between the initial time step and lasted
approximately three seconds—a sharp linear increase in the sweep coefficient was recorded
at this stage. Next, the injected CO2 moved along the higher-permeability zone, displacing
all the n-decane along its path (Figure S6). The second stage of the simulation included
the moment that the injected CO2 reached the outlet of the channel. Prior to this stage, a
preferable path of CO2–C10H22 displacement was created; hence, the successive filtration
of CO2 occurred mainly along this path (breakthrough zone) due to low flow resistance
as compared to the first stage. Nevertheless, slight displacement was observed in other
sections of the domain, which increased the sweep efficiency. The final and later stage
is characterised by CO2 flow through only the established channels and no significant
increase in the sweep coefficient, as shown in the Supplementary Information (Figure S6).
The results of the miscible displacement showed similar stages of the displacement and
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mixing of the two fluids. However, these stages are due to continuous changes in the
average change in the rheology of the fluid–fluid mixture in the entire simulated domain.

At higher pressure, the IFT between the two fluids is lower. Hence, the flow is
easily redirected towards the dominant flow path. The patches are located between two
pores with a narrow opening in the transverse direction to the flow rate. The visual
representation of the flow velocity shows that the preferred flow path had a higher velocity
gradient than the other sections of the porous medium for the immiscible flow displacement.
Numerical modelling shows a higher velocity distribution in the preferred flow path for
both the miscible and immiscible flows (Figure S5).

The velocity distribution explains the heterogeneity associated with unconventional
reserves. The higher-permeability zones dominated the fluid displacement and resulted
in severe fingering of the injected fluid under immiscible conditions. The higher the IFT
between the two liquids, the higher the magnitude of fingering. In contrast, the impact
of domain heterogeneity does not result in fingering under the miscible condition. In this
work, while a plug-like flow was established, the diffusion of the injected solvent (CO2)
was also observed. The density and viscosity of the binary mixture formed by the mixing of
CO2 with n-decane were computed at every time step by Equations (4) and (5), respectively.
Figure 10 presents the resultant average density and viscosity over the simulated porous
domain. The convection and diffusion transport work simultaneously in the case of miscible
flow. While the injected volume of CO2 increases, the importance of n-decane decreases
through the combination of the mixing of the two fluids at the fluid–fluid interface and
the exiting of pure n-decane from the simulated domain. The mixing of the fluids at the
fluid–fluid interface is controlled by diffusion and convection. The results show that both
the density and the viscosity decrease as the injected pore volume of CO2 and the binary
mixture increases in the simulated domain. The Peclet number (Pe = uL/D) was computed
to estimate the dominant mechanism for the simulated porous medium, where u is the
average velocity of the flow, L is the channel’s characteristic length and D is the diffusion
coefficient. The value of the Peclet number is 7.35. The result indicates that the simulated
model’s convection transport is dominant over diffusive transport.

Figure 10. Average computed rheology of fluid in the domain at different time steps.

Generally, the presented approach was introduced to replace conventional experi-
ments: the rising bubble apparatus and the slim-tube test. The RBA approach for the
measurement of MMP values is qualitative and relies on visual observations to determine
miscibility. Therefore, this method has some subjectivity and lacks quantitative information,
resulting in arbitrariness in miscibility determination. Moreover, this test is not suitable
for complex compositions, where miscibility occurs not in condensing or vaporising but
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in a combined mode. However, this test is relatively fast, cheap and requires smaller
fluid quantities compared to slim-tube techniques. The slim-tube experiment is known
as the standard in measuring MMP values, but, at the same time, there are no standard
criteria for the methodology or the slim tube itself. Furthermore, the slim-tube test is a
time- and volume-consuming approach. While each displacement run under specified
pressure takes around two days, cleaning and re-saturating operations lead to a time cost
of at least a week for the determination of one pressure point for an oil–solvent system.
The microfluidic approach presented in this article eliminates most of the drawbacks of
traditional tests. Such tests are more accurate and reliable than both the slim-tube test and
the rising bubble apparatus for complex oil systems. Each run of the experiment under cer-
tain thermobaric conditions helps to differentiate miscible from immiscible injection, both
at the qualitative and quantitative levels. However, microfluidic tests require specialised
expertise and equipment.

The experiments were conducted on pure fluids that mix at first contact, unlike real
reservoir oil. However, it is expected that such microchip geometry will allow the multi-
contact miscibility of crude oils to be obtained by creating relative motion between the two
fluids during filtration through the porous channel. Furthermore, the presented microflu-
idic technology allows the repetition of MMP measurements at different temperatures and
pressures for the same geometry. This was proven by conducting several experiments for
the same pressure value under a constant temperature. Thus, the technical challenges that
usually relate to experiments with traditional tests can be eliminated.

6. Limitations and Future Studies

Despite significant improvements in the required time and fluid volumes for MMP
determination, it is essential to highlight current microfluidic technology’s technological
challenges and limitations.

1. The significant reduction in the porous medium’s volume inside the microfluidic
chip necessitates precise fluid control, either by flow rate or differential pressure. The
microfluidic experiment does not withstand the effects of pulsatile flow.

2. Currently, it is not possible to control the composition of the fluid in situ in the
microfluidic chip. Moreover, the volumes of the fluids are too small to be analysed by
conventional gas chromatographic methods.

3. The quality of images obtained from the microfluidic experiment requires a trade-
off between magnification and field of view. Our microfluidic model allowed us to
visualise the immiscible and miscible fluid flows along with the whole distance of the
main tortuous channel.

4. The error between the numerically simulated results and the experimental results
could be minimised by increasing the dimensions of the simulated volume of the
model in future studies, if there is a trade-off between the simulated volume and the
computational cost due to an improvement in computational power.

5. The presented microfluidic chip geometry allowed us to observe the miscibility zone
of C10H22 and CO2 inside the microfluidic channel, but experiments with real fluids
using this geometry are required.

6. It is necessary to develop a strict experimental procedure in further studies to address
the above technological challenges.

7. Conclusions

The minimum miscibility pressure of n-decane and CO2 was investigated by microflu-
idic laboratory experiments. Numerical simulations were conducted to verify the accuracy
of the CDF simulation of a section of the domain. Conclusions based on the results are
as follows.

1. For pure C10H22 and CO2 at temperatures of 22 and 30 ◦C, the MMP values of 5.6 and
7 MPa were obtained, respectively.
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2. The MMP values determined using microfluidic technology are in good agreement
with MMP measurements obtained by other methods described in the literature. For
instance, the relative difference for 30 ◦C is between 4 and 9%.

3. The conducted experiments allowed us to define a mechanism to determine the
minimum miscibility pressure, both quantitatively and qualitatively.

4. The presented microfluidic technique with a special microfluidic chip with a heteroge-
neous porous medium, compared to the traditional slim-tube test, required a much
smaller fluid volume (1 mL, approx.) and exceeded the maximum of one hour for the
preparation and experiment itself.

5. The simulation of a section of the entire domain (SV) yielded results in good agreement
with the experimental results.

6. The sweep efficiency of CO2 increases with increasing confining pressure due to the
decreasing IFT between C10H22 and CO2 under the immiscible condition.

7. Numerical modelling showed that the convective transport mechanism is dominant
over the diffusion mechanism under both miscible and immiscible conditions.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/en16134994/s1, S1: Uncertainty analysis of permeabil-
ity derivation; S2: Detailed description of microfluidic chip design; S3: Microfluidic platform;
S4: Additional images of numerical simulation and their description (PDF); Movies S1 and S2: Pro-
cessed experimental videos during miscible and immiscible displacement (MP4); Movies S3–S7: Videos
of numerical simulation under different system pressures (MP4); Figure S1: Assembled microfluidic
holder; Figure S2: Manufactured microfluidic chip for minimum miscibility studies; Figure S3: Addi-
tional SEM scans of the porous structure etched in silicon wafer; Figure S4: Sweep efficiency of the
numerical model based on different mesh quality; Figure S5: Snapshots of the velocity distribution for
the miscible and immiscible displacement of the simulated model; Figure S6: Snapshots at different
time intervals of the evolution of the miscible and immiscible displacement for the simulated model.
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