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Abstract: Heating, ventilation and air-conditioning (HVAC) systems constitute the majority of
the demands in modern power systems for aggregated buildings. However, HVAC integrated
with renewable energy sources (RES) face notable issues, such as uneven demand–supply balance,
frequency oscillation and significant drop in system inertia owing to sudden disturbances in nearby
generation for a longer period. To overcome these challenges, load frequency control (LFC) is
implemented to regulate the frequency, maintain zero steady-state error between the generation
and demand, reduce frequency deviations and balance the active power flow with neighboring
control areas at a specified value. In view of this, the present paper investigates LFC with a proposed
centralized single control strategy for a micro-grid (µG) system consisting of RESs and critical
load of a HVAC system. The proposed control strategy includes a newly developed cascaded
two-degree-of-freedom (2-DOF) proportional integral (PI) and proportional derivative filter (PDF)
controller optimized with a very recent meta-heuristic algorithm—a modified crow search algorithm
(mCSA)—after experimenting with the number of performance indices (PICs). The superiority of
both the proposed optimization algorithm and the proposed controller is arrived at after comparison
with similar other algorithms and similar controllers, respectively. Compared to conventional control
schemes, the proposed scheme significantly reduces the frequency deviations, improving by 27.22%
from the initial value and reducing the performance index criteria (ηISE) control error to 0.000057.
Furthermore, the demand response (DR) is implemented by an energy storage device (ESD), which
validates the suitability of the proposed control strategy for the µG system and helps overcome
the challenges associated with variable RESs inputs and load demand. Additionally, the improved
robustness of the proposed controller for this application is demonstrated through sensitivity analysis
with ±20% µG coefficient variation.

Keywords: 2-DOF (PI) and PDF controller; aggregated building’s HVAC model; heat pump generation
system; modified crow search algorithm; PICs

1. Introduction

The combustion of coal in thermal power plants to generate electricity contributes
to an increase in the global carbon footprint, which, in turn, has a detrimental impact on
the climate and the environment. In recent years, countries worldwide have collaborated
to invest in renewable energy sources (RES) in order to mitigate the negative impacts of
this growing carbon footprint. Popular RES options include photovoltaic (PV) systems,
wind turbine generation systems (WTS), heat pump generating systems (HPG), bio-diesel
generation systems (BDG) and fuel cells (FC). These RESs can be utilized in micro-grids

Energies 2023, 16, 5767. https://doi.org/10.3390/en16155767 https://www.mdpi.com/journal/energies

https://doi.org/10.3390/en16155767
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0003-0410-2154
https://orcid.org/0000-0001-5741-9548
https://doi.org/10.3390/en16155767
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en16155767?type=check_update&version=1


Energies 2023, 16, 5767 2 of 23

(µG), which help meet the increasing demand for power [1] in a greener way. In some
cases, micro-grids supply power to critical loads, such as freezers, heating, ventilation and
air-conditioning (HVAC) systems, which have experienced a sudden surge in demand
worldwide, as depicted in Figure 1 [2–6]. This highlights the impact of rising demand on
the power industry. Moreover, the unpredictability, volatility and intermittency of RESs,
along with the fluctuating demands of these critical loads, pose significant challenges
for micro-grids, similar to those faced by conventional grid systems. These challenges
make it very difficult to regulate the power output of micro-grids, resulting in rapid
frequency deviations, which hinder power exchange between control areas with higher
control errors. Unlike traditional grids, researchers working on micro-grid systems are
focused on developing suitable control techniques, particularly load frequency control
(LFC), to mitigate frequency oscillations and power-sharing issues [7].
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Figure 1. Statistical data of % power consumption for different countries around the globe. The x-axis
represents the major/critical loads in power systems; the y-axis shows % power consumptions [2–6].

LFC encompasses two techniques: (i) intelligent controller design and (ii) demand
response (DR) management [8]. Recent research has explored various methods utilizing
both of these LFC techniques, demonstrating notable mitigating impacts in micro-grid
challenges. Therefore, LFC is a crucial approach aimed at maintaining the nominal system
frequency by minimizing frequency variations caused by rapid changes in load and/or
fluctuations in power output of RES [9].

Extensive research has been conducted on the first LFC technique, which involves
designing an intelligent controller for the µG system. Several notable recent papers on this
topic can be found in the literature [10–13]. Additionally, various controllers, such as the
conventional PI controller [14], fractional order fuzzy-based PID (FOFPID) controller [15],
fractional order proportional plus integral (FOPI) controller [16], cascaded controller of 1 +
PI and C-PDF [17], multi-stage PID (MS-PID) structure with (P+DF) followed by a filter and
a second stage of (1 + PI) [18], multi-stage PDF+ (1 + PI) controller [19] and fuzzy cascaded
PD-PI controller [20], have demonstrated satisfactory performance in frequency response
for both single-area and multi-area µG systems. However, the tuning of these controllers
plays a crucial role in improving their performance. Therefore, various techniques have
been employed in the literature to tune the controller parameters for LFC in the µG.

Various classical methods can be employed to regulate the parameters of the controller for
LFC, including Ziegler–Nichols ultimate-cycle tuning, Cohen–Coon and Astrom–Hagglund [21].
However, the conventional optimization approach is not preferred when dealing with a
large number of parameters. Consequently, there is a growing interest in utilizing soft
computing approaches to fine-tune the control variables [22]. In the current state of the art,
several meta-heuristic approaches [23] have been applied to estimate the optimal control
parameters for LFC in µG. Examples of such approaches include the genetic algorithm
(GA) proposed by Ref [14], the mind blast algorithm (MBA) introduced by Ref [24], an
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improved mouth swarm algorithm (IMSA) [25], a more efficient grasshopper optimization
algorithm (GOA) [19], a green leaf-hopper flame optimization algorithm (GLFOA) [26],
cohort intelligent optimization [27] and double deep Q-learning algorithm [28], among
others. However, in order to find a feasible solution and improve dynamic responses, it
is crucial to explore modern meta-heuristic algorithms, which offer enhanced explorative
and exploitative search capabilities. Therefore, in this paper, the newly explored algorithm
shows satisfactory results when combined with a suitable proposed controller.

In addition to the first technique of LFC, another state-of-the-art method is the DR,
which offers a potential solution to power system issues through low inertia devices [29].
DR management involves the use of various energy storage devices (ESDs), as discussed
in previous research, such as battery energy storage systems (BES) [30], saturable reactors
(SR) [31], electric vehicles (EV) [32], super capacitor energy storage (SCEC) [33] and others.
This technique demonstrates a significant reduction in frequency deviations during sudden
disturbances. Another approach of DR in LFC is utilized by controlling the critical loads
at the consumer side, which decreases the total network losses by 2.5% and reduces
frequency deviation [34]. In this case, DR management operates with a localized controller
by using thermostatic devices through the ON/OFF switching method. Furthermore,
Ref [35] studied the concept of DR using a heating and ventilation cooperative home energy
management system (CHoEMS), where critical loads, such as a HVAC system, play an
important role in LFC because it has been observed that HVAC consumes more power than
other loads, as discussed earlier in this paper. Additionally, recent local control schemes for
LFC include under-frequency load shedding control scheme [36], a switching-based event-
triggered control approach to demand side management [37], primary frequency regulation
(PFR) and secondary frequency regulation (SFR) [38], and HVAC control [39], etc. However,
a drawback of these localized control approaches is their proper coordination with the
central controller, which may cause customer discomfort due to sudden curtailment of a
large number of loads [40]. Therefore, a centralized control scheme is more suitable for
controlling generators and demands, with a separate DR control utilizing ESDs [41]. Few
investigations have explored different coordinated control strategies using the µG model,
incorporating critical loads, such as freezers, heat pumps and plug-in electric vehicles
(PHEV) [41,42]. Nevertheless, to evaluate the reduction in frequency deviations using
a centralized single control scheme in the µG, various RESs and HVAC systems can be
considered, particularly for the step changes in demand, which is the primary focus of this
paper, as shown in Figure 2.
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Based on the aforementioned literature, the significance of a centralized control strat-
egy in a µG comprising various RESs, ESDs and HVAC systems was designed and simu-
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lated for validation. Therefore, this paper proposes an intelligent cascaded control scheme
aimed at minimizing frequency deviations and maintaining a balance between generation
and demand. Further, the parameters of the controller are optimized with a very recent
meta-heuristic algorithm for the first time. The adoption of a cascaded controller in this
study enhances the control capabilities within the newly developed µG (as depicted in
Figure 2). This approach addresses the potential limitations of individual controllers, which
may struggle to perform optimally and lead to reduced peak deviations. However, it should
be noted that the secondary control loop of the cascaded controller has the drawback of
slightly slower operations. Nevertheless, it significantly reduces peaks compared to a
single primary control loop of the cascaded controller, as discussed later in the Results and
Analysis section.

The main contributions in this paper are listed below:

• Development of a micro-grid (µG) model for simulation in MATLAB/Simulink, in-
cluding an integrated HPG system, RESs (PV, DSTS, WTS, FC), an ESD unit and a
developed HVAC system as a critical load. This integration is a novel approach.

• A new cascaded 2-DOF (PI) and PDF controller is proposed and optimized with
a number of recent meta-heuristic search algorithms, including the modified crow
search algorithm (mCSA) considering the number of performance indices (PICs) for
comparison before finalization regarding the best optimization algorithm and best PIC
for reducing the frequency deviation in the µG system.

• The superiority of the proposed new cascaded controller as above is established after
comparing its dynamic performance with other similar controllers, such as FOPID,
2-DOF with PID and PI-TID, in terms of the settling time, peak overshoot and under-
shoot and number of oscillations.

• To enhance the dynamic behavior using the proposed control scheme, DR manage-
ment and a sensitivity analysis of different loading conditions are conducted for
different scenarios.

The article is structured as follows. Section 2 illustrates the proposed model and the
problem statement. The system components introduced in Section 2 are discussed in Section 3
in detail. The theoretical approach for the proposed control strategy with various recent
optimization techniques for this proposed µG model is addressed in Section 4. The theoretical
background and control strategy discussed in the previous sections are investigated further,
and the simulation results with a conclusion are presented in Sections 5 and 6, respectively.

2. Investigation of HVAC Integrated µG System

The detailed mathematical modeling of the proposed µG model is discussed in this
Section and is shown in Figure 3a. The energy generation unit of the proposed µG is
HPG, as the main governing generation system with capacity of 400 kW. Additionally,
several other renewable energy generation units, including PV, WT, FC and DSTS, are
integrated, with 100 kW generation capacity for each unit. To ensure flexibility in managing
the demand and surplus energy, the BES system, functioning as the ESD, with a capacity
of 250 kW, is considered. Consequently, the total power generation capacity of the µG
amounts to 1000 kW. In addition to the power generation units, the system incorporates
temperature-sensitive loads associated with the HVAC system. These loads are regulated
by a central controller to accommodate any disturbances resulting from step load changes
(∆PCL). The output power of the proposed µG is expressed in Equation (1).

Pg = PHPG + PPV + PWTG + PDSTS + PFC ± PESD (1)

where the solar insolation (∆φ) input to be considered for the simulation is 0.1 p.u.; the
input variation of the WTS (∆ν) is considered to be 0.1 p.u.; and the output power from the
fuel cell generation unit is considered to be 0.1 p.u. The other system parameter values,
which are considered for designing the transfer function model of µG, are given in Table 1.
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Table 1. Model constraints and their values.

Parameter Values (p.u.)

KPV, τPV [14] 1, 1.8
KWTS, τWTS [14] 1, 1.5
KDSTS, τDSTS [43] 1, 0.5

KFC, τFC [44] 1, 0.1
kGen, τGen,1, τGen,2, τgov, τTur [11] 0.25, 0.1, 0.2, 0.1, 0.3

KESD, τESD [45] −0.003, 1
State of charge (SOC) [45] With ideal conditions

KTH, TTH [46] 5, 5.5
KTcom, TTcom [47] 1, 3

a0, a1, a2, b0, b1 and b2 [48] 0.37, 0.01, 0.43, 0.00108, 0.017, 1
KE, TE [49] 1, 0.8

J, B [49] 1, 0.3
M, D [45] 0.2, 0.3

All RESs are expected to supply maximum power using power electronics convert-
ers/networks. Let the sudden variation in power from RESs cause deviations in output
power to the load and other sensitive critical loads of the HVAC system (∆PHVAC). To lessen
the discrepancy (∆PG) between the load and the generation, the suggested 2-DOF (PI) and
PDF controller is used to regulate the frequency change (∆fL) of the µG system.

∆PG = ∆Pg − ∆PCL − ∆PHVAS (2)

The overall transfer function for the proposed µG is considered as

Gsys(s) =
∆ fL
∆PG

=
1

Ms + D
(3)

Problem Formulation of Proposed µG

The proposed µG in Equation (3) is investigated with the suitable control strategy. In
the proposed control scheme, the recent algorithm is used to tune the newly approached
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suggested 2-DOF (PI) and PDF [34] controller parameters in order to minimize the PIC
(η) [50].

ηISE =
t∫

0
|∆f L|

2dt

ηITSE =
t∫

0
|∆f L|2 × tdt

ηIAE =
t∫

0
|∆f L |dt

ηITAE =
t∫

0
|∆f L|×tdt


(4)

The equation mentioned above is derived to assess the effectiveness of the proposed
control scheme, as illustrated in Figure 3b and discussed in Section 4. This control scheme
is developed after designing each component of the micro-grid, as explained in Section 3.

3. System Components and Their Description

In this section, the abovementioned system components with various RES units are
concisely described in Sections 3.1–3.6. The integrated HVAC system for modern µG is also
described briefly in Section 3.7.

3.1. Proposed Heat Pump Generating System Modeling

In this article, the heat pump generating unit is the dispatchable unit for droop control.
The working principle of the HPG replicates the thermal generation units described in
Ref [51]. Therefore, it has three main components working simultaneously, namely the
governor, turbine and the generator, where the governor has two inputs of ∆Pr and ∆ωv.
Small perturbations can cause changes in the governor output [11]:

∆Pgov = ∆Pr −
1
R

∆ωvkW (5)

The variation in the valve position of ∆xv causes a change in the output of ∆Pv and
∆Pgov. Hence

∆xv = ∆Pgov − ∆PvkW (6)
where

∆Pv = ky

∫
∆xvdt (7)

Therefore, the transfer function for the governor of the plant is

Ggov =
∆Pv

∆Pgov
=

1
1 + τgov

(8)

For the turbine, it is assumed that the output mass flow is proportional to the pressure
of the vessel at constant temperature. Therefore, the turbine leads to a first-order transfer
function, and the generator maintains unaltered constant output. Therefore, the transfer
function equations of the turbine and HPG are given by

∆PTur =
1

1 + sτTur
∆Pgov (9)

GHPG =
∆Pv

∆PHPG
=

kG(1 + sτGen,2)(
1 + sτgov

)
(1 + sτTur)(1 + sτGen,1)

(10)

The notation is given in the nomenclature. Thus, the HPG power deviation equation
of ∆PHPG associated with Equation (1) for the LFC study is shown in Figure 3a, and the
value of the parameter is given in Table 1.

3.2. Solar PV System

A new era of solar integrated building PV systems is part of the recent developments
in renewable energy harvesting. Further, the cost-effective PV system components facilitate
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the PV technology to be the prime renewable energy source for future electrical demands.
However, the building generation system with PV makes it even more robust, and its
transfer function for LFC analysis is given in Equation (11) [14]:

GPV =
KPV

1 + sτPV
(11)

3.3. Wind Turbine System (WTS)

Wind power is a commonly used renewable energy source (RES), which offers advan-
tages in reducing carbon emissions compared to fossil fuels. In this micro-grid (µG) system,
a horizontal wind turbine is connected to high-efficiency power electronic converters to
optimize energy generation. For the purposes of this article, it is assumed that the output
of the WTS is fixed at 0.1 p.u. in order to evaluate the performance of the proposed µG
system controller. The transfer function model of the WTS for LFC is represented by [52]

GWTG =

(
KWTG

1 + sτWTG

)
(12)

3.4. Dish–Stirling Solar System (DSTS)

Approximately 2–50 MW can be produced for µG and small-scale applications. A lack
of PV capacity to satisfy peak demand may result from diurnal temperature fluctuations.
As a result, the DSTS stores heat and turns it into usable power. A first-order transfer
function model in Equation (13) is taken into account for the proposed µG [43], while the
usage is further discussed in Section 5.4.

GDSSP =
KDSTS

1 + sτDSTS
(13)

3.5. Fuel Cell

The electrochemical reaction of hydrogen and oxygen in a fuel cell produces energy.
Unlike typical generators, such as diesel generators, fuel cells can produce power without
making noise or polluting the environment. They generate a low dc voltage, which can be
converted to AC using more efficient power converters. Therefore, a large-scale FC can be
implemented in the µG era. A first-order lag transfer function model is used for this LFC
analysis [44], given in Equation (14):

GFC =
KFC

1 + sτFC
(14)

3.6. Energy Storage Device

For the study, a Li-polymer battery storage device is considered for area-1, and its
transfer function equation in Ref. [45] is given by

GESD =
KESD

(1 + sτESD)
(15)

The controlled DR unit has to be defined in such a way, so as to neglect the minimum
variation in ∆fL by controlling the output of the ESD unit. In this model, the variation can
be measured by Equation (16) [34]:

PDRC =

(
4 fL
4 f

)
(4PG + kt4 T) (16)

3.7. Proposed Heating, Ventilation and Air-Conditioning System (HVAC) for Aggregated
Building Model

The proposed micro-grid (µG) incorporates a HVAC system consisting of a variable
speed heat pump (VSHP), an equivalent thermal activated building model (ETABM) and a
thermostat device. Figure 4a illustrates the comprehensive structure of the HVAC system,
and the subsequent sections will delve into the details of each component.



Energies 2023, 16, 5767 8 of 23

Energies 2023, 16, x FOR PEER REVIEW 8 of 25 
 

 

1
FC

FC
FC

KG
sτ

=
+  

(14)

3.6. Energy Storage Device 
For the study, a Li-polymer battery storage device is considered for area-1, and its 

transfer function equation in Ref. [45] is given by  

( )1
ESD

ESD
ESD

K
G

sτ
=

+  
(15)

The controlled DR unit has to be defined in such a way, so as to neglect the mini-
mum variation in ∆fL by controlling the output of the ESD unit. In this model, the varia-
tion can be measured by Equation (16) [34]: 

( )L
DRC G t

fP P k T
f

 
= + 
 

  
  

(16)

3.7. Proposed Heating, Ventilation and Air-Conditioning System (HVAC) for Aggregated 
Building Model 

The proposed micro-grid (µG) incorporates a HVAC system consisting of a variable 
speed heat pump (VSHP), an equivalent thermal activated building model (ETABM) and 
a thermostat device. Figure 4a illustrates the comprehensive structure of the HVAC sys-
tem, and the subsequent sections will delve into the details of each component. 

  
(a) (b) 

Rcond_t1

0.5C
t1 0.

5C
t1

Rcond_t20.5C
t2 0.

5C
t2

Rcond_f

0.5C
f 0.

5C
f +

-

Rconv

Floor

T
adj

Rconv Rcond_t1

Indoor Air

3 Layers 3 Layers

 
(c) 

Figure 4. (a) Block representation of the proposed HVAC with VSHP, compressor and proposed 
controller; (b) Test model of the aggregated building model; (c) Simplified electrical diagram of the 
equivalent thermal activated building model (ETABM). 

3.7.1. Variable Speed Heat Pump (VSHP) for HVAC 

Figure 4. (a) Block representation of the proposed HVAC with VSHP, compressor and proposed
controller; (b) Test model of the aggregated building model; (c) Simplified electrical diagram of the
equivalent thermal activated building model (ETABM).

3.7.1. Variable Speed Heat Pump (VSHP) for HVAC

The working principle of a VSHP is similar to a Rankin cycle. A VSHP is the heat
pump coupled to a variable speed induction motor [53]; its function is to control the room
temperature by controlling the HVAC inputs. The complete aggregated model of the
VSHP for the proposed µG system is shown in Figure 4a. In this model, the components
of the VSHP are the compressor, the condenser (converting gas to a liquid condition),
the expansion valve and the evaporator (converting liquid to a gaseous state). The main
component of the VSHP is the compressor. This compressor speed adjusts the indoor
temperature by controlling the fuel injection rate. Therefore, the compressor’s mechanical
output or shaft speeds are linearly dependent on the temperature [54], which results in
frequency regulations. It is assumed that the fan power consumption is neglected for
the proposed aggregated model; then, the output mechanical power is expressed as in
Equation (17) with different speeds (ωr) and temperatures [49]:

Pms = kwωr + kcTec + keTeH + ko f f set (17)

The coefficients of kw, kc, ke, koffset, Tec and Teh are determined by the number of regres-
sive polynomial algorithms, lower and upper limit temperature. The output mechanical
power fluctuations of the VSHP ∆Pm during instability are expressed as [49]

∆Pm(s) =
nφ

ω1s + nφ
ω0

s2 + dφ
ω1s + dφ

ω0
∆ωr(s) (18)

The constants of nφ
ω1, nφ

ω2, dφ
ω1 and dφ

ω2 are defined as the trial and error method.
The mechanical speed of the compressor depends on the power and mechanical torque
variations due to different temperature variations defined [49]:

Pm(s) = Pm0 + ∆Pm(s) (19)
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where Pm0 is the initial operating power, and ∆Pm represents mechanical power variations.
The linearized compressor transfer function is given in Equation (20), including the initial
torque (τm0) and speed (ωr0) [49].

Gcomp =

(
nφ

ω1s+nφ
ω0

s2+dφ
ω1s+dφ

ω0
− τm0

)
ωr0

(20)

The linear VSHP model for the LFC study is introduced in Equation (21) [49]:

GVSHP =


Gc(s).Gcomp(s).GSha f t(s)

Gc(s).
(

Tm1 s2+Tm2 s+Tm3

τm1 s2+τm2 s+τm3

)
.
(

1
Js+B+k f (s)

) (21)

where kf(s) can affect the variation of ωr, considered as zero change under a steady-state
condition. The motor field is controlled by the 2-DOF (PI) and PDF controller Gc(s), which
is discussed in Section 4 and is integrated into the system (Figure 4a) for FR in HVAC.
The indoor temperature of the building will be thermostatically controlled by the fully
controlled VSHP, as discussed in Section 3.7.2.

3.7.2. Equivalent Thermal Activated Building Model (ETABM)

An equivalent thermal activated building model objective is to uphold indoor room
temperature against the outdoor temperature change and variations in internal heat gains,
as proposed by Ref [55]. The purpose of using the equivalent thermally activated build-
ing model (ETABM) is to provide better space cooling at a constant inside temperature.
Figure 4b shows an aggregated test model of the building’s indoor operation. Six existing
layers in between the outdoor and indoor walls are responsible for transferring the outdoor
temperature from t1 to tf. Furthermore, the indoor temperature can be adjusted by changing
the compressor output (Qout) in VSHP. Therefore, to validate the dynamic responses with
VSHP, the ETABM in Figure 4b is simulated by using the analogy between a thermal and an
electrical network shown in Figure 4c, as proposed by Ref [49]. Additionally, the differential
equation of the ETABM is given as

dt1

dt
=

Qhp

Ct1
+

1
Ct1Rcond_t1

(t1 − t2) +
3

Ct2Rcond_t2

(
t2 − t f

)
+

3
C f Rcond_ f

(
t f − Tadj

)
(22)

Cadj
dTadj

dt
=

1
Rconv

(
t2 − Tadj

)
(23)

In this model, the thermal resistance, capacitance, thermal conductivity and heat gain
are represented in the electrical network by a resistor, capacitor, voltage source and current
sources. Rconv is the convection resistance; Rcond_t1 and Rcond_t2 are the conduction resistance
at temperatures t1, t2; and Rcond_f is the conduction resistance of the floor. Similarly, Ct1
and Ct2 are the thermal capacitance of the room at temperatures t1, t2, and Cf is the
floor capacitance. The change of temperature is considered constant, so the value of
(dTadj/dt) is negligible; it is also assumed that t1 = t2 = tf, and the equivalent heat capacity
C = Ct1 + Ct2 + Cf. This article proposes the thermal model at constant indoor temperature
variation to justify the controller performance. Therefore, it is assumed that the input of the
ETABM is 0.1 p.u. The proposed aggregated transfer function of the ETABM with a HVAC
load is given by Equation (24):

GETABM =

(
a2s2 + a1s + a0

b2s2 + b1s + b0

)
︸ ︷︷ ︸

heat gain control

(
KE

τEs + 1

)
(24)

3.7.3. Thermostat Model

In modern building systems, a thermostat device is used as a sensor in VSHP to
maintain indoor temperature at a certain level [56]. The complete block diagram for HVAC
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is shown in Figure 5. The proposed transfer function of the aggregated thermostat model
for LFC is given in Equation (25) [46]:

GTh =
KTh

s
(25)
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Figure 5. Structural diagram of the proposed HVAC for simulation.

4. The Proposed Control Strategy for LFC in the µG Model
4.1. Controller Formulation

This article considers a cascaded two-degree-of-freedom (2-DOF) model with PI and
a standard proportional derivative with filter coefficient (PDF). Such controller provides
better system dynamics and error attenuation, which are clearly analyzed in Section 5.3.
The controller consists of two independent closed loops on the primary side. Due to these
independent closed loops, the controller provides better disturbance rejection ability, as
well as smoother input set point tracking. This controller has two inputs: the Rj(s) as the
frequency deviation and the Dj(s) as the disturbance regulating the proposed system [57].
The output of the controller is Y(s) = PIC, which is the input to the generator governor of
the HPG. The transfer function model for the proposed controller is depicted in Figure 6.
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The mathematical modeling of the cascaded 2-DOF (PI) and PDF controller is given in
Equations (26) and (27) [58]:

Uj(s) = KPj
[(

bjRj(s)
)
− Dj(s)

]
+

KI j

s
(

Rj(s)− Dj(s)
)

(26)

Uj(s) =

Loop−1(
KPjbj +

KI j

s

)
Rj(s)− DJ(s)

Loop−2( sKPj + KI j

s

)
(27)

To intensify the output of the PDN controller cascaded with the 2-DOF (PI) controller,
the expression is given in Equation (28).

Yj(s)
Uj(s)

= KPj + KDj

(
Njs

s + Nj

)
(28)
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GC(s) =
[

Yj(s)
Rj(s)

]
=


1(

KPjbj+
KIj

s

)
(

sKPj+KIj
s

)
(

KPjbj+
KIj

s

)
KPj + KDj

( Njs
s+Nj

)
0


[

Uj(s)
Dj(s)

]
(29)

The tunable parameters of the proposed designed controller are given in Equation (30):

KPjmin ≤ KPj ≤ KPjmax; KI jmin ≤ KI j ≤ KI jmax
KDjmin ≤ KDj ≤ KDjmax; bjmin ≤ bj ≤ bjmax
Fjmin ≤ Fj ≤ Fjmax

 (30)

where KPj, KIj, KDj, bj and Fj are the proportional, integral, derivative, degree-of-freedom
and filter coefficient ranges, respectively, and the ranges considered are [0, 1] for propor-
tional gain, [0, 1] for integral gain, [0, 1] for derivative gain, [0, 2] for the degree of freedom
and [0, 35] for the filter coefficient. The challenge in designing the controller is tuning its
number of parameters for optimal performance. To solve the problem, a newly modified
meta-heuristic approach can be used to tune the controller parameters efficiently and find
the optimal values, as shown in Figure 3b, which is further discussed in Sections 4.2–4.4.

4.2. Flower Pollination Algorithm (FPA)

A meta-heuristic algorithm inspired by nature—the FPA—replicates the pollination
behavior of flowering plants by retaining the fittest flowers of the species throughout the
reproduction. Pollinators exhibit specific characteristics in this algorithm. Biotic pollinators
represent global search using the Lévy flight, while abiotic pollinators represent local
search [59]. A switch probability p ∈ [0, 1] medizes pollination in a global and local search.
The constancy of flowers during the global search is expressed by [59]

xi(j + 1) = xi(j) + LF[xi(j)− g∗] (31)

where g* represents the initial current best solution; xi(j) is the pollen i [1, 2, 3, . . ., N] at
iteration j with vector xi; and LF is the Lévy flight. The cascaded 2-DOF (PI) and PDF
controller constants in Equation (31) are tuned in this study using the flow chart given in
Figure 7a to obtain the minimum objective function given in Equation (4).

4.3. Crow Search Algorithm (CSA)

Crows are considered to be brilliant birds. They can search for food by observing
other birds’ movements and stealing their food when they leave. The previously discussed
literature shows faster response of the CSA algorithm in the AGC study of the power
system [52]. The clear observation in Section 5.2 shows improvement in the transient
performance of this work due to its chaos-based better explorative search capabilities,
which avoid entrapment in local optima.

In this approach, two perspectives are used to find the optimum location of each crow
(controller variables). In the first approach, crow-i selects crow-j randomly among the
population. Then, crow-i tracks crow-j for the food hiding place and updates the position
through Equation (32). For the second perspective, crow-j is aware that crow-i is following;
thus, crow-j will go for a random place. These two perspectives are decided according to
the decided value of awareness probability (AP) [60].

xi,iter+1 =

{
xi,iter + ri × f li,iter ×

(
mj,iter − xi,iter) rj ≥ APi,iter

a random position, otherwise
(32)

where rj is a random number with a uniform distribution between 0 and 1; APi, iter
denotes the awareness probability of crow j at iteration iter; and memory is given through
Equation (33). The fitness function computes the quality of the position by determining
the decision variable values. The new position for the ith crow generates a new position
by randomly selecting flock crow-j in the first iteration. After selecting the crow, check the
feasibility of the newly generated position of the jth crow, i.e., mj. The crow will update the
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position if it is feasible. Otherwise, it generates a new position. The above search procedure
continues until they obtain a suitable position by updating their memory, and it is given by
Equation (33) [60]:

mi,iter+1 =

{
xi,iter+1 f (xi,iter+1)is better than f

(
mi,iter)

mi,iter Otherwise
(33)
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where f (x) denotes the fitness/objective function; check the iteration criteria until
they reach itermax, and terminate afterward. The flow chart in Figure 7b shows the above-
described procedure for this article.

4.4. Modified Crow Search Algorithm (mCSA)

The working principle of the mCSA is similar to the CSA technique, namely to find
the best hiding location. Nevertheless, in this technique, the selection of one crow from the
flock is different for the given search space [61].

As mentioned in Section 4.3, initially, crow-i chooses a random crow from its memory
population to reach the optimum position. However, there is a probability of choosing
a bad location of crow-j due to the random crow selection among the population. This
results from inappropriate results (objective function) and wrong optimum solutions, which
are intended to decrease the convergence speed. Therefore, in this technique, a priority-
based selection is proposed to identify the best crow position among the population. In
this selection method, crow-i selects the best crow in each iteration, which has the best
value of ‘S’. The advantage of this selection is that it lowers the likelihood of choosing the
wrong target crow by selecting it from the flock’s top crows. In this case, the convergence
speed is boosted, since the crows may move into a better position by pursuing the more
advantageous targets. However, the selection of the value of ‘S’ is very significant. Because
the small value of ‘S’ indicating the distance between crow-i and crow-j is less, this leads to
being stuck in a local optimum, whereas the selection of a large value of ‘S’ increases the
probability of selection of a bad position for crow-i. To avoid the issue, as well as for better
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exploration of the search region, the selection of the value of ‘S’ is initiated from the larger
value to a lesser value, as per Equation (34), where the best local optimum is essential [61].

Siter = round
(

Smax −
Smax − Smin

itermax
× iter

)
(34)

Afterward, to select the best position (Mj,iter), the boundary is also exceeded by in-
creasing the value of fl to 2. This specifies the boundaries, which cover every proximity
position around the new position (Mj,iter), as well as increasing the probability of crow-i
exceeding crow-j. Additionally, the flight length (fl) in Equation (35) estimates the suitable
value for crow circumstances [61].

f li,iter =

{
2 i f Dφ

i,j > Dthr
f lthr i f Dφ

i,j ≤ Dthr
(35)

where Dφi,j is the distance vector among crows i and j; and Dthr is the threshold value of
the distance. With the mentioned modification in the CSA technique, in this proposed
system, it is observed that the responses are improved with a better convergence rate,
which is further discussed in Section 5.2. The complete flow chart for the abovementioned
description used for the simulation is shown in Figure 7c.

5. Results and Analysis

This section addresses the superiority of the proposed control strategy with DR for
the µG system. Initially, the performance of the proposed µG considered with HPG (the
dispatchable or droop control unit), PV and WTS as the main energy sources and the critical
load of HVAC was investigated to evaluate the best PIC among many PICs for the superior
controller with an efficient optimization technique. MATLAB/Simulink R2020b run on a
computer with an Intel(R) core i7-3.20 GHz processor and 16 GB RAM was used to design
and simulate this µG model as the study system. Furthermore, the studied system with
the proposed cascaded 2-DOF (PI) and PDF controller is evaluated in a variety of relevant
scenarios, as shown below:

• Scenario 1: Performance evaluation of the system with various PICs and with the
proposed controller to obtain the best PIC.

• Scenario 2: Performance evaluation of the system with various meta-heuristic tech-
niques, one at a time, with the proposed controller and with the best PIC to find the
best among all.

• Scenario 3: Comparative analysis to determine the effectiveness of the proposed
controller with different evaluation controllers, each one optimized with the best
algorithm and the best PIC.

• Scenario 4: Performance evaluation of the system with DR.
• Scenario 5: Assessment of system performance when the system coefficient varies

from its nominal loading condition.

5.1. Scenario 1: Performance Evaluation of the System with Various PICs and with the Proposed
Controller to Obtain the Best PIC

In this scenario, the best PIC (ηPIC) in Equation (4) is obtained by providing the system
with the proposed control strategy from Section 4. The cascaded 2-DOF(PI) and PDF
controller parameters are optimized using the mCSA algorithm by taking IAE, ITAE, ITSE
and ISE into account one at a time, as illustrated in Figure 8a,b. The optimized controller
parameters for each PIC are shown in Table 2. Based on the characteristics in Table 3, it is
observed that IAE and ITAE generate higher values, as well as a longer time to settle down,
as compared to ITSE and ISE. According to the responses obtained from the simulation,
it is noted that the best PIC, ISE, shows the lowest settling time, number of oscillations,
magnitude, as well as fastest convergence, as compared to other PICs.
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Table 2. Optimum values of proposed controllers with mCSA technique for each PIC.

PICs bj KPj KIj KPj KDj Nj ηPIC

IAE 0.193 0.450 0.926 0.831 0.496 10.448 0.000131801
ITAE 0.091 0.245 0.273 0.119 0.734 19.230 0.000085462
ITSE 0.934 0.401 0.946 0.603 0.650 29.805 0.0000802926
ISE 0.549 0.473 0.703 0.917 0.129 15.975 0.0000575913

Table 3. Response values with different PIC approaches.

Response Type Settling Time (s) Peak Overshoot (p.u.) × 10−3 First Undershoot (p.u.) × 10−3

PICs ∆f1 ∆f1 ∆f1

HPA-IAE 101.15 0.265 -
HPA-ITAE 61.15 0.255 0.013
HPA-ITSE 44.23 0.152 −0.047
HPA-ISE 21.95 −0.008 −0.106

5.2. Scenario 2: Performance Evaluation of the System with Various Meta-Heuristic Techniques,
One at a Time, with the Proposed Controller and with the Best PIC to Find the Best among All

This scenario focuses on investigating the effectiveness of the proposed mCSA al-
gorithm, focusing on a comparison with some similar standard algorithms. This case
study aims to determine the best algorithm for the proposed system with the proposed
cascaded 2-DOF(PI) and PDF controller. The proposed algorithm’s excellence and ability
are investigated for the single objective function by applying statistical analysis and a
comparison of dynamic responses, one at a time. The statistical analysis includes the
mean, maximum, best and standard deviation measurement (STD) values to achieve a
better solution. Three effective algorithms—the flower pollination algorithm (FPA) [62],
the crow search algorithm (CSA) [60] and the proposed algorithm—are compared with the
outcome. The decision parameters of the investigated algorithms for this study are given in
Appendix A. To evaluate the best fitness for the specific algorithm, each algorithm is run for
100 statistical runs. The results from the statistical run for all the algorithms are evaluated
in Table 4 for comparison to select the best among all. It is demonstrated in Table 4 that
the proposed algorithm finds the best suitable fitness value. Further, the best convergence
curves for all the algorithms are plotted in Figure 9a from the best 100 statistical runs.
Figure 9a shows that the proposed algorithm converged much faster and outperformed
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the other algorithms considered. The results display that the proposed algorithm takes
much less execution time for convergence than the others. Correspondingly, the optimized
parameters of the best run are shown in Table 5. The frequency deviation plot with the
investigated algorithms is shown in Figure 9b. Moreover, the transient responses of the
plot are given in Table 6. Finally, it is visible from the statistical run and the convergence
curves that the proposed algorithm is the best among all in terms of better convergence,
the quality of solutions and consistency.

Table 4. The statistical run test results of three algorithms investigated in Scenario 2.

Algorithms Time of Execution for 100 Runs Mean Max Best Standard Deviation

FPA [62] 39 min 14.5483 28.659 0.184418 7.8278
CSA [60] 28 min 0.5727 1.225 0.000192 0.3548

mCSA 22 min 0.0000578 0.0000585 0.000057 0.000000415
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Table 5. Optimum values of cascaded 2-DOF (PI) with PDF controller for Scenario 2.

Algorithms bj KPj KIj KPj KDj Fj ηISE

FPA [62] 0.887 0.802 0.088 0.058 0.504 25.673 0.184418

CSA [60] 0.481 0.331 0.561 0.872 0.917 29.360 0.000192

mCSA 0.549 0.473 0.703 0.917 0.129 15.975 0.000057

Table 6. Transient response values for different algorithm approaches in Scenario 2.

Deviation in µG Power (∆Pg) Deviation in Load Frequency (∆fL)
% Improvement

from Initial
PeaksControllers Settling

Time (s)

Magnitude
of Peak

Overshoot

Magnitude of Peak
Undershoot (−ve)

Settling
Time (s)

Magnitude
of Peak

Overshoot

Magnitude of Peak
Undershoot (−ve)

FPA [62] 36.2210 0.1521 −0.0125 89.25 0.2705 −0.0935 6.69%
CSA [60] 29.0051 0.05829 −0.02256 29.31 0.2471 - 9.03%

mCSA 25.7048 0.0015 0.00062 21.95 - −0.106 27.22%



Energies 2023, 16, 5767 16 of 23

5.3. Scenario 3: Comparative Analysis to Determine the Effectiveness of the Proposed Controller
with Different Evaluation Controllers, Each One Optimized with the Best Algorithm and the
Best PIC

The investigated µG system is shown in Figure 3a and is simulated with various
controllers for the LFC study. The goal is to achieve the best controller, which minimizes
the frequency oscillations and response time. This system is subjected to a primary as
well as secondary controller, such as FOPID [63], 2-DOF with PID [64], PI-TID [65] and
2-DOF (PI) with PDF, used one at a time. In this scenario, the responses with primary
controllers are compared with the cascaded controller to check the effectiveness of the
proposed system. This investigated controller’s parameters are optimized with the best
meta-heuristic technique, i.e., the mCSA, in each case, and the optimum values of the best
PIC (ηISE) are given in Table 7. The frequency deviation and deviation in active power
generation under each case are shown in Figure 10a,b. A detailed assessment of the results
clearly demonstrates the improved dynamic performance of the system with the proposed
cascaded 2-DOF (PI) and PDF controller in terms of the settling time, peak overshoot and
oscillation magnitude (first undershoot). Table 8 further demonstrates the values of the
system dynamic responses to validate the above statement.

Table 7. Optimum values for controllers investigated with the mCSA technique in Scenario 3.

Controllers mCSA Optimized Controller Parameters ηISE

FOPID [63] KPj = 0.575 KIj = 0.351 KDj = 0.864 λ j = 0.506 βj = 0.920 0.068513
2-DOF with PID [64] bj = 0.908 KPj = 0.192 KIj = 0.131 KDj = 0.577 N = 53.572 0.009563

PI-TID [65] KP = 0.691 KI = 0.357 KT = 63.961 KI = 0.757 KD = 0.789 0.004956
2-DOF (PI) and PDF bj = 0.549 KPj = 0.473 KIj = 0.703 KPj = 0.917 KDj = 0.129 Fj = 15.975 0.000057
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5.4. Scenario 4: Verification of System Performance with DR

This scenario involves the proposed DR approach under a condition, where the µG
undergoes sudden increased demand and reduces production. These cases are investigated
to obtain a fast response to mitigate the sudden oscillation by using the proposed control
strategy of the mCSA optimized cascaded 2-DOF (PI) and PDF controller. The controller
strategy is verified to balance the active power due to sudden variations in the output of
µG. Table 9 shows the three different cases to verify the system dynamics in this proposed
scenario. In the first case, due to uncertainty in PV input, it is considered that the outputs of
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PV changed from 0.2 to 0.15 p.u. and those of WTS were reduced to 0 from 0.1 at time t = 50
of the day. Therefore, it is assumed that the demand is met with reduced supply delivered
by the ESD unit with participation factor kt (as given in Equation (16)). In case II, due to
the sudden increase in demand to 10% from 1% at t = 50 s, the DSTS is integrated to meet
the demand at its peak with ESD. In case III, the FC is integrated into the proposed model
at t = 100 s, since the ESD output is decreased to 0.25 p.u. These three cases are performed
in the proposed model, and the active power of the µG is represented in Equation (36).

∆PG =


∆PHPG + ∆PDRC − ∆PPCL when ∆PDRC = ∆PESD

∆PHPG + ∆PDRC + ∆PDSTS − ∆PPCL f or case− I I
∆PHPG + ∆PDRC + ∆PFC + ∆PDSTS − ∆PPCL f or &I I I

(36)

Table 8. Dynamic response values with different controller approaches.

Deviation in µG Power (∆Pg) Deviation in Load Frequency (∆fL)

% Improvement
from Initial

PeaksControllers Settling
Time (s)

Magnitude
of Peak

Overshoot

Magnitude
of Peak

Undershoot
(−ve)

Settling
Time (s)

Magnitude
of Peak

Overshoot

Magnitude
of Peak

Undershoot
(−ve)

No. of
Oscillations

FOPID [63] 88 0.0024 0.0015 39.54 0.27 0.08 3 8.26%
2-DOF with PID [64] 47.25 0.0019 0.0007 37.04 0.25 0.09 2 16.82%

PI-TID [65] 38.41 0.0017 0 32.79 0.21 0.07 4 23.74%
2-DOF (PI) and PDF 25.7048 0.0015 0.00062 21.95 −0.008 0.106 1 27.22%

Table 9. The various simulation cases for Scenario 4.

Conditions Case I Case II Case III

Change in the input
of generation units

∆PWTG =

{
0.1 0 ≤ t ≤ 50
0 t > 100

∆PPV =

{
0.2 0 ≤ t ≤ 50
0 t > 50

∆PDSTS =

{
0 0 ≤ t ≤ 100

0.05 t > 100

∆PDSTS =

{
0 0 ≤ t ≤ 100

0.05 t > 100

∆PFC =

{
0 0 ≤ t ≤ 100

0.05 t > 100
Sudden change

in demand - ∆PCL = 0.1 when t = 50 ∆PCL = 0.1 when t = 50

DR management ∆PBSS =

{
0 0 ≤ t ≤ 50

0.3 t > 50 ∆PBSS =

{
0 0 ≤ t ≤ 50

0.3 t > 50 ∆PBSS =

{
0 0 ≤ t ≤ 100

0.25 t > 100

The transient responses of each case are highlighted in Figure 11, with their respective
characteristics’ values tabulated in Table 10. Table 11 also shows the optimum parameter
values for each case above, which are simulated one at a time. The transient responses of
the system prove that the proposed DR with the proposed control scheme works efficiently
and is suitable for the proposed µG system.

Table 10. Transient response values with different DR approaches for Scenario 4.

Deviation in µG Power (∆Pg) Deviation in Load Frequency (∆fL)

Case I Case II Case III Case I Case II Case III

Settling Time (s) 21.02 19.67 14.64 19.16 18.32 12.38
Magnitude of Peak Overshoot 0.00967 0.00738 0.00561 0.00116 0.00110 0.000562

Magnitude of Peak Undershoot (−ve) −0.00073 −0.000504 −0.000367 −0.000574 −0.00086 −0.00036

5.5. Scenario 5: Assessment of System Performance when the System Coefficient Varies from Its
Nominal Loading Condition

In this scenario, the sensitivity of the proposed cascaded 2-DOF (PI) and PDF controller
is established with the variation in µG system coefficient from its nominal condition. The
system is considered with nominal loading conditions, as illustrated in Scenario 4, where it
is subjected to±20% deviation in the µG coefficient. Figure 12 shows the influence of system



Energies 2023, 16, 5767 18 of 23

coefficient variations on the performance of the cascaded 2-DOF (PI) and PDF controller.
Table 12 depicts the transient response values for each of the coefficient variations. The
results of this scenario demonstrate that the system responses derived from changes in the
system coefficient are very similar to those generated by normal system parameters. As a
result, the proposed controller’s parameters and the µG system do not need to be altered.
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Table 12. Transient response values for different values of µG system parameters in Scenario 5.

Response Type Nominal
Condition

With +20%
Deviation in M

With +20%
Deviation in D

With −20%
Deviation in M

With −20%
Deviation in D

Settling Time (s) 12.38 11.80 12.18 11.87 12.61
Magnitude of Peak Overshoot 0.000562 0.000549 0.000617 0.000547 0.00049

Magnitude of Peak Undershoot (−ve) −0.00036 −0.00023 −0.00023 0.00023 −0.00022

6. Conclusions

The µG system proposed in this study, incorporating RESs, such as HPG, WTS,
PV, FC, DSTS and the critical load of an HVAC system, is developed for simulation
and examined. To enhance the dynamic performance and reduce frequency deviation
(∆fL and ∆PG), an advanced intelligent controller consisting of a cascaded 2-DOF (PI)
and PDF controller, as well as DR contribution through ESDs, is implemented. The pa-
rameters of the proposed controller are optimized using a very recent meta-heuristic
algorithm—a modified crow search algorithm (mCSA)—after experimenting with the num-
ber of PICs. The frequency response and power deviations of the system are evaluated
under realistic conditions with sudden disturbances in both load and generation sides. The
superiority of the proposed cascaded 2-DOF (PI) and PDF controller tuned using the mCSA
is confirmed by considering various parameters, such as the settling time, overshoot and
undershoot. This is confirmed by analyzing the graphical plots of the system’s dynamic
performance and comparing them with different control error performance index criteria
(PICs) and other similar controllers. The results demonstrate that the cascaded controller
yields a minimum control error/PIC of 0.000057 and faster frequency deviations with
reduced peak values. The inclusion of the HVAC system in the proposed µG showcases
the uniqueness of the system. Additionally, the implementation of ESDs with the proposed
control strategy exhibits improved performance even under higher percentage changes in
loads and generation. The application of the mCSA-tuned 2-DOF (PI) and PDF controller
in this system is presented as a novel contribution, as evident in the results. The sensitivity
analysis validates the robustness of this control strategy and its suitability for further study
in this application. Consequently, it can be concluded that the mCSA-tuned 2-DOF (PI)
and PDF controller serves as an effective control strategy for reducing frequency deviation
in the µG system. It is recommended to investigate the proposed model with recently
reported advanced controllers and to utilize more competent meta-heuristic algorithms to
optimize the controller parameters in the LFC analysis.
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Nomenclature

a0, a1, Gain constant for heat gains of KPV The gain constant of PV system
a2 HVAC system
b0, b1, b2 Time constant for heat gains of KWTG The gain constant for WTS

HVAC system
∆fL Load frequency variation in µG kt DR participation factor
∆f Reference frequency variation in µG KDSTS The gain constant of DSTS
PHPG The power generated by HPG KFC The gain constant of FC
PPV The power generated by PV KHPG The gain constant of HPG plant
PWTS The power generated by WTS KESD The gain constant of ESD
PFC The power generated by FC KE The gain constant of ETABM
PDSTS The power generated by DSTS KTH The gain of thermostat
PESD The output power of ESD KE The gain of ETABM
Pm Mechanical output of VSHP Tm1, Tm2, The gain constants of compressor

Tm3
∆Pr Reference power error τPV Time constant for PV
∆Pgov Small deviation in governor power τWTG Time constant for WTG
∆Pv Change in valve output τDSTS Time constant for DSTS
∆PTur Turbine power deviations τgov Time constant for governor
∆PHPG Perturbation in generator output τE Time constant for ETABM
∆PCL Step load change τm1, τm2, Time constants for compressor for

τm3 VSHP
∆PG Discrepancy between the load and τFC Time constant for FC

the generation
∆Pg µG power generation deviation τESD Time constant for ESD
∆Pm Small fluctuations in mechanical τGen,1, Time constants for HPG generators

output of VSHP τGen,2
∆PHVAC Change in HVAC output ∆φ Solar insolation
Ggov Governor transfer function for HPG ∆ν Wind input variation
Gsys µG system transfer function R Droop constant
GHPG Transfer function of HPG ∆xV Change in valve position
GPV Transfer function of PV ky Fluid constant for governor
GWTG Transfer function of WTS Yj Output of the cascaded controller
GDSSP Transfer function of DSTS Uj Primary control output
GFC Transfer function of FC J The moment of inertia of the motor

VSHP
GC Controller transfer function B and friction coefficient of the motor

VSHP
GESD Transfer function of ESD M Equivalent inertia constant
GVSHP Transfer function of VSHP D Damping constant (p.u. MW/Hz)
GTh Transfer function of thermostat IAE Integrating absolute error
GCom Transfer function of compressor ISE Integrating square error
GETABM Transfer function of ETABM ITAE Integrating time absolute error
∆ωv Change in speed ITSE Integrating time square error
ωr Reference speed of the VSHP output

Appendix A

• FPA algorithm: maximum iterations = 140; population size = 20; switching probability = 0.8;
Lévy flight = 1.5.

• CSA algorithm: population size = 20; number of iterations = 140; AP = 0.5; fl = 0.5.
• mCSA algorithm: population size = 50; number of iterations = 140; AP = 0.5; fl = 2;

wmax = 0.9; wmin = 0.1; CO1 and CO2 = 2; Smax = 25; and Smin = 5.
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