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Abstract: The concept of cellular energy systems of the German Association for Electrical, Electronic
& Information Technologies (VDE) proposes sector coupled energy networks for energy transition
based on cellular structures. Its decentralized control approach radically differs from that of existing
networks. Deeply integrated information and communications technologies (ICT) open opportunities
for increased resilience and optimizations. The exploration of this concept requires a comprehensive
simulation tool. In this paper, we investigate simulation techniques for cellular energy systems and
present a concept based on co-simulation. We combine simulation tools developed for different
domains. A classical tool for studying physical aspects of energy systems (Modelica, TransiEnt library)
is fused with a state-of-the-art communication networks simulator (OMNeT++) via the standardized
functional mock-up interface (FMI). New components, such as cell managers, aggregators, and
markets, are integrated via remote procedure calls. A special feature of our concept is that the
communication simulator coordinates the co-simulation as a master and integrates other components
via a proxy concept. Model consistency across different domains is achieved by a common description
of the energy system. Evaluation proves the feasibility of the concept and shows simulation speeds
about 20 times faster than real time for a cell with 111 households.

Keywords: co-simulation; smart grid; cellular energy system; FMI; OMNeT++

1. Introduction

The German Association for Electrical, Electronic & Information Technologies (VDE)
has proposed organizing smart grids [1] as a decentralized system composed of a hierarchy
of spatial cells. In such a cellular energy system, each cell has a certain level of autonomy to
independently solve control deviations by applying flexibilities within itself.The goal is to
create a common cellular concept that enables the rapid expansion of renewable energies
without having to massively expand energy grids, while maintaining supply safety and
voltage quality at least at today’s levels. A common concept is necessary, as first cells
already exist and their numbers will increase in the future [2,3]. Existing cells are set up by
companies and households that want to increase the self-consumption of energy from local
PV using energy-management systems and storage units [4].

Before standardizing and deploying cellular energy systems, the concept needs to
be carefully studied for efficiency and resilience. The complex behavior of such a system
can only be simulated, as it is impossible to build a full system with sufficient complexity
for experiments [5–7].

This paper investigates how cellular energy systems following the VDE approach can
be simulated. To reuse existing high-fidelity models of energy system physics and com-
munication, a co-simulation of these fundamentally different abstractions is required [8].
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A holistic simulation also requires integrating economic models (e.g., energy markets) with
computationally intensive calculations, such as optimizations [9].

The main contribution of this paper is, therefore, a new concept of a co-simulation
framework. It employs the ICT simulator as a co-simulation master to reduce the exe-
cution time and configuration complexity. It applies proxies to abstract components in
other domain-specific simulation models. The proposed co-simulation framework was
evaluated with realistic scenarios representing cellular energy networks of different sizes.
By measuring execution times in different configurations, potential bottlenecks of the
co-simulator were identified. Furthermore, the impact of failures of a realistic, protocol-
based communication on the energy system was shown, showcasing the feasibility of the
proposed approach. Both the energy system and communication network are modeled in
domain-specific simulators, enabling the comprehensive analysis of cellular energy systems
via co-simulation at least 20 times faster than the real time for 111 households.

The paper is organized as follows. Section 2 gives an overview of the respective
VDE concept. The state of the art of the simulation and co-simulation of smart grids is
given in Section 3. The following section discusses requirements for the co-simulation of
cellular energy systems. From these requirements, our concept is derived in Section 5.
A first co-simulator is presented in Section 6, and the execution times are given in Section 7.
Section 8 contains the results of this study.

2. Cellular Energy Systems

A cellular energy system, as defined by the VDE [4], consists of cells that may contain
smaller cells. A cell comprises networks, producers, consumers, and storage, and may
include the electricity, gas, district heating, and even mobility sectors. It is orchestrated by
a cell manager, which predicts and detects line congestion, applies flexibilities to avoid this,
and may be able to operate the cell in an island mode in emergency cases.

Physically, energy networks are partitioned into a hierarchy of cells, of which one
or several may belong to the same galvanically isolated network at a certain voltage (or
pressure) level. A cell may contain subordinate cells whose networks are connected to it.
As a result, cell sizes range from entire countries, as parts of the transmission network, to
individual households or companies.

The cell manager orchestrates flexible producers, consumers, and storage within the
cell in order to solve occurring control deviations and problems locally, if possible. Only
if this is not sufficient are superior or neighboring cells requested to help (principle of
subsidiarity). Therefore, cell managers and all other relevant components within a cell are
connected via a secure communication path.

Voltage and frequency deviations within a cell are balanced by a three-stage process
consisting of automatic stabilization, preventive network safety management, and market
mechanisms. All available components participate to enable automatic stabilization by
providing a primary reserve power and inertia based on the network frequency. Electric
loads and inverters do this virtually, which stabilizes the network even in cases of commu-
nication failures and hacker attacks. Market mechanisms determine load flows when there
is no overloading of resources (e.g., lines). Markets can be organized from international to
intra-cell. Only if there is an immediate risk of overloading a resource, the cell manager
intervenes with preventive network safety management. For this purpose, it assigns target
values of active and reactive power to subordinate components and cells. The latter decide
autonomously how to meet these targets using their available flexibilities, which replaces
redispatch operations and allows to avoid load shedding.

3. Simulation of Energy Systems

In the literature, integrated simulation and co-simulation are two common options for
the simulation of smart grids [10]. The former approach relies on a standalone simulator
that allows evaluating the entire system of interest. With co-simulation, multiple simulators
are coupled, each simulating a model that describes a part of the system.
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3.1. Integrated Simulation

The evaluation of energy systems on standalone power simulators is common. Tools
such as Dymola, Matlab/Simulink and PowerFactory are frequently used to analyze elec-
trical grids [11]. Sector coupled-energy systems are also simulated in order to explore
energy coupling and its effects on system decarbonization. An example is the TransiEnt
library for the open modeling language Modelica that provides physical models for sector
coupled-energy systems and is used to analyze energy coupling between electricity, heat,
and gas [12]. The concept of cellular energy systems introduced by VDE was also simulated
in [3], where only the physical model was implemented on a power dynamic simulator
named Calliope. Due to the complexity of integrating events in a continuous simulator, an-
alyzing information and communications technology (ICT) within cellular energy systems
is not easily realized on standalone power simulators. Research has been performed on
Modelica to transmit information packets between model components through techniques
such as message passing communication (MCP) [13]. However, the description of different
message types implies major changes in the Modelica code, which reduces the portability
of the solution.

Energy systems have also been simulated in communication network simulators to
evaluate aspects such as communication protocols [14] or to investigate failure scenarios
and their consequences on the energy system resilience [15]. The NS-2 network simulator
was used to examine the bandwidth and latency needs for smart grid applications [16]. To
achieve this, the energy system modules were implemented in a high-level language such
as C++ in order to be compatible with NS-2. This, however, becomes particularly difficult
when the complexity of the energy system models increases. The use of energy system
frameworks within network simulators simplifies the simulation of physical aspects of
energy systems. Tong et al. applied this for the OPNET communication network simulator,
in which the energy system simulation is an individual module in OPNET, called whenever
a calculation of the physical system dynamics is required [17]. Because of its single-threaded
implementation, this method cannot handle simultaneous packet requests and therefore
does not support scenarios where packets are sent by different agents at the same time.

Another approach is to design a new simulator that combines power dynamics, com-
munication networks, and control systems. This method allows combining domain-specific
models, regardless of their modeling paradigms. In addition to that, it provides simula-
tions adapted to the desired scenarios, which results in realistic performance results. For
example, SmartGridLab is an energy system simulator developed to allow evaluating new
designs [18]. Despite the promising results delivered, these types of simulators require
considerable development time. In addition to this, they are difficult to reuse because they
have been designed for specific scenarios [10].

3.2. Co-Simulation

By combining domain-specific simulators, co-simulation supports the use of different
simulation paradigms. Thus, multiple aspects of the energy system can be individually
modeled by different experts. Two approaches are to be distinguished. In the first, stan-
dardized co-simulation interfaces are provided by domain-specific simulators to allow their
integration into a master for coordination. In the second, domain-specific simulators are
directly integrated into another domain-specific simulator.

3.2.1. Standardized Methods for Coupling Simulators

The use of co-simulation standards ensures a common simulation interface, thus
improving interoperability. The most important ones are high-level architecture (HLA) and
functional mockup interface (FMI).

HLA [19] was designed by the U.S. Department of Defense for the simulation interop-
erability. It supports the development of simulation units (federates) that can be integrated
to build a simulation. Sets of services, such as data transfer, synchronization and data
exchange, are delivered by the HLA. Multiple HLA-based co-simulation applications for
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electrical smart grids were developed [20–22]. Several combinations between different
domain-specific simulators are also possible as shown in [23]. The HLA comes with some
challenges that must be considered. The first one consists in additional overhead caused by
the communication between federates. Furthermore, HLA addresses only the solutions
to technical interoperability (communication and time synchronization), while conceptual
and functional aspects must be addressed by the designer [23].

The FMI standard [24,25] defines an interface in the C language to be provided by
domain-specific simulators for integration into a master, and for coordinating and ex-
changing intermediate values between the simulators. Domain-specific simulators are
distributed in a file called functional mockup unit (FMU). It contains the implementation
of the simulator as a dynamically loadable library or as C source code. It also contains the
FMI model description, which specifies the intermediate values that may be exchanged.
Masters can provide different control algorithms. In addition to the co-simulation, where
the FMU contains an entire simulator, FMI also supports model exchange, where important
parts of the simulator are provided by the master. Like HLA, FMI was also adopted in
several scientific projects about the smart grid [26,27]. In [9], FMI was proposed for cou-
pling OMNeT++ with Modelica to perform a co-simulation of cellular energy systems. But
FMI also has disadvantages. For example, supporting a C language interface imposes an
additional requirement on simulation and modeling tools using different programming
languages. Meeting such requirements may be expensive and time consuming [23].

3.2.2. Customized Coupling Methods and Solutions

Using HLA or FMI ensures interoperability and scalability for co-simulation. However,
in some cases, customized solutions are required to reduce the development time [23].
These solutions are specifically adapted to application challenges and are implemented
through the customization of coupling interfaces between simulators. On the other hand,
this incurs the overhead of adjusting existing solutions to the new interface following
the method involved. These custom methods are divided into three categories: multi-
agent system approach (MAS), real-time approach and other solutions. The first two
approaches are discussed in [23]. Other solutions are also developed in order to allow
the coupling of a cross-sectoral energy network. The Mosaik framework, based on the
Python programming language, offers an application programming interface (API) in order
to couple individual simulators [28]. A communication protocol based on Transmission
Control Protocol/Internet Protocol (TCP/IP) is provided to connect simulators in other
processes. Several energy network simulations were performed with Mosaik [29,30].

SGSim [31] is another co-simulation tool that uses OMNeT++ with Open Source Distri-
bution System Simulator (OpenDSS) [32], enabling the analysis of monitoring solutions
within the energy system. A module implemented in OMNeT++ is coupled to OpenDSS, al-
lowing the integration of physical properties of the energy network, such as state estimation
and voltage monitoring, into the OMNeT++ communication simulator [33].

4. Requirements for Co-Simulation of Cellular Energy Systems

As a concept with great relevance to society, cellular energy systems have to be
carefully studied for efficiency and resilience before standardization and deployment at
high costs. Co-simulation using available validated models is an obvious and appropriate
approach for this purpose. However, it needs to be considered that large models are
often required.

Resilience—one of the major claims of cellular energy systems—needs to be studied.
In particular, the effects of errors, introduced through fault injection, should be analyzed.
Errors can be failures of physical components (e.g., lines or generators), but also those of
communication or IT systems. Erroneous regulation may be caused by excessively long or
fluctuating latencies in the communication system or by deviations from the negotiated
schedules of generators or loads. In addition, impacts on resilience caused by algorithms
for markets and market aggregators should be analyzed.
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Validated models have to be applied in simulations to obtain credible results. Many
validated models exist in the field of smart grids; however, these are based on different
paradigms. Communication protocols are generally simulated with event-based simu-
lators, while models of the physics of energy systems are usually based on differential
and algebraic equations solved with continuous simulation [34]. Models for markets
and market aggregators also require different paradigms for complex calculations and
optimization, including machine learning [35]. Combining all these so-called domain-
specific models with their different paradigms to simulate the entire cellular energy system
necessitates co-simulation.

The huge number of components in the interconnected energy networks leads to
extremely complex models to be simulated. Components include power lines, transformers,
generators, and prosumers with their PV systems, electric vehicles, controllable loads, etc.
This makes the manual configuration of the different domain-specific simulators laborious
and error-prone. Consistency between the latter is similarly difficult to achieve. Therefore,
all simulators should be configured automatically from a single description of the energy
system. Due to the high complexity of co-simulation, many variables have to be exchanged
between the domain-specific simulators. The mapping between these variables across
different simulators has to be automated. To reduce the simulation time, parts of the energy
network can be replaced by simplified models that describe their behavior with sufficient
accuracy, e.g., using machine learning [35].

5. Co-Simulation Concept

In this paper, we propose a new concept for the co-simulation of cellular energy
systems combining domain-specific simulators of an ICT, energy system, and dedicated
models for cell managers, aggregators, and markets. Aggregators trade the consumption,
generation, and flexibility of many small customers on markets. Proxies are introduced
into the ICT model to represent components in other domain-specific models and to
implement their communication capabilities. A common energy system description is used
to consistently configure all domain-specific models.

5.1. Allocation of Components to Domain-Specific Models

All relevant properties of the cellular energy system have to be represented in one of
the domain-specific models. Models should represent components from the real world to
make them more comprehensible. The complexity of power system components ranges, for
example, from cables to fuses, switches, energy meters, heat pumps, electric vehicles, and
combined heat and power plants. In addition, there are components for communication
and control, such as smart meter gateways, cell managers, aggregators, and energy markets.
Interactions between components take place via energy and communication networks.

Each property must be concisely represented in one of the domain-specific models.
Physical processes of components transferring and transforming energy including their
interactions over energy networks are best modeled as complex differential equations.
Such energy system models are commonly simulated as continuous, acausal simulations
such that of the TransiEnt library [12] for Modelica. In contrast, communication networks,
including protocol stacks, are commonly modeled based on events (ICT models) for simu-
lators such as OMNeT++ [36]. Dedicated models may be required for specific properties
involving complex computations (e.g., machine learning or optimization algorithms).

Components often involve properties best reflected in different domain specific models.
For example, the communication of a heat pump belongs to the ICT model, while its
physics is described in the energy system model. More examples are given in Figure 1. Few
components can be entirely described in the energy system or ICT model.
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Figure 1. Assigning parts of cellular energy system components to domain-specific simulators.

Some components have functions for controlling processes or extensive computations.
These may be represented in the energy system ICT or dedicated models, depending on
which representation is most concise. The data processing of a smart meter gateway belongs
to the ICT model along with its communication protocols. Battery charging control close
to physical processes of an electric vehicle (EV) might better fit the energy system model.
However, a higher control of an EV for integration into household energy management
might better fit the ICT model. Multiple layers of control can thus be represented in
different models. Complex optimizations of cell managers, aggregators, and markets
require specialized modeling techniques, while their communication should be represented
in the ICT model.

In conclusion, the co-simulation concept in this paper assumes three types of domain-
specific models. An energy system model for continuous simulation represents all physical
processes including low-level control. An ICT model for event-based simulation repre-
sents communication protocols and other computations fitting to an event-based model.
Cell managers, aggregators, and markets are represented in dedicated models based on
languages for numerical computations, such as Python or Matlab.

5.2. Co-Simulation Options

Different options exist for connecting domain-specific models into a co-simulation
(see Section 3.2). Choosing an option requires selecting mechanisms for synchronization
between domain-specific simulators via suitable interfaces. Frequently, a master is used
for coordination and to maintain a common clock. Synchronization is achieved through
function calls from the master exchanging data between domain-specific models.

Considering its widespread use, FMI (see Section 3.2) was chosen to integrate domain-
specific simulators that must be provided as FMUs. While the generation of FMUs
is supported by continuous simulators, including OpenModelica, Dymola, and Mat-
lab/Simulink [37], it is currently not supported by event-based simulators, such as OM-
NeT++. Nevertheless, there are frameworks to integrate FMUs with other domain-specific
simulators. Mosaik [38] enables the direct integration of Python-based simulators, FMUs
(via libraries), and offers a JSON-based TCP/IP interface for all other simulator types.
Continuous and event-based simulation are supported. As a master, Mosaik maintains
common clock and triggers other simulators periodically, exchanging information between
them. However, this approach conflicts with OMNeT++, which manages its own clock and
calls procedures by itself upon events.

Generally, OMNeT++ can be integrated with Mosaik via a TCP/IP interface. Their
clocks can be synchronized following the approach from Figure 2. First, a Sync event is
scheduled by OMNeT++ for the simulation start time, and a thread connecting to Mosaik
via TCP/IP is launched. The thread is blocked repeatedly, waiting for Step commands
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from Mosaik, which instruct OMNeT++ to continue simulating for some interval ∆t. To
achieve clock synchronization, the thread executing Step is blocked until the Sync event
occurs in OMNeT++. Likewise, the execution of Sync is blocked until the Step command is
received. After both have occurred, relevant values are exchanged between domain-specific
simulators and OMNeT++ components through Mosaik. Another Sync event is scheduled
by OMNeT++ to be executed in ∆t time, when the next Step will arrive from Mosaik. The
thread and event scheduling in OMNeT++ continue to run concurrently, while the response
is sent back to Mosaik, finishing the current Step command.

Thread monitoring connection to Mosaik

Initialize OMNeT++

Enqueue Sync event to 
OMNeT++ queue

Open TCP/IP connection 

OMNeT++ event handling

Wait for Step command Sync event occured

Start thread

Distribute intermediate results from Mosaik to OMNeT++ components

Retrieve intermediate results from OMNeT++ components and prepare response for Mosaik

Enqueue next Sync event into OMNeT++ queue

Send response to Mosaik End Sync event

Synchronize both threads

Continue both threads

Figure 2. Integrating OMNeT++ with Mosaik.

For the co-simulation of cellular energy systems, it is only necessary to connect domain-
specific components with their representations in the ICT simulator. Physical process
interactions are simulated within the one energy system model, without Mosaik. All
other interactions between power devices, cell managers, aggregators, and markets occur
via the communication network. Thus, putting Mosaik in between representations of
domain-specific models inside ICT simulator causes significant overhead.

To simplify co-simulation, the ICT simulator can act as a master instead of Mosaik,
bringing a number of advantages. First, no synchronization of clocks is needed, as only the
clock of OMNeT++ is used. Second, the communication among domain-specific simulators
is simpler since they are interacting via the ICT simulator already. Third, integrating FMUs
into OMNeT++ is straightforward by using their C interface. This also enables the ICT and
energy system simulators to run in the same process, resulting in much faster interactions
compared to the inter-process communication. However, additional effort is required to
integrate simulators of cell managers, aggregators and markets, which can be achieved
via TCP/IP. Finally, the independent development and reuse of existing domain-specific
models is promoted.

5.3. Representing Components from Domain-Specific Models in the ICT Model

Any component using a communication network must be represented in the ICT
model. For example, a generator with its physics modeled in the energy system model
has its representation in the ICT model for communication with other components. To
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implement this concept in practice, a high-level abstraction is indispensable. We propose
the use of proxy components [39] in the ICT model to represent components already existing
in other models. The proxy provides interfaces to other components in the ICT model
and encapsulates the connection to its associated part in the other domain-specific model.
Communication between components is thus achieved via their proxies in the ICT model.

Access from proxies to an FMU must be organized by a single component. Following
the semantics of the FMI [24], the simulation has to run some time between the set and read
operations on variables. The correct sequence is to set variables, continue the simulation in
the FMU, and then read the variables before attempting to set them again. This sequence
cannot be guaranteed if proxies access the FMU directly in an uncoordinated manner. To
ensure the correct ordering of operations, an FMI client component triggered by periodic
events is necessary. This component needs to buffer variable values from the proxies to
be set at the event. It also forwards variable values read from the FMU to corresponding
proxies. For this purpose, the FMI client has an interface that allows proxies to set variables
and to subscribe them for reading.

5.4. Consistency of Components and Networks in Domain-Specific Models

The cellular energy system must be consistently represented in all domain-specific
models. This covers the existence and properties of all components, whose parts are repre-
sented in different models, including their assignment to cells and aggregators. Therefore,
a common sample energy system description must be used for the configuration of all
domain-specific models, as shown in Figure 3. It must include details of all energy system
components, e.g., power lines, gas and district heating pipes, together with their param-
eters. The energy system model can be generated from this description by instantiating
components from a library, such as TransiEnt. The ICT model can be similarly configured
based on the libraries of proxies, protocols and ICT components. The sample energy system
description must also contain the assignment of entities to enable the configuration of
cell managers, aggregators, and markets. Components belong to cells, households and
generators to aggregators, cells and aggregators to markets.

 Sample 
energy 
system 

description

Configuration of ICT 
(discrete event simulation)

Configuration of energy system 
(continuous simulation)

Specific models 
(e.g. cell managers, 

aggregators, markets)

Generation or 
loading at runtime 

Figure 3. Generation of consistent domain-specific models.

The sample energy system description can be applied to a domain-specific model
by generating model files at compile-time or by loading them at runtime. If models
are compiled into a domain-specific simulator, generation at compile-time is the natural
approach. Therefore, configuration files or source code for instantiating components
is generated from the description. For models in highly dynamic languages, such as
Python, loading at runtime is a suitable alternative. Components are then instantiated from
a description after starting the simulator.
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6. Implementation

The co-simulation concept was implemented using OMNeT++ for the ICT model,
Modelica for the energy system model, and Python for external servers of cell managers,
aggregators, and markets. The ICT simulator serves as the co-simulation master, binding
all other domain-specific models. The energy system model is included as FMU and cell
managers, aggregators, and markets as RPC servers. The current implementation represents
a single cell with 13 resp. 111 households and a cell manager available in two variants.
The cell sizes were chosen because of the two available FMUs, modeling realistic low-
voltage rural cells. Exploring further cell sizes requires conception and implementation of
respective energy system models, which involves a development effort beyond the scope
of this work. Future implementations will be extended to include several hierarchical cells
with aggregators and markets.

The event-based simulator OMNeT++ was chosen for the ICT model because it has
numerous ready-to-use libraries with communication protocol models, e.g., INET [40]
or Simu5G [41]. The Modelica language is used to describe the energy system model
because this enables the reuse of energy system components from the TransiEnt library.
The models are simulated in Dymola [42], which allows generating simulators together
with numerical solvers as FMUs. As a master, OMNeT++ loads the FMU with the energy
system simulator into the same process and interacts with it via the FMI. Models for cell
managers, aggregators and markets are implemented in Python because it features libraries
such as Pandas, Pandapower, and SciPy to solve numerical and optimization problems.
Domain-specific simulators run in their own processes as servers. They are integrated
into the co-simulation by a lightweight remote procedure call (RPC) mechanism. Figure 4
illustrates the overall co-simulation architecture.

ICT simulator  
& co-simulation master



Simulation main process

FMI RPC communication

FMU with 
energy system simulator 

Servers with 
cell managers,  

aggregators, and markets 

Figure 4. Co-simulation architecture.

To synchronize the different connected models, co-simulation works according to the
client–server model. The co-simulation master calls domain-specific simulators periodically,
instructing them to run their simulation for some time or to perform some calculations.
Variables can also be set or read during these interactions, which are initiated only by the
master. These function calls are also synchronous, i.e., the master waits until the callee has
finished simulating. Hence, simulators do not run in parallel, which is intended to keep
the implementation simpler and more manageable.

6.1. Component Architecture of the ICT Model

Proxies are used in the ICT model to integrate components from other domain-specific
models. Households are modeled with their power devices that communicate with the
smart meter gateway of the household. This gateway acts as communication hub and
firewall, and communicates with the cell manager by sending aggregated meter data and
by receiving commands.
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Figure 5 gives an overview over the ICT model components. A proxy exists for each
power device integrated into the ICT model. A proxy class was implemented for each type
of device. Examples for power devices are PV systems, household batteries, and electric
vehicles connected for charging. There is always a power meter measuring the active and
reactive power of the household as well as voltage and frequency. Note that different
households may contain varying types and quantities of power devices.
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(Python)

Cell manager 
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FMI RPC

OMNeT++

RPC client
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Figure 5. Components in the ICT simulator with connections to other domain-specific models.

Communication between power devices and the gateway, as well as between gateways
and the cell manager, can be abstracted by idealized channels of OMNeT++ to speed up
simulation. These channels are configurable to simulate limited data rate, statistical loss of
data, or occasional failures. Alternatively, a more realistic exchange of User Datagram Pro-
tocol/Internet Protocol (UDP/IP) messages over Ethernet was implemented, based on the
INET library for OMNeT++. Future versions will include other communication protocols
(e.g., wireless), as well as interactions between cell managers of different hierarchical levels
(e.g., low- and medium-voltage cells), and with aggregators and markets.

6.2. Proxies of Energy System Components

Proxies representing energy system components connect to the FMU via an application-
independent FMI client module as illustrated in Figure 5. The FMI client loads the FMU
and provides generic interfaces for the proxies to set and subscribe variables of interest. It
periodically triggers the energy system simulation to run for some time, in synchronization
with the OMNeT++ clock. The FMI client is a module in OMNeT++ which is instantiated
once for every FMU. Being currently implemented for Windows, the FMI client loads the
DLL containing the FMU simulator into the process of OMNeT++.

The FMI client sets a periodic timer event every ∆t seconds of simulation time, at
which it lets the FMU simulation continue. Only at these communication points are data
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exchanged with the FMU by reading and writing variables as is common for co-simulation
with the FMI [24]. The parameter ∆t can be configured for an instance of the FMI client
module. The FMI client provides an interface for proxies to set variables or to subscribe
them for reading. The interface is based on abstracted messages sent over channels as
common in OMNeT++. Subscribing to variables follows the common observer pattern
from software architecture [39]. During the initialization phase of the simulation, proxies
subscribe to all relevant variables that represent the state of their counterparts in the energy
system model. At each communication point, the FMI client forwards values of subscribed
variables to the proxies. When a proxy wants to set a variable, the FMI client buffers the
value until the next communication point.

The handling of variables shall be illustrated using a PV proxy as example. At simula-
tion start, each PV proxy subscribes at the FMI client to variables of the corresponding PV
system from the energy system model. These variables contain the amount of produced
active and reactive power as well as the switch setting (on or off). At each communication
point, the FMI client reads these variables from the FMU and sends them to the proxy. The
proxy creates a packet with these values, adds identifiers of the proxy class and instance,
and sends it to the respective smart meter gateway. In order to switch a PV system on or
off, the smart meter gateway sends a packet to the proxy, containing a Boolean value. Upon
packet reception, the proxy sets this variable in the FMI client that buffers the value and
sets it in the FMU at the next communication point.

6.3. Proxy of the Cell Manager

The computation-intensive cell manager process was implemented in Python as stan-
dalone server. In OMNeT++, there is a proxy module representing the cell manager instance.
The proxy implements the application layer communication protocol, i.e., ISO Open Sys-
tems Interconnection (OSI) Layer 7, and connects to the server via RPC. It is also responsible
for controlling the cell manager temporally. For that purpose, it periodically calls the cell
manager instance to perform computations and issue commands. This is necessary, as the
cell manager is not aware of the clock and the event queue of OMNeT++. RPC access to
the cell manager server is organized by an RPC client module that is instantiated once
per server. It manages the TCP/IP connection to the server and provides generic method
jsonRpcCall to initiate the RPC calls.

An RPC call transfers data bidirectionally, e.g., the cell manager gets readings of many
meters as an input parameter in a request and returns target values for many power devices
in a response. As a JSON message, the request is a list containing the procedure name,
the current simulation time, as well as named and unnamed parameters. Both parameters
and return values may be plain values or hierarchical JSON data structures, which enables
calling arbitrary Python functions. It also allows transmitting structured data of arbitrary
size with a single call, reducing the number of remote procedure calls and, consequently,
the total execution time. Aggregators and markets will be implemented similarly.

In future versions, messages exchanged between cell managers, aggregators, and
markets will be modeled as uninterpreted JSON strings in the ICT model, which simplifies
the implementation. It also gives developers of cell managers, aggregators, and markets the
flexibility to change message structures without having to adapt the ICT model. This sort
of flexibility is very helpful during protocol development. However, to analyze bandwidth
limitations, it may also be necessary to model packet formats provided by the ICT model
in detail.

6.4. Configuration of Domain-Specific Models

The co-simulation is consistently configured based on a common energy system
description stored in a relational database. The description is used to generate configuration
files for domain-specific simulators, and is also loaded by the servers for cell managers,
aggregators, and markets.
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The sample energy system description models electricity networks as nodes with
spacial locations connected by power lines of different types. Each node is part of a cell
in some voltage level (e.g., 400 V). A household is a type of node with an uncontrollable
load following a certain profile. Optionally, a PV system, a battery, or an electric vehicle
may also be present. It is associated with an aggregator that belongs to a cell. Furthermore,
different types of batteries, sensors, transformers as well as various weather conditions
are modeled.

Figure 6 shows the configuration process for domain-specific models. The Modelica
code modeling the energy system physics is generated based on a library of pre-developed
components available in cellular energy systems. For the ICT simulator, a configuration file
is generated, which is compiled by the OMNeT++ and C++ compilers along with additional
libraries. The configuration file describes modules to be instantiated together with their
settings. The modules are ICT components as well as proxies of components from the
FMU and the cell manager. The generator needs the FMI model description from the
FMU to configure the FMI client. This description contains variable identifiers to be used
for read/write operations by the proxies. Lastly, experiment- and simulation-specific
settings are defined, e.g., communication protocols configuration, simulation duration, and
results collection.
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Figure 6. Configuring models in co-simulation.

The server for the cell manager implemented in Python loads its configuration from
the energy system description in the database at runtime. The configuration is used to
instantiate and configure the cell manager in the server process. In future implementations,
loading at runtime could be replaced by generating program code for instantiation as is
the case for the energy system and ICT model. Alternatively, a data file with the server
configuration can be generated and loaded by the server at runtime, also eliminating the
need to access the database.
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7. Evaluation

The co-simulation framework was evaluated for its capability to implement a specific
scenario focusing on the energy system performance. The execution time of each domain-
specific simulator was analyzed to identify bottlenecks that might impede evaluation of
large-scale scenarios with thousands of households. For this reason, two low-voltage, rural
cells of different sizes, 13 and 111 households, were considered. Since an energy system
requires the reliable and timely delivery of commands from the cell manager to households,
a scenario was evaluated that shows the impact of communication network outages on the
energy system.

7.1. Simulation Setup

The execution time was comparatively evaluated for two types of communication
models, two types of cell managers, and two sizes of energy cells. For each simulation
run, the energy cell was simulated for 2100 s. Runs were repeated 10 times with different
random number generator seeds to evaluate the results with 95% confidence intervals.
Simulations were performed on a Windows PC with Intel 11700KF processor and 32 GB
of RAM.

The two types of communication models are an abstract model with idealized links,
and a protocol-based one using UDP/IPv4 over Ethernet. The protocol models are taken
from the INET library for OMNeT++.

The two versions of the cell manager are a simplified one sending static commands to
charge or discharge batteries, and a cell manager running an optimal power flow (OPF)
algorithm [43]. The latter is a computation-intensive procedure, which uses linear opti-
mization to minimize the total consumption from the medium voltage grid by employing
batteries and renewable sources, while ensuring that power lines are not overloaded. Both
cell managers receive measurements from household gateways and issue target values for
the energy system every 60 s. According to the consumption profile of the electricity net-
work, a control decision taken with 60 s periodicity is always able to prevent line overloads.

7.2. Impact of Cell Size on Execution Times

The relationship between the cell size (number of households) and the execution
time of the co-simulation determines whether it is feasible to evaluate realistic large-scale
scenarios using the proposed framework. Figure 7 shows the execution time of the entire
co-simulation along with the execution times of the ICT and the energy system simulation
for the 13- and 111-household cell with protocol-based communication. ICT and energy
system simulation consume the major share of the execution time. The remaining execution
time of the cell manager is not shown in Figure 7.

Simulating 111 households takes up to about 25 times longer than for 13 households,
mostly due to the energy system simulation, which by itself takes about 43 times longer.
Such an increase in the execution time is explainable by the higher number and complexity
of the differential equations modeling household appliances. With more households, the
load flow calculation produces larger Jacobian matrices that must be inverted to solve the
system of equations, and the complexity of this operation rises more than linearly. The
execution time of the ICT simulation is about 12 times longer for the larger cell, that is,
it increases 36% faster than the number of households. A linear increase with respect to
the number of households is caused by the higher number of packets exchanged within
households, and between gateways and the cell manager. The increase beyond that is likely
due to communication protocol models generating a number of events in OMNeT++ that
grows faster than linearly with respect to the cell size.
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Figure 7. Execution times of ICT and energy system simulator in 13- and 111-household scenarios
using protocol-based communication.

7.3. Impact of Model Accuracy on Execution Times

It is useful to have control over the accuracy of domain-specific models to balance
the level of detail versus the execution time. In particular, the fidelity of one or several
models can be sacrificed to focus on an in-depth, efficient analysis of the remaining ones.
In the proposed co-simulation framework, the complexity of both the ICT and cell manager
can be varied. We evaluated a number of configurations to determine the impact of model
complexity on the total execution time of the co-simulation. From the simplest to most
sophisticated, three configurations are considered:

1. Abstract communication (AC) with a simple cell manager.
2. Protocol-based communication (UDP/IP over Ethernet) using INET library.
3. Protocol-based communication with the cell manager running OPF, referred to as

INET + OPF.

Figure 8 shows the execution times of the energy system and ICT simulation as well
as the combined totals for each configuration. The execution time of the cell manager was
omitted for conciseness but is discussed below. As visible from the figure for AC and
INET configurations, without the OPF cell manager, the execution time is mostly spent on
the energy system and ICT simulation. The ICT simulation also includes all operations
performed by OMNeT++ as the co-simulation master.

Due to the small cell size (13 households), protocol-based communication is nearly as
fast as the abstract one; hence, the total execution time of the INET and AC configurations
do not differ significantly. However, as shown in the next subsection, depending on the
sampling frequency, an almost twofold reduction in the execution time is possible when
abstract communication is used instead of the protocol-based one.

The execution time of a simplified cell manager averages around only 0.5 s (AC and
INET configurations), while the cell manager running the OPF algorithm occupies the
largest chunk of the execution time with about 46 s (INET + OPF configuration). The
simple cell manager consumes time almost only for the RPC calls, as only static charg-
ing/discharging commands are issued. On the contrary, the OPF cell manager is relatively
slow since it involves linear optimization to determine the optimal set points for the energy
network, thus increasing the total execution time up to 50 s.
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Figure 8. Execution times of co-simulation routines for different configurations in a 13-household scenario.

7.4. Impact of Sampling Frequency on Execution Times

Another factor that determines the execution time is the length ∆t of the time intervals
between communication points for exchanging values between the FMU (energy system
simulator) and OMNeT++. Parameter ∆t defines how often values are read from the FMU
and forwarded to household gateways. It can be viewed as a sampling rate of the energy
system at the gateway. The appropriate value for ∆t depends on the required granularity of
the energy system control by the cell manager. High values of ∆t will result in an outdated
view of the energy system at the cell manager, leading to inefficient and unreliable control
decisions. With low values of ∆t, the energy system can be operated with little to no
lag at the cost of a higher traffic overhead generated by each household. In the previous
subsections, ∆t = 3 s was assumed to be an adequate value considering the 10 s periodicity
of message exchanges between household gateways and the cell manager.

To show the impact of the sampling frequency, the 13-household cell was simulated
for different values of ∆t. The results are shown in Figure 9. The cell manager performing
optimal power flow calculation occupies the major portion of the total execution time, up
to 54%. The execution time of the cell manager is not affected by ∆t since the latter only
influences the frequency of message exchanges between household devices and gateways
but not between gateways and the cell manager. With a larger ∆t, the execution times of
the ICT and energy system simulations decrease non-linearly. Changing ∆t from 0.1 s to
1 s speeds up the energy system simulation by 80%, due to fewer function calls from the
co-simulation master to the energy system FMU. Contrary to expectation, the cost of these
calls also depends on ∆t as shown in Figure 10. The ICT simulation runs up to 88% faster
with larger ∆t due to the reduced number of packets being exchanged between proxies and
the lower number of events generated inside the co-simulation master overall. Under a
higher sampling rate with ∆t = 0.1 s, more traffic is generated, and the execution time of an
abstract ICT model is much shorter (9.4 s) compared to the protocol-based version (25.8 s).
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7.5. Impact of Communication Failures on the Energy System

The models were used to analyze the impact of communication network outages on
the energy system in a 111-household cell, proving the applicability of the co-simulation
concept. As nearly each household has a battery electric vehicle (BEV), one of the cell
manager tasks is to ensure that no electrical bus gets overloaded. The cell manager achieves
this goal by controlling flexibilities in terms of household batteries and BEVs. In case a
bus is likely to be overloaded, countermeasures are taken, e.g., by forcibly stopping the
charging of BEVs or by reducing the charging power. However, the cell manager relies on
the timely delivery of measurements from, and commands to, the energy system.

The example in Figure 11 shows three cases, for which the maximum power of the
substation bus is assumed to be 200 kW. Without cell manager intervention, i.e., if there
is no communication at all, the continuous charging of 5 BEVs on top of the overall cell
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power consumption leads to an 8% overload on the bus for nearly 400 s. Having reliable
communication and all measurements and commands delivered in time prevents the bus
from being overloaded. This is achieved by the cell manager reducing the charging power
of all 5 BEVs from 6 kW to 0.1 kW. However, if a communication outage occurs at the
simulation time 240 s for the duration of 60 s, a cycle of the cell manager commands is lost.
As a consequence, the bus gets overloaded again for the same percentage as without cell
manager intervention but for a short duration only until the next exchange with the cell
manager occurs one minute later.

0 200 400 600 800 1000 1200
Simulation time [s]

160

180

200

220

240

T
ot

al
p
ow

er
co

ns
um

pt
io

n
[k

W
]

No communication

Communication outage

Reliable communication

Figure 11. Total power consumption in the electrical network with different communication configurations.

7.6. Discussion

The evaluation shows the applicability of the proposed co-simulation framework for
studying cellular energy systems comprised of several domain-specific models. Compared
to the established co-simulator Mosaik [44], our approach reduces the interaction overhead
between the simulators by employing OMNeT++ as the co-simulation master. Detailed ICT
simulation was not previously considered in Mosaik [6,28,45,46]. We show that coupling
OMNeT++ with Mosaik [47] can be avoided, provided that domain-specific simulators
support FMI or RPC, and the development time should be minimized. Correlation between
the size of the simulated energy network and the execution time of the co-simulation is
important for understanding the feasibility of large-scale simulations, and has not been
shown before. The limitation of our approach is that it is less flexible than Mosaik and
is mostly beneficial if the effects of a realistic communication network are to be analyzed.
Furthermore, the event-based nature of OMNeT++ imposes challenges for the integration
of models based on continuous-time simulation.

8. Conclusions

The analysis of cellular energy systems requires co-simulation that combines simulators
of domain-specific models with fundamentally different abstractions into one simulation
process. The approach successfully supports teamwork, as members can independently
develop their models with the required abstractions. However, substantial effort is required
to assemble the simulators. The effort can be reduced by configuring simulators for a
specific energy system from one common description serving as single source of truth.

Using the ICT simulator as a co-simulation master has proven useful, as it reduces the
complexity of the co-simulator and configuration as well as the overhead for interactions
between simulators. Proxies in the ICT model simplify modeling the communication of
components already defined in another domain-specific model.

Evaluation proved that impacts of communication failures on the energy system can
be analyzed with the proposed co-simulator. Parts of distribution networks were simulated
in reasonable time with realistic models of energy system and communication, both of
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which had similar CPU demands. The simulation of 111 households was about 20 times
faster than real time. However, the execution time grew about twice as fast as the number
of households, mainly due to the energy system model.

Future work includes testing the co-simulator on large-scale cellular energy systems
to further identify potential bottlenecks and reliability issues. This may require simplified
models of parts of the energy system to shorten the simulation time. Communication
models should be extended to include wireless alternatives. Finally, using the proposed
co-simulator, cellular energy systems can be studied for efficiency and resilience, as well as
for economic and environmental impacts.
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