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Abstract: Photovoltaic (PV) power generation is booming in rural areas, not only to meet the energy
needs of local farmers but also to provide additional power to urban areas. Existing methods for
estimating the spatial distribution of PV power generation potential either have low accuracy and
rely on manual experience or are too costly to be applied in rural areas. In this paper, we discuss
three aspects, namely, geographic potential, physical potential, and technical potential, and propose
a large-scale and efficient PV potential estimation system applicable to rural rooftops in China.
Combined with high-definition map images, we proposed an improved SegNeXt deep learning
network to extract roof images. Using the national standard Design Code for Photovoltaic Power
Plants (GB50797-2012) and the Bass model, computational results were derived. The average pixel
accuracy of the improved SegNeXt was about 96%, which well solved the original problems of
insufficient finely extracted edges, poor adhesion, and poor generalization ability and can cope with
different types of buildings. Leizhou City has a geographic potential of 1500 kWh/m2, a physical
potential of 25,186,181.7 m2, and a technological potential of 442.4 MW. For this paper, we innovatively
used the Bass Demand Diffusion Model to estimate the installed capacity over the next 35 years and
combined the Commodity Diffusion Model with the installed capacity, which achieved a good result
and conformed to the dual-carbon “3060” plan for the future of China.

Keywords: solar energy; rooftop photovoltaics; deep learning; photovoltaic potential assessment

1. Introduction

Rooftop photovoltaic power generation is installed on the roofs of buildings and
directly connected to a low-voltage distribution network; it has the advantages of proximity
to the user side, local consumption, and reduction in transmission costs. China’s existing
residential building area is more than 700 billion m2. China is currently in a period of
the rapid development of new urban and rural construction. Each year, the new urban
and rural housing construction area is nearly 20 billion m2, offering a huge potential for
the use of these roofs. In 2022, China’s new grid-connected PV installed capacity was
87.41 GW. By 2042, the cumulative grid-connected PV installed capacity will be 20.43 GW.
As of the end of December, the national cumulatively installed power generation capacity
was about 25.6 billion kilowatts, an increase of 7.8% year-over-year, while the installed
solar power generation capacity was about 390 million kilowatts, an increase of 28.1%
year-over-year. However, its development speed was much lower than expected, especially
the lack of rooftop PV power generation resource evaluation methods, tools, and related
technologies; there is an urgent need to carry out technical research and demonstration
applications in the fields of resource identification, potential evaluation, rooftop resource
system evaluation, and PV power generation applications. The research and development
of a scientific and feasible system for evaluating the potential of rooftop solar distributed
photovoltaic utilization will help to better utilize solar energy, solve the urban energy crisis,
and reduce the dependence of buildings on mineral energy.
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Existing methods for estimating rooftop solar potential are categorized into the follow-
ing three main types: fixed-value methods, radar methods, and high-definition map-based
methods [1].

1.1. Fixed-Value Methods

The roof area was calculated using the sampling statistics method. This method uses
a sample of urban constituencies to calculate the population and roof area of urban areas
to obtain the roof area per capita, and then the total urban population is used to estimate
the total roof area of the city. In these studies, the PV roof available area was used as the
only PV installation parameter to assess the solar potential [2–4]. Izquierdo et al. used
a stratified sampling method to classify the city into 16 types based on urban planning
data, such as land use, population, and building density, and to calculate the roof available
area for the region based on the per capita available area and population of different city
types. L.K. Wiginton took 10 samples from 109 surveyed areas, calculated the relationship
between the population and roof area, and used that to estimate the potential energy and
power generation of rooftop PV [5].

This method [6–9] is suitable for large areas but has low accuracy. In addition, the
method requires better statistics and similar styles of buildings in the study area. These
methods are usually rarely tested and do not take into account the nuances of individual
buildings.

1.2. Radar Method

The method of evaluating solar energy use potential based on radar technology is the
most commonly used method for estimating the solar energy use potential at the urban
neighborhood scale. This method enables 3D or 2D modeling of urban neighborhoods by
installing radar on vehicles or aircraft and then measures the solar energy use potential of
urban neighborhoods through solar radiation simulation methods. Jakubiec et al. proposed
a method to predict citywide electricity revenues from photovoltaic panels in Cambridge,
Massachusetts, based on a detailed 3D urban mass model [10]. Romero et al. used a high-
precision 3D city model to calculate the total roof area and solar irradiance in Ludwigsburg,
Germany [11]. Agugiaro used the Delaunay algorithm to build a 3D city model based on
radar data. Jaroslav Hofierka et al. used digital orthophotographs, DEMs, and vectored
and combined building attributes to obtain a 3D building and used the RUN model to
evaluate the photovoltaic potential in urban areas [12].

Radar methods [13–18] are highly accurate but time-consuming and not easily repli-
cated on a large scale. In large-scale studies, the cost of acquiring 3D spatial data is
prohibitive. Meanwhile, the processing of 3D spatial data is labor-intensive and time-
consuming.

1.3. Deep Learning Method Based on HD Map

With the development of computer vision methods, semantic segmentation models
and deep learning techniques have received increasing attention; these can automatically
detect constructed contours in satellite images [19,20].

Deep learning methods are widely used in the fields of urban map updating, ur-
ban planning, and building change detection. Qin et al. [21] used deep CNN to achieve
semantic segmentation of buildings in high-resolution remote sensing images of China.
Li et al. [22] proposed a multi-feature reuse network, which overcame the problem of
the absence of contextual information and had a better accuracy of building extraction.
Mou et al. [23] introduced a self-attention mechanism in FCN to obtain long-distance
dependencies. Xu et al. [24] proposed a Res-U-Net semantic segmentation network based
on ResNet and UNet, which effectively mitigated the problems of building misjudgment
and missing judgments. Guo et al. [25] improved FCN by replacing the standard convo-
lution with the null convolution for the segmentation of remote sensing images. Badri-
narayanan et al. [26] designed a more efficient semantic segmentation model, SegNet,
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which uses a codec structure to mark the maximum position during pooling to compensate
for the loss of position information during up-sampling and to reduce the training time.
Audebert et al. [27] applied the SegNet codec network to segment high-resolution remotely
sensed imagery and compared the two fusion methods: the feature level and the decision
level. Chen et al. [28] improved the hollow space pyramid pool based on Deeplabv3 and
applied it to the semantic segmentation of remote sensing images. Pan et al. [29] utilized the
UNet network and introduced the channel attention mechanism and adversarial network
for the extraction of buildings in remote sensing images.

However, deep learning methods have been less applied in the analysis of rooftop
solar PV potential. Huang et al. [30] used a UNet network to detect buildings in Wuhan,
China, from satellite maps and calculated PV potential by setting empirical coefficients
without considering the building type and PV panel layout. Krapf et al. [31] used public,
open, street map data and Google aerial imagery using two CNN networks to study
building roofs in a small area of Munich, Germany. The orientation of each building was
considered in the partition and the calculated PV potential results were compared with
the 3D model results to verify the accuracy. Zhong et al. [32] proposed a city-scale PV
potential estimation method for detecting building roofs in Nanjing (China) from Google
images using Deeplabv3. The roof extraction model was improved. Xu Fuyuan proposed a
method based on the combination of region segmentation and edge segmentation analysis
to extract buildings in remote sensing images by using high-resolution images of Hangzhou
University of Electronic Science and Technology obtained from Google Earth, preprocessed
the target buildings using threshold segmentation and a Canny edge algorithm, and
obtained good experimental results [33].

Urban buildings are dense. The building types are diverse and irregular. Roofs are
usually accompanied by a large amount of equipment occupancy and a large number of
elevator shafts. The shadow phenomenon caused by mutual shading between buildings
is serious. However, the rural area is vast and the buildings are standardized, so pho-
tovoltaic power generation is booming in the countryside. The development of rooftop
photovoltaic in the countryside can not only satisfy the energy needs of local farmers but
also provide supplemental power for the city, promote the construction of clean energy in
the countryside, and improve the living conditions of farmers.

Although scholars have conducted relevant research and achieved good results, there
is a lack of a systematic, efficient, and suitable method for estimating the potential of rural
rooftop PV for large-scale application in rural China. Therefore, for this paper, a deep
learning method based on high-definition maps was chosen to evaluate the geographic
potential, physical potential, and technical potential, and a set of PV potential estimation
methods suitable for rural China was proposed.

The main contributions of this study are as follows:

• This paper presents a system for estimating the potential of large-scale photovoltaics
in rural China.

• Based on high-definition map images, the technical potential was obtained through
the “photovoltaic Power Station Design Code” (GB50797-2012).

• The improved SegNeXt model was used for roof identification with high accuracy.
• We used the Bass Diffusion Model to forecast installed capacity and derive the trend of

installed capacity over the next 35 years, which is in line with China’s trend of “peak
carbon and carbon neutrality”.

The rest of this paper is organized as follows: Section 2 presents the framework of
the proposed method. Section 3 is devoted to the methodology. The case study and
comparative analysis are provided and discussed in Section 4. The conclusion is given in
Section 5.
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2. The Framework of the Proposed Methodology

The evaluation of rooftop PV utilization potential is mainly divided into three parts:
geographical potential, physical potential, and technical potential. Figure 1 illustrates the
framework of the proposed method.
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Figure 1. Potential evaluation flow chart of rooftop PV.

3. Methodology
3.1. Assessment of the Geographical Potential of Rooftop Photovoltaics

The terrain of rooftop PV was the solar radiation potential of the study area. The
study area was rural and the PV potential of the whole region was taken on a large scale.
Therefore, the global average annual radiation for the region was used, which also provided
theoretical support for the subsequent calculation of the technical potential.

The study area of this paper was Leizhou City, which is located south of the Tropic of
Cancer and in the subtropics near the South China Sea. South of the Tropic of Cancer the
latitude is low and the climate is subtropical humid monsoon. There is sufficient light and
heat, with average annual sunshine of 2003.6 h. Figure 2 shows the distribution of the total
annual horizontal radiation exposure in the country in 2022, as published by the National
Energy Administration [34]. The country can be categorized by total annual horizontal
radiation exposure into the following four categories:

1. Areas with the richest solar resources: average solar radiation greater than 1750 kWh/m2.
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2. Areas with very rich solar resources: solar radiation between 1400 kWh/m2 and
approximately 1750 kWh/m2.

3. Areas with abundant solar resources: the radiation ranges from 1050 kWh/m2 to
approximately 1400 kWh/m2.

4. Areas with average solar energy resources, with radiation values less than 1050 kWh/m2.
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The east of Guangdong is an area rich in solar energy resources, and an average annual
radiation of 1500 kWh/m2 was selected for this paper.

3.2. Evaluation of the Physical Potential

The physical potential refers to the roof area that was used for installation in the
study area.

In recent years, SegNeXt and improved SegNeXt networks have been widely used in
the fields of healthcare, speech recognition, translation, autonomous driving, and precision
marketing with good results. Compared with other semantic segmentation networks,
SegNeXt has fewer training parameters, thus using more efficient inference storage and
computation time to obtain good segmentation results.

For this paper, the improved SegNeXt semantic segmentation method was used to
evaluate the physical potential.

3.2.1. Improved SegNeXt

The SegNeXt network is a fully convolutional neural network structure for multi-class
semantic segmentation; it has been widely used in the field of computer vision. The network
architecture is shown in Figure 3. The core components of the network consist of an encoder
network, a decoder network, and a pixel-level classification layer. The whole network
contains 10 layers, where Level 1–Level 5 are the encoder layers and Level 6–Level 10 are
the decoder layers. SegNeXt uses maximum pooling for down-sampling and up-sampling
to recover the image size, which helps to reduce the training parameters of the network
and greatly improves the network’s operation speed.
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Figure 3. SegNeXt network structure.

The classical SegNeXt network model uses a large number of convolutional kernels;
this slows down the training of the whole network and even disappears the gradient, greatly
affecting its performance. In high-resolution remote sensing images, the scale of buildings
varies greatly and the background interference is complex and diverse. The traditional
SegNeXt algorithm is often prone to problems such as buildings with holes, imprecise
edges, and attachments and poor generalization ability when dealing with different types
of buildings when completing the building extraction task. For this reason, this work added
a multi-scale contextual attention module (MCAM) in which the null convolution and
self-attention mechanism were introduced to enhance the extraction of features at different
scales and the dependence between distant pixels.

The self-attention mechanism was proposed by the Google machine translation
team [35]; it was initially used mainly in natural language processing and has also been
widely used in computer vision direction due to its ability to integrate contextual informa-
tion. Self-attention can establish global dependencies through all feature information so as
to capture the most important information needed for the task in the global information.
Figure 4 shows the multi-scale contextual attention module.
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Figure 4. Multi-scale contextual attention module.

In conv representation convolution, R stands for expansion rate. In reshape repre-
sentation remolding, the feature graph F0 output by the network is passed through three
cavity convolutions with expansion coefficients of 2, 4, and 6 in parallel. The convolution
kernel sizes are all 3 × 3, to obtain three feature graphs of different scales, and the feature
graph F is obtained by concatenation and fusion. The feature graph F of multi-scale fusion
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is obtained by using a 1 × 1 convolution operation to obtain new feature graphs F1, F2,

F3, and {F1, F2} ∈ R(C/8)×H×W. The dimensions are then converted to two dimensions,
R(C/8)×N and N = H ×W, to facilitate subsequent matrix multiplication. The transposed
matrix F1 is multiplied by the matrix F2, and a spatial weight graph is obtained through
the softmax function, η = RN×N. The calculation formula is as follows:

ηji =
exp

(
F1i, F2j

)
∑N

i=1 exp
(
F1i, F2j

) (1)

where ηji represents the influence of position i on position j on the feature map. The closer
the features of the two locations are, the greater the correlation is. This degree of correlation
forms a dependency between any two elements of the global context.

At the same time, the feature map F3 is reshaped into two-dimensional data, C × N,
matrix multiplication is performed for η and F3, and the size is transformed to RC×H×W.
Finally, the result is multiplied by parameters and summed with F and F0 to obtain the
output result Fout.

Fout = β∑N
i=1

(
ηji, F3j

)
+ Fj + F0j (2)

where the feature plot Fout is the weighted sum of the original plot F0 with every other
position. Therefore, MCAM can aggregate multi-scale contextual information in a targeted
manner according to the spatial attention graph, so that similar semantic features promote
each other, which effectively enhances the intra-class closeness and semantic consistency
and efficiently reduces the construction-deficiency error detection in the segmentation task
due to the insufficient comprehension of semantic information. The improved SegNeXt
network structure is shown in Figure 5.
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3.2.2. Monte Carlo Algorithm

Since the boundaries of the roof targets detected by the depth network are not necessar-
ily regular maps, the area cannot be calculated using common formulas such as the length
× width of a rectangle. Therefore, the Monte Carlo method was used to calculate the area;
this is a calculation method based on mathematical proofs of probabilistic statistics and is
suitable for calculating the area of complex shapes. The calculation formula is as follows:

St =
Pr

Pall
× Sall (3)
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where Pr represents the number of pixels belonging to the roof part of the image, Pall
represents the total number of pixels of the image, Sall represents the real area corresponding
to the image, and St represents the real area belonging to the roof part of the image.

3.2.3. Area Correction

The actual floor area of a roof can be affected by many factors, including (1) shading
from other parts of the roof or neighboring buildings and trees; (2) occupancy of roofing
equipment, such as ventilation equipment, heating, air conditioning, etc.; (3) the slope and
orientation of the roof; and (4) the mounting and tilting of the PV panels themselves.

According to the national code for Design of Photovoltaic Power Stations (GB50797-
2012) [36]:

1. Equipment coefficient (B1): excluding the area proportion of HVAC equipment, water
tank, chimney;

2. Solar thermal energy coefficient (B2): the area proportion of the surface occupied by
the solar hot water system is excluded;

3. The effective area coefficient of the photovoltaic module (B3): the ratio of the surface
area of the photovoltaic module to the surface area of the roof, taking into account the
gap between the photovoltaic modules to avoid mutual occlusion and reflection.

According to the previous domestic installation design experience in China, the values
of B1, B2, and B3 are 0.7, 0.9, and 0.53, respectively. The area correction formula obtained is
as follows:

Sr = St × B1 × B2 × B3 (4)

3.3. Evaluation of the Technological Potential
3.3.1. Power Generation Potential of Photovoltaic System

The technical potential of a PV system refers to the installed power generation potential
of the available area of PV modules within a certain period of time. According to the
national standard Design Code for Photovoltaic Power Plants (GB50797-2012), the following
calculation model for the power generation of PV systems can be obtained:

Ep = HA × Sr × r×K× (1− Ra)
N−1 (5)

where HA is the global horizontal annual cumulative solar radiation value of the building
area, Sr is the installable area of the photovoltaic module, and N is the life cycle of the
photovoltaic system; the life of photovoltaic systems is generally 25 years. The r, K, and
Ra are, respectively, the photoelectric conversion efficiency of the photovoltaic system, the
comprehensive efficiency coefficient, and the attenuation rate of the photovoltaic system,
which were set as 19.1%, 86%, and 1.4% for this paper. From this, the power generation
potential of the photovoltaic system can be calculated.

3.3.2. Bass Diffusion Model

In order to predict the installation trend of rooftop PV in the coming years, a demand
model was chosen for forecasting. Among many demand models, the Bass curve model [37]
is the most widely used of the group; it has the advantages of simple concepts and parame-
ter settings, a strong explanatory power, and the non-repeated purchasing of rooftop PV,
which can eliminate the interference of repeated purchasing behavior. The specific model is
shown in Equation (6). The curve shapes of the Bass accumulation curve and density curve
are shown in Figure 6.

n(t) = dN(t)
dt = p ∗ [m−N(t)] + q N(t)

m [m−N(t)]
=
[
p + q N(t)

m

]
∗ [m−N(t)]

(6)

f(t) =
n(t)
m

, F(t) =
N(t)

m
(7)
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N(t) represents the installed rooftop PV users at time t, n(t) represents the rooftop
PV users at time t, F(t) represents the probability of installed rooftop PV users in the total
potential users at time t, f(t) represents the probability density function of installed rooftop
PV users in the total potential users at time t, m is the installed potential of rooftop PV,
p represents the innovation coefficient (the coefficient of installation influenced by mass
media), and q represents the imitation coefficient (the coefficient of purchase influenced by
word of mouth or by those who have installed the system).

3.4. Error Analysis

The confusion matrix was used to evaluate the extraction effect of the buildings with
the following specific metrics: Overall Accuracy (OA), Precision Rate (PR), Recall Rate
(RE), F1 Score (F1), and Mean Intersection Ratio (mIoU). The confusion matrix adopts a
tabular structure: the first row indicates the prediction result Positive, and the second row
indicates the prediction result Negative; the first column indicates that the judgment made
is True, and the second column indicates that the judgment is False, resulting in the four
results: TP, FP, TN, and FN, as shown in Table 1.

Table 1. Confusion matrix.

True Value
Predicted Value

True Negative

True TP FN
Negative FP TN

1. True Positive (TP): instances of the positive class are predicted to be positive; the roof
of the building is correctly identified as the roof of the building;

2. False Negative (FN): instances of the positive class are predicted to be negative; the
roof of the building is incorrectly identified as the background;

3. False Positive (FP): instances of the negative class are predicted to be positive; the
background is incorrectly identified as the roof of a building;

4. True Negative (TN): an instance of a negative class is predicted to be a negative class;
the background is correctly identified as the background.

Overall accuracy is the proportion of the total observations judged to be true in the
classification model:

OA =
TP + TN

TP + TN + FP + FN
(8)
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Accuracy is a measure of the probability that all Positive results agree with the state of
fact, that is, True. The calculation formula is as follows:

PR =
TP

TP + FP
(9)

The recall rate measures how many instances of True status are successfully judged
Positive. The calculation formula is as follows:

RE =
TP

TP + FN
(10)

The aim of the F1 score is to find a balance between accuracy and recall, calculated as
follows:

F1 = 2× PR× RE
PR + RE

(11)

The calculation method of mIoU is as follows:

mIoU =
TP

TP + FN + FP
(12)

4. Results and Discussion
4.1. Physical Potential of Rooftop Photovoltaics
4.1.1. Data Acquisition

For this paper, Leizhou City was selected as the study object, and the 19-layer high-
definition map image was downloaded through the BigeMap map downloader. Due to
the large size of the entire 19-layer satellite image of the study area, if the entire image
was directly input without processing, it may have resulted in insufficient memory for
successful prediction. To solve this problem, this project cut the HD satellite map image
of the study area into small tiles of the same size, from north to south and then from west
to east, using a fixed sliding step. For this paper, the tiles were cut into 256 × 256 tiles. If
the size of the image was not a multiple of 256, the edges were filled with 0 and filled with
black. A total of 746,634 tiles with a 256 × 256 resolution were cut for Leizhou City. The
pixel resolution of the 19-layer map was 0.031 m2. Figure 7 shows the image cropping of
the Leizhou HD map.
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4.1.2. Training Dataset Construction and Data Enhancement

In order to make the model more generalized and adaptable, 1200 typical roofs (resi-
dential, industrial buildings, etc.) were selected as the dataset required for model training.
The Labelme tool was used to manually label the dataset, as shown in Figure 8. Together
with the public dataset WHU Building Dataset, it formed the training sample label set, and
the dataset was further divided into the training set and validation set in a ratio of 8:2.
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Figure 8. Hand-marked label.

Since the acquired high-resolution remote sensing images covered the entire urban and
rural areas, there was a high density of buildings in urban areas with varying heights and
occlusion. Buildings in rural areas were generally more standardized, but the architectural
styles varied greatly. In order to alleviate these problems so that the model could better
extract image features, improve the generalization ability and robustness of the model, and
reduce the risk of overfitting of the model, data enhancement was generally carried out
according to the features of the dataset before the dataset training. The data enhancement
is shown in Figure 9.
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4.1.3. Model Verification

The semantic segmentation model was validated based on the SegNeXt model and
the improved SegNeXt model. Pytorch version 1.8 and CUDA version 10.2 were used for
training. The detailed configuration of the hardware devices used for model training is
shown in Table 2. The hyperparameters used for training the model were set as shown in
Table 3; the parameters were optimized to select the gradient descent algorithm, and the
final recognition comparison graph is shown in Figure 10.

Table 2. Specific configuration of hardware equipment.

Equipment Disposition

GPU NVIDIA GeForce RTX 3080×8
CPU Intel(R) Core(TM) i7-7700HQ 2.80 GHz

Internal memory 32 G
Hard disk 500 G
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Table 3. Hyperparameter setting of training model.

Hyperparameter Type Parameter Value

Batch_size 64
Learning rate 0.0005

Optimizer_type adam
Epoch 100

Momentum 0.9
Minimum image size 256 × 256

Loss function Cross Entropy Loss
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In order to verify the accuracy of the map tile-based building roof area assessment,
240 map tiles were randomly selected as the model validation set without participating in
model training. The improved model was compared with the original model, and the error
validation results are shown in Table 4, as follows.
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Table 4. Error verification table.

OA PR RE F1 mIoU

ImprovedSegNeXt 96.21% 88.33% 90.68% 91.6% 87.03%
SegNeXt 95.4% 87.03% 89.14% 89.91% 85.95%

From Table 4, it can be seen that although the network structure of the improved model
was more complex, its accuracy, average cross ratio, and F1 parameter were improved.
The improved model solved the problems of inconspicuous edges, boundary sticking, and
holes in the detection, which proved that the improved network was effective and practical.

The image of the region to be predicted was fed into the trained model for validation.
Some typical buildings in Leizhou City were selected for the example image, and the
roof segmentation results are shown in Figure 11. As can be seen from the results, the
model recognized the roofs of the buildings in the study area very well; most of the roofs
could be recognized effectively, including the large roofs of factories and the small roofs of
residences. There were fewer missed targets, and the segmentation results were relatively
accurate and basically matched the roof contours.
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4.1.4. Calculation Results of Leizhou City

According to the calculation method in Section 3, the calculation results of Leizhou
City are shown in Table 5.

Table 5. Calculation result.

Pixel Area

backdrop 48,931,405,824 3,733,466,264.37
roof 988,601,751 75,430,313.60

As can be seen in Table 5, the roof area of Leizhou City was 75,430,313.60 m2. The
correction area was 25,186,181.7 m2. The overall recognition results are shown in Figure 12.
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4.2. Potential Calculation of Rooftop PV Installed Capacity

According to the calculation Formula (5):

Ep = HA × Sr × r×K× (1− Ra)
N−1

= 1500× 25186181.7× 19.1%× 86%× (1− 1.4%)25−1 = 442.4 MW

Table 6 shows data on installed PV capacity in China over the last decade. The
nonlinear least squares method was used for fitting parameter estimation. The innovation
coefficient p was obtained as 0.00129 and the imitation coefficient q was 0.29978.

Table 6. China’s photovoltaic installed capacity data in the past ten years.

Year 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

t 1 2 3 4 5 6 7 8 9 10
Installed capacity (GW) 3.1 4.67 6.06 10.32 29.66 50.62 62.63 78.23 107.51 158.61

Based on the p and q parameter values derived above, the maximum installed potential
of 442.4 MW was used as the m-value for Bass modeling to derive the installed PV potential
of Leizhou City in the next 35 years, as shown in Figure 13. The data visualization of newly
added installed capacity each year is shown in Figure 14. It can be seen that there was
an explosive growth in the 15th year, which gradually flattened out after the 20th year.
Starting from 2023, the installed capacity in Lehigh is expected to be completed in 35 years
with an s-shaped fitting curve. According to the model prediction, there will be explosive
growth in 2030, and the growth rate will gradually slow down after 2050, which is basically
consistent with the time set by China to achieve the “double carbon” target.
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5. Conclusions

The bottlenecks in realizing large-scale rural solar photovoltaic utilization potential
research are large-scale computational calculations that are computationally intensive and
are missing data and the quantitative value of building factor shielding for urban rooftop
solar energy utilization varies widely, making it difficult to carry out the calculations. In
this paper, an efficient and suitable system for estimating the potential of Chinese rural
rooftop PV for large-scale rural assessment is proposed from the three aspects of geographic
potential, physical potential, and technical potential.

The improved SegNeXt semantic segmentation method has an average crossover rate
of about 87% and an average pixel accuracy of about 96%. Leizhou City has a geographic
potential of 1500 kWh/m2, a physical potential of 25,186,181.7 m2, and a technological
potential of 442.4 MW. Leizhou City is expected to complete its installation in 35 years; the
installed capacity of PV over the next 35 years shows an s-curve, with explosive growth in
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2030 and a gradual slowing of the growth rate after 2060. This is consistent with China’s
“peak carbon neutral” trend.

The method does not overly rely on manual experience and can quickly and accurately
calculate the installed capacity of large-scale rural rooftop PV. The improved SegNeXt deep
learning network can well solve the problems of the original extraction of edges that are
not fine enough, high adhesion, and poor generalization ability to deal with different types
of buildings. The innovative use of the Bass model to estimate the installed capacity in the
next 35 years and the combination of the Commodity Diffusion Model with the installed
capacity have achieved good results, which are in line with China’s future “3060” plan.

However, while the solar energy utilization potential considered in this paper is its
maximum possibility of generating electricity, there are still many factors that need to be
taken into account in practical applications, such as the economics of solar panel installation,
the type of buildings and the direct shielding between them, and the weather, among other
factors. Therefore, subsequent studies need to further consider application-level factors for
accurate calculations.
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