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Abstract: Understanding cycle-to-cycle variations (CCV) is of practical importance for the combustion
of fossil and renewable fuels, as increasingly stringent emission regulations require reductions in
the negative effects of such variations. The subject of this study is the flow around inlet valves,
since oscillations of such inlet flows affect the flow structure in the cylinder and are thus one of the
causes of CCV. To this end, a parametric analysis of the influences of the mass flow rate and valve lift
of two parallel engine intake valves on the flow structures is performed. This follows on from an
earlier similar study where the flow around a single intake valve was investigated. To analyse the
flow behaviour and, in particular, the interactions of the flow leaving these two valves, an optical
test rig for 2D particle image velocimetry (PIV) and a large eddy simulation (LES) are used. Proper
orthogonal decomposition (POD), together with a quadruple decomposition and the Reynolds stress
transport equations, are used to study the turbulence phenomena. The PIV and LES results are in
good agreement with each other. The detailed LES analysis of the flow structures shows that, for
small valve lifts, the flow separates along the whole perimeter of the intake valve, and for larger valve
lifts, the flow escapes only to one side. This is, for combustion engines with the tumble concept, the
stage at which the tumble movement develops. Moreover, the flow structures are strongly influenced
by the valve lift, while they are unaffected by the variation in the mass flow. The turbulent kinetic
energy in the flow field increases quadratically with a decreasing valve lift and increasing mass
flow. The large, high-energetic flow structures are particularly dominant near the jet, and the small,
low-energetic structures are homogeneously distributed within the flow field. The specific Reynolds
stress transport equation shows the limitations of two-dimensionality and large timesteps in the PIV
results and the limitations of the LES model.

Keywords: particle image velocimetry (PIV); computational fluid dynamics (CFD); large eddy
simulation (LES); turbulence; engine; cycle-to-cycle variations (CCV); Reynolds stress transport
equation; proper orthogonal decomposition (POD)

1. Introduction
1.1. Motivation

Although electric vehicles are becoming increasingly popular due to the growing
awareness of climate change and the impact of combustion emissions, the internal com-
bustion engine will continue to play a vital role, especially in transportation and power
generation [1]. This is not least because of the high energy density of the corresponding
fuels from both fossil and renewable sources [2]. However, in order to reduce the negative
impact of internal combustion engine emissions on the environment, the corresponding
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emission regulations are becoming increasingly stringent, which poses major challenges
for the further development of such engines. To effectively address this problem, a multi-
faceted approach from different perspectives is required, taking into account all factors that
influence engine emissions.

Reducing fuel consumption together with harmful emissions is a primary objective
in the development of internal combustion engines. Among the various strategies in-
vestigated, such as external exhaust gas recirculation (EGR), stratified combustion, lean
combustion, and homogeneous charge compression ignition, thermal efficiency offers the
highest potential for improvement [3]. However, cycle-to-cycle fluctuations present a signif-
icant challenge to optimising combustion. These fluctuations can result in increased engine
emissions, reduced efficiencies, and abnormal combustion phenomena, as previously stud-
ied in the works of Young [4,5], Ozdor [6,7], and Ball [8]. Therefore, understanding and
mitigating cycle-to-cycle variations (CCV) hold great promise for the development of future
high-efficiency internal combustion engines. One factor that influences these variations is
the oscillation of the inflow jet, which has a significant impact on the flow structure inside
the cylinder. This is especially crucial for the velocity field surrounding the spark plug
during ignition, as well as other processes such as mixture formation and combustion.

The complex problem of cycle-to-cycle fluctuations in internal combustion engines has
been studied for many years [9–11]. Since the combustion process in an engine involves
multiple parallel and sequential mechanisms, the underlying causes are interconnected and
influence one another. A possible cause–effect chain of CCV includes factors such as the inlet
flow [12–14], injection strategy, and mixture formation, as well as the thermofluidic state at
the spark plug during ignition [15]. Among these factors, the inlet inflow, which determines
the level of turbulence, is considered the most significant as it impacts subsequent processes,
for example, mixture formation and combustion [6,16]. Therefore, the airflow around the
engine valves plays a vital role in the combustion and mixing processes and has been
extensively investigated [12,17–28].

For controlling air motion, combustion engines utilise various components, such
as intake ports [12,18–20,29], fuel injection systems [12,13,30], the piston shape [31–33],
tumble/swirl flaps [27], intake valves [34,35], and the valve lift [36–38]. Two main types of
flow can be observed in the cylinder: Tumble and swirl, with rotation axes perpendicular
to and around the cylinder axis, respectively. Typically, spark ignition engines prioritise
tumble motion [19,39,40], while compression ignition engines employ intake channels
engineered to enhance swirl [29,39,40].

Research on CCV has revealed that tumble motion experiences significant fluctua-
tions, particularly during the closing of the inlet valve, leading to variations in turbulence
during combustion [9,10,13,25,36,41,42]. Tumble flow is commonly found in modern high-
efficiency gasoline engines. Previous findings have shown that combustion engines with
strong tumble generation tend to have higher turbulence levels compared to those with
swirl flows; however, they are also more susceptible to CCV in the flow field within the
combustion chamber, particularly up to the point of ignition [11]. Recent numerical investi-
gations have also highlighted that secondary flows caused by inflow jet oscillations can
superimpose on the main charge flow, resulting in variations in the flow velocities around
the spark plug that, in turn, influence flame kernel growth [43]. Fluctuations in the flow
field near the spark plug at the time of ignition significantly contribute to CCV, as reported
by Hasse [15].

Traditional non-intrusive measurement techniques such as laser Doppler anemometry
(LDA), particle image velocimetry (PIV), and magnetic resonance velocimetry (MRV) have
been widely used for studying in-cylinder flow in combustion engines [27,44–51]. High-
speed PIV is a suitable method for measuring time-resolved in-cylinder flow fields and cap-
turing CCV as well as large-scale fluctuations [52,53]. This technique can provide insights
into intake inflow jet oscillations, including detachment at the valve seat and secondary
flow structures. To further analyse and process the data obtained from PIV, the proper
orthogonal decomposition (POD) filtering approach is commonly applied [19,25,48,54–57].
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POD allows for the separation of measured flow fields into dominant, coherent, and tur-
bulent small-scale structures. The POD results can serve as reference validation data for
numerical models of CCV in combustion engines. In addition, the POD approach has been
used for the identification of the spatial structure and temporal evolution of a flow field
within an engine obtained by means of 3D high-speed PIV [55].

Experimental studies on in-cylinder flow in combustion engines often focus on one or
two specific planes, such as the symmetry plane, tumble plane, parallel planes, cross-tumble
plane (orthogonal to the symmetry plane), or horizontal planes [7,54,58–61]. While there are
various optically accessible engine test rigs that enable the application of different optical
techniques, occasionally, there is a need for ad-hoc test rigs to replicate specific air flows or
to provide better accessibility [19,33–35,40,62–67]. However, a drawback of such engine
test benches is frequently lower flexibility regarding the operating parameters, such as the
intake pressure and temperature, as well as the limitation to stationary flows with constant
valve lifts. This should be taken into consideration when interpreting experimental results
and their applicability to real-world engine conditions.

The use of 3D computational fluid dynamics (CFD) simulations provides a cost-
effective way to investigate complex phenomena, such as CCV, in detail, in comparison
to experiments. The Reynolds-averaged Navier–Stokes (RANS) simulation approach is
commonly used in engine development. In particular, the RANS k-ε turbulence model
performs well for predicting the flow field in engine applications [9]. Nevertheless, RANS
approaches are not suitable for studying cyclic fluctuations, due to their averaging nature.
Instead, the use of detached eddy simulation (DES) or Large Eddy Simulation (LES) meth-
ods is more common in this context [53]. The LES method resolves the large structures
directly, and the small turbulent structures, which are computationally expensive to resolve,
are modelled [21]. The validation of LES with measurements in terms of CCV has shown
good agreement. [10,52,68]. However, LES places higher requirements on the spatial and
temporal resolutions of the flow field, and multiple cycles need to be computed to replicate
CCV. All this together leads to higher computing times. DES provides a good compromise
between LES and RANS, where the RANS method is utilised for near-wall areas or regions
with coarse grid resolution, whereas LES is used for separated flows further away from
walls or free shear layers. DES has been used successfully for studying CCV in some
studies [69]. LES has emerged as a solution to the challenges faced by direct numerical
simulations (DNS), which are computationally much more demanding.

1.2. State-of-the-Art

Recent studies have concentrated on PIV investigations to analyse the influences of
various engine parameters on the in-cylinder flow. A recent study by Hoffmann et al. [70]
presented a thorough literature review on the different types of in-cylinder airflow in
optical engines and experimental test rigs. It also presented an experimental and numerical
study of the air flow through a single valve with simplified engine geometry. Therefore,
this section focuses on dual valves and real engine geometry.

Be it computational simulations or experimental investigations, the use of simplified
geometry instead of real engine geometry can cause significant differences in terms of
accuracy and the level of detail captured. Although a simplified geometry may be easier
to build and can be useful for initial concept evaluations or in cases where computational
resources are limited, it may not accurately represent the complex and intricate geometry
of a real engine. Real engine geometry includes features and intricate details of the intake
systems, such as valve seats and port shapes. These details can significantly affect the flow
characteristics, turbulence, and swirl within the engine. Real engine geometry may also
impact the operational conditions used in simulations. The complex geometry of intake
and exhaust ports, for example, can affect the flow rates, pressure profiles, and turbulence
levels at the inlet and outlet of the engine. Simplified geometry may not accurately capture
these operational conditions, which can affect the accuracy of the simulations.
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Many studies have used simplified geometry models, such as flow benches or scaled
models, to investigate the intake flow and mixing characteristics of internal combustion
engines. However, recent research has focused on using realistic engine geometry to gain
a more accurate analysis of intake flow. Previous studies presented by Keskinen and
Antila studied the intake flow characteristics of a single-cylinder engine via CFD using
realistic engine geometry [71–73]. The intake port of a diesel engine was studied via
CFD simulations to enhance the swirl and improve the flow characteristics. The results
were validated using a steady-flow, dual-valve test rig with real engine geometry [74]. An
experimental study by El-Adawy et al. characterised the inlet port flow in a test rig with real
engine geometry using PIV and POD. To do this, a real four-valve pent-roof gasoline direct
injection (GDI) cylinder head was mounted on top of the optical accesses [75]. Another
study ran a simulation with four different piston bowl geometries and observed that
the piston bowl played a predominant role in the air pattern inside the cylinder [76]. A
numerical study investigated the incompressible flow in the intake pipe of an engine at a
constant valve position with real-engine-like geometry [77].

In an engine with a single intake valve, there is only one valve that controls the flow
of the air–fuel mixture into the combustion chamber. This is typically used in older or
smaller engines and is simpler in terms of design and operation. It opens and closes to let
the air–fuel mixture into the combustion chamber during the intake stroke and then closes
during the compression stroke, whereas in an engine with dual intake valves, there are two
valves that control the flow of the air–fuel mixture into the combustion chamber, and these
valves work together to optimise the engine’s performance. The advantages of dual intake
valves over a single intake valve include improved airflow into the combustion chamber,
increased power and torque output, and better fuel efficiency. However, it is noteworthy
that the design and performance of an engine are influenced by various factors, and the
number of intake valves is just one of them.

The shape, size, number, and synchronisation of the intake valves play crucial roles in
the generation of swirl and tumble during the admission stroke, which is highly dependent
on the specific air intake and valve configuration [78]. Various other factors can also impact
the flow in the cylinder and consequently affect the swirl and tumble. The impact of
swirl and tumble on combustion within the cylinder has been widely studied, and its
effect on the shape of the flame front has been directly observed in experiments [13,79].
Previous research focused on the influence of intake valves on the generation of swirl and
tumble by using different geometries [80]. Two recent studies demonstrated that the use
of asynchronous intake valves resulted in the creation of a vortex, based on the concept
of tumble, which influenced the movement of air and enhanced turbulent kinetic energy
during the mixing process. As a result, this led to a reduction in the coefficient of variation
of the indicated mean effective pressure (COV-IMEP) [81,82]. Another study investigated
the effect of valve timing on fuel consumption and concluded that brake-specific fuel
consumption (BSFC) was reduced and knocking at high loads was mitigated [83]. These
findings suggest that the design and configuration of intake valves play vital roles in the
overall performance of the engine, including its fuel efficiency and emissions.

1.3. Objectives and Content

The main objective of this investigation is to understand the effects of valve lift vari-
ation and different mass flows in a dual-valve setup with real-engine geometry using a
low-speed PIV technique. The aim is to expand and complement the findings presented
in a previous investigation [70]. Even though the boundary conditions may not be repre-
sentative of a real combustion engine with moving internals and transient flow, the results
obtained from the new setup will provide insights into the flow characteristics as well as
generate reference validation data under steady-state conditions. These data can then be
used to analyse various conditions in more realistic engine simulations.
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2. Fundamentals

The following section presents the fundamentals, starting with the characteristics
of turbulent flows, followed by the Reynolds stress transport equation. After that, the
proper orthogonal decomposition (POD) filtering approach is introduced together with the
quadruple decomposition of the POD modes in order to spilt them into the mean value as
well as the dominant, coherent, and turbulent structures.

2.1. Turbulent Flows

Within turbulent flows, there are eddies within a wide range of length scales, leading
to an effective exchange of mass, momentum, and heat. According to the energy cascade,
the largest, inviscid, and most energetic eddies have anisotropic structures and are affected
by the mean flow direction. To fulfil momentum conservation, those vortices are stretched,
and the kinetic energy is transferred from larger to smaller eddies. As a result, the rotational
rate of the eddies increases, and their radii decrease. The smallest, viscous eddies, with the
lowest amount of energy, are isotropic, and their energy is dissipated into thermal energy,
which leads to increased energy loss in turbulent flows [84].

The variances and covariances of the velocity fluctuation components lead to addi-
tional (shear and normal) stress components. Those variances and covariances can be
found, multiplied by the negative value of the density ρ, in the Reynolds stress tensor

←→
τ RS

in Equation (1), describing the momentum transfer owing to turbulent eddies.

←→
τ RS =


−ρu′2x −ρu′xuy ′ −ρu′xuz ′

−ρu′xuy ′ −ρu′2y −ρu′yuz ′

−ρu′xuz ′ −ρu′yuz ′ −ρu′2z

 (1)

2.2. Reynolds Stress Transport Equation

The specific Reynolds stress transport equation was derived for the incompressible
case with a constant kinematic viscosity ν and is shown in Equation (2). There are six
independent components of the specific Reynolds stresses, and there is one equation for
each of them. The various terms in Equation (2) can be interpreted as shown in Equation (3),
where the different terms are described below.

∂u′i ·uj
′

∂t +∇· (u′i · uj
′ ·→u )

= ∇ · (ν∇u′i · uj
′)−∇ · (u′i · u′j ·

→
u ′)− 1

ρ

(
∂p′ ·u′i

∂xj
+

∂p′ ·u′j
∂xi

)
−((u′i ·

→
u ′ · ∇)uj + (u′j ·

→
u ′ · ∇)ui) +

1
ρ p′
(

∂u′i
∂xj

+
∂u′j
∂xi

)
−2ν

(
∇u′i

)
· (∇u′j)

(2)

Rij + Cij = DMT,ij + DTT,ij + DPVF,ij + Pij + Πij + Eij (3)

• Rij: The rate of change in specific Reynolds stress in the control volume;
• Cij: The convective flux over the surfaces of the control volume;
• DMT,ij: The diffusive flux owing to molecular transport;
• DTT,ij: The diffusive flux owing to turbulent transport;
• DPVF,ij: The diffusive flux owing to pressure/velocity fluctuations;
• Pij: The production term of the specific Reynolds stress;
• Πij: The pressure–strain correlation;
• Eij: The dissipation rate of the specific Reynolds stress.
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2.3. Proper Orthogonal Decomposition (POD)

POD is often used to evaluate turbulent flows from particle image velocimetry (PIV)
measurements in the field of fluid dynamics. The main idea is to decompose random vector
fields into a set of deterministic functions, where each captures an amount of the total
fluctuating turbulent kinetic energy of the flow situation [85].

2.3.1. The Direct POD Method

The goal of the POD method is the decomposition of the random vector fields u′(x, t)
into deterministic spatial functions Φk(x) (spatial modes) and their corresponding random
time coefficients ak(t), according to Equation (4) [85].

u′(x, t) =
1000

∑
k=1

ak(t)Φk(x) (4)

It begins with the snapshot matrix U, which is presented in Equation (5), which
contains all of the velocity fluctuations. Each of the matrix components u′ij corresponds to
the fluctuation velocity at point j (1 ≤ j ≤ n) for time i (1 ≤ i ≤ m). The fluctuation velocity
is calculated from the PIV data by the difference compared to the time-averaged velocity.
U is an m× n matrix with m = 1000 instant times and n = 23′474 data points (total number
of velocity vectors) for both velocity components in the x- and y-directions [85].

U =


u′11 u′12 · · · u′1n
u′21 u′22 · · · u′2n

...
...

. . .
...

u′m1 u′m2 · · · u′mn

 (5)

After that, the covariance matrix C, which is a symmetric n× n matrix, is computed.
The diagonal elements of the matrix C shown in Equation (6) correspond to the variances,
and the off-diagonal elements correspond to the covariances [85].

C =
1

m− 1
UTU =

1
m− 1



m

∑
i=1

u′2i1
m

∑
i=1

u′ i1 · u′ i2 · · ·
m

∑
i=1

u′ i1 · u′ in
m

∑
i=1

u′ i2 · u′ i1
m

∑
i=1

u′2i2 · · ·
m

∑
i=1

u′ i2 · u′ in

...
...

. . .
...

m

∑
i=1

u′ in · u′ i1
m

∑
i=1

u′ in · u′ i2 · · ·
m

∑
i=1

u′2in


=


c11 c12 · · · c1n
c21 c22 · · · c2n
...

...
. . .

...
cn1 cn2 · · · cnn

 (6)

Finally, the eigenvalue problem CΦk = λΦk is solved. The eigenvectors Φk are called
POD modes. They are orthonormal and describe the correlations of the fluctuations as
well as how they move with each other. The time coefficients can be calculated from
A = UΦk. The eigenvalues λ are a measure of the amount of energy in each mode. Finally,
the modes Φk and eigenvalues λ are ranked in descending order of λ, with the first few
modes containing the largest amounts of energy. Equation (4) shows how the original data
within the snapshot matrix U can be reconstructed by summing up over all time coefficients
ak(t) multiplied by the corresponding spatial mode Φk(x) [85].

2.3.2. The Snapshot POD Method

The snapshot POD method is similar to the direct POD method. In the snapshot POD
method, time and space are interchanged compared to the direct one. The deterministic
temporal modes Φk(t) and the random spatial coefficients ak(x) are computed instead of
the spatial modes Φk(x) and the time coefficients ak(t). Because the last eigenvalues of the
direct method are zero anyway, and the number of instant times is smaller than the number
of data points m < n, the snapshot method is computationally less expensive. The snapshot
matrix Us (n×m) can be computed from Us = UT . The eigenvalues λs = λ are equal to the
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ones computed by the direct method. The modes and coefficients of the snapshot method
are proportional to those of the direct method. Because of this, the spatial coefficients
Φks can be normalised to obtain the spatial modes Φk [85].

2.4. POD Quadruple Decomposition

Druault et al. 2005 [86], Roudnitzky et al. 2006 [87], Vu et al. 2012 [25], Rulli et al. 2021 [88],
and Wu et al. 2022 [89] proposed the POD quadruple decomposition to split the turbulent
structures into dominant, coherent, and turbulent structures by means of POD. The velocity
u(x, t) can be split into a mean value u(x) and the fluctuation u′(x, t), where u′(x, t) can
further be decomposed into the dominant, coherent, and turbulent structures, according
to Equation (7).

u(x, t) = u(x) + u′dominant(x, t) + u′coherent(x, t) + u′turbulent(x, t) (7)

The relevance index shown in Equation (8) proposed by Wu et al. 2022 [89] is used
to compare the vector fields of the x- and the y-velocity components of two neighbouring
POD modes regarding their similarity. To identify the cut-off mode between the dominant
and the coherent structures, a target value between 0.9 and 1 [89], namely, 0.9935 [70],
was chosen.

Ri =

−−→
aiΦi ·

−−−−−→
ai+1Φi+1

−−→
aiΦi ·

−−−−−→
ai+1Φi+1

(8)

According to Roudnitzky et al. 2006 [87], the skewness and the flatness (kurtosis)
coefficients, Si and Ti, defined in the Equations (9) and (10) are suitable for finding the cut-off
number between the coherent and turbulent structures. Homogeneous isotropic turbulent
flow is assumed to have Gaussian properties. For turbulent structures, a skewness Si of
zero is expected, since Si defines the third standardised central moment of a distribution.
The flatness Ti is a measure of the tailedness of a probability distribution and characterises
the shape of this distribution, where for a normal distribution, a value of three results [88].

Si =

−−−→
(aiΦi)

3

−−−→
(aiΦi)

2

3/2 (9)

Ti =

−−−→
(aiΦi)

4

−−−→
(aiΦi)

2

2 (10)

3. Methodology

According to Hoffmann et al. [70], a novel test rig was designed and commissioned.
In this study, the test bench was modified to examine how the flow characteristics around
two parallel intake valves are affected by variations in the mass flow rate and valve lift. In
the following chapter, the test rig as well as the optical technique and the image processing
are described. Besides this, the large eddy simulation (LES) model, which is described
in the next chapter, is validated using the reference data set obtained with particle image
velocimetry (PIV).

3.1. Experimental Facility

For the flow analysis of the interaction phenomena of two parallel intake valves,
as well as to prove the feasibility of the LES modelling and PIV measurement tech-
niques, a real engine geometry of Engine B at RWTH Aachen was designed as Optical Test
Bench 2.1 (OTB 2.1). The main differences between OTB 2.1 and the previously presented
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OTB 1 [70] are the dual-intake valve setup instead of a single-valve setup and the real
engine geometry instead of a simplified one. As shown in Figure 1, the inlet valve and
intake pipe geometry of Engine B were used. The most important specifications of the single
cylinder engine (SCE) of TME are shown in Table 1.

Figure 1. Uptake pipe geometry of Engine B (left), computer-aided design (CAD) drawing of the
intake valves and uptake pipes of OTB 2.1 (right).

Table 1. Specifications of the Single Cylinder Engine of TME (Engine B).

Description Value SI Units

Compression ratio 10.8 -

Stroke 90.5 mm

Bore 75 mm

Piston displacement 400 cm3

The geometry of the two intake channels, where the redirecting part of them is
3D printed, is shown in Figure 2 on the right-hand side. The valve lifts of the two valves
can be adjusted independently up to a maximum valve lift of 9 mm. The mass flow rate
is measured with a Coriolis mass flow meter, where the maximum total mass flow rate
through both valves is about 120 kg/h, which is derived from measurements at Engine B.

Figure 2. Optical chamber with the dual-intake valves from Engine B with up to 9 mm of valve
lift (left) and 3D-printed dual-intake pipes reproducing the Engine B geometry (right).

Figure 2 (left) shows the dual-valve setup with an angle of 5◦ for better visualisation by
preventing the first valve from casting a “shadow” over the second. As shown in Figure 3
in the middle, the optical chamber is located on a table. The inlet valve is rotated with the
flow direction being upwards. The section has a width of 130 mm, and the inlet channels
have a total length of 500 mm to ensure a fully developed flow.
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Figure 3. Cross-sectional view of the optical chamber (left), test rig with the measurement posi-
tions (middle), and a picture of the test rig (right). The pressure and temperature measurements
are indicated with P1, P2, and P3 and T1, T2, and T3, respectively.

.
m is used to show the mass

flow rate measurement.

Various temperature and pressure measurement tools are located at the beginning of
the inlet channel, immediately downstream of the optical chamber, and at the outlet, where
the optical chamber is connected to the environment with a 1 m-long outlet section. The
temperature and pressure sensors as well as the outlet section remain unchanged from
the previous study [70]. The used measuring devices and sensors are listed in Table A1
in Appendix A.

Figure 4 shows the piping and instrumentation diagram (P&ID). Air at a pressure of
8 bar from the FHNW internal network is used as the air supply. The air flow is regulated
by a valve. A Coriolis DN8 mass flow meter is used to measure the mass flow rate. Possible
pressure oscillations are dampened using a 20-L air vessel. The by-pass air flow generates
the tracer particles (liquid seeding). The fog is then diluted by the remaining air and enters
the optical chamber through the two valves.

Figure 4. Piping and instrumentation diagram (P&ID) of the optical test rig with two intake valves,
showing the pressure supply, measurement equipment, air vessel, seeding implementation, optical
chamber, and exhaust section.

3.2. Optical Techniques and Image Processing

The measurement technique PIV is used and is described in the following section.
Figure 5 shows the optical setup, where a Litron Nano L 135-15 PIV Nd:YAG laser with
a pulse length of 6–9 ns, a wavelength of 532 nm, and an average energy of 135 mJ is
utilized as a light source. The laser generates two beams, which are circular and have
diameters of 5 mm. Mirrors are used to align the two beams to the optical chamber, and
the first lens with a focal length of f = 1000 mm is utilised for focusing. To diverge the
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beam to the desired height, a cylindrical lens with f = −30 mm is used. After that, a second
cylindrical lens with f = 300 mm is used for collimation. After that, the light sheet is focused
once more perpendicular to the plane using another cylindrical lens with f = 500 mm, and
the resulting light sheet is 30 mm high and 0.5 mm thick. To record the scattered light, a
12-bit charge-coupled device (CCD) camera (sensicam qe), commercially known as Imager
Intense by LaVision, equipped with a 60 mm f/2.8 D AF Micro-NIKKOR objective, is used.
The camera has a maximum operation frequency of 4 Hz in double-frame mode. The
resolution of the chosen flow field is approximately 12.4 px/mm.

Figure 5. Optical setups for the low-speed PIV (@4 Hz) including a Litron Nano L 135-15 PIV Nd:YAG
laser (left); field of view with dimensions of approximately 108 mm × 29 mm showing the flow
around the two valves (right).

To record the scattered light, there must be tracer particles within the flow. Liquid
seeding particles of approximately 1 µm are used as tracer particles, and the feed air is
enriched with those using a Laskin nozzle aerosol generator, PivPart45 by PIVTEC. The
used liquid seeding medium is SAFEX® inside fog fluid flash/reflex B50, consisting of a
non-toxic, highly pure polyol aerosol solution, as is commonly utilized in theatres. For
modification of the particle density, the air mass flow rate through the aerosol generator
can be adjusted.

Two laser pulses with a short time difference δt are generated and spread into light
sheets by the above-described optical components to illuminate a 2D plane of particles
in the flow, which scatters their light. The camera records the scattered light as shown
on the left-hand side in Figure 6. After that, the two raw double-images are divided into
interrogation spots with typical sizes of 16 × 16 px, 32 × 32 px, or 64 × 64 px. The two
exposures are then compared using an algorithm to identify the dominant flow direction
by calculating the cross-correlation between the interrogation spot of exposure 1 and the
proximate interrogation spots of exposure 2. This procedure is performed for the whole
image, and a flow field can be calculated from this, as shown in Figure 6.

Figure 6. Exemplary raw double-images (left), individual velocity fields (middle), and time-averaged
velocity field (right).

For the processing of the raw double-images, DaVis 10.1 is used, which is a commer-
cially available software programme produced by LaVision. First, the local background
noise is eliminated with an intensity normalisation filter. After that, a multi-pass, cross-
correlation algorithm is used to calculate the local flow velocities. The two-dimensional
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vector fields have a height of 29 mm, a width of 108 mm, and a resolution of 0.4 mm, as
shown on the right-hand side in Figure 6.

4. LES Model Description

Figure 7 shows the geometry and the simulation domain of the large eddy simulation
(LES) model. Computational Fluid Dynamics (CFD) simulations were carried out with
the Solver Converge v3.0. By default, a high-y+ approach was used to resolve the near-
wall treatment. This high-y+ approach models the quantities inside the viscous sublayer
and the buffer zone and resolves the flow field further away from the wall. The LES
model “Dynamic Structure Model” was applied, which uses a one-equation approach for
modelling the quantities in the sub-grid.

Figure 7. Region of interest marked by a red dashed box with two intake valves and a flow separation
region (left). Side and front views on both intake valves and the flow separation region (right).

A convective CFL number of CFLconv = 1 was chosen for resolving the flow field
within the chosen grid accurately both in space and time. This ensured that the flow field
quantities were calculated by the convective flow for the individual grid points.

The measured mass flow rate from the test rig with the two intake valves was chosen
as the inlet boundary condition, together with the measured ambient temperature of
Tin = 293 K and the fluid air. At the outlet, a measured ambient pressure and temperature
of pout = 1.013 bar and Tout = 293 K were specified. A non-moving fluid with Tini = 293 K
and pini = 1.013 bar was chosen as the initial condition. This made a certain response
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time necessary until quasi-stationary behaviour was apparent, which is discussed in the
following text.

The mesh study was presented in the previous paper for a single-intake valve [70]
(Chapter 4.2). The relative error of the discharge coefficient compared to the grid with the
smallest cell dimension was evaluated for each of the five meshes. Based on this, a grid
with a deviation in the discharge coefficient of less than 1% and a reasonable computational
expense was chosen. Since the pressure range and mass flows in the present study are in
the same ranges as for the previous one with the single-intake valve [70], the same meshing
parameters were used.

A density-based, pressure-implicit split-operator (PISO) solver was used for the
Navier–Stokes equations. For solving the governing equations (mass, momentum, and
energy), CONVERGE offers the computationally less expensive pointwise successive over-
relaxation (SOR) algorithm. CONVERGE recommends the SOR algorithm for engine
simulations. Table 2 shows convergence tolerances and the iteration limitations specified
for the SOR algorithm.

Table 2. SOR solver settings of convergence tolerance, minimum and maximum iterations, and the
SOR relaxation value for the governing equations and the pressure.

Convergence Tolerance Min. Iterations Max. Iterations SOR Relaxation

Momentum 1 × 10−5 0 50 1.0

Pressure 1 × 10−8 2 500 1.1

Mass 1 × 10−4 0 2 1.0

Energy 1 × 10−4 0 2 1.0

To evaluate the convergence behaviour, the pressure drop across the two inlet valves is
examined. To determine the pressure loss, numerical measuring points were inserted, one
upstream of the inlet valves and another in the plenum further downstream. The transient
behaviour already mentioned is present up to approximately 17.5 ms, according to Figure 8.
Only the results in the range from 17.5 ms were used for time-averaging.

Figure 8. Pressure loss over both intake valves for all six operating points with a marked transient
area and quasi-stationary area for time averaging.

The operating points were chosen to have a trade-off between computational time and
accuracy. According to this, three mass flow rates at 4 mm and valve lifts ranging from
2 mm to 8 mm with a step size of 2 mm at 79.3 kg/h were chosen. There were fewer valve
lifts investigated using LES compared to PIV.
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A comparison of the different operating points makes the results plausible. For the
smallest valve lift of 2 mm, the largest pressure losses occur, whereas for the largest valve
lift of 8 mm, the smallest pressure losses occur. It is also interesting to note that, from
a valve lift of 4 mm, the pressure loss does not decrease appreciably, and at 6 mm, it is
identical to that of 8 mm. At a constant valve lift, the pressure losses increase with an
increasing mass flow rate. This is to be expected and makes the results plausible.

In addition, it can be noted that a pulsation of the pressure can be observed, in
particular, for the operating points with 79.3 kg/h and valve lifts of 4, 6, and 8 mm and for
a mass flow of 118.9 kg/h and a valve lift of 4 mm. The reason for the oscillating behaviour
is flow separation around the intake valves, which is discussed in more detail in the
following evaluation.

5. Results and Discussion
5.1. Flow Behaviour for the Different Operating Points

Figure 9 visualises the ensemble-averaged velocity fields calculated from 1000 individ-
ual fields of the particle image velocimetry (PIV) measurements, as well as the streamlines
in white for the different operating points. The following example shows the nomen-
clature: OP_4_4_79.3, where the first number (4) corresponds to the valve lift of the left
valve in millimetres, the second number (4) corresponds to the valve lift of the right
valve in millimetres, and the third number (79.3) corresponds to the mass flow rate in
kilograms per hour.

At a constant valve lift, as shown in Figure 9, the magnitude of the velocity increases
with an increasing mass flow rate. The dominant flow structures are unaffected by the
mass flow rate. The flow exiting the valves on the left- and right-hand sides form two outer
jets, which are curved towards the valve side. The two outer jets are almost symmetrical
to the vertical middle axis. Compared to this, two weaker interacting jets form in the
middle and behave symmetrically. Besides this, the four jets cause recirculation zones on
the side facing the valve, which are clearly visible in the streamlines. At 39.6 kg/h, there is
a small difference compared to at 79.3 kg/h and 118.9 kg/h, where the two outer jets are
straighter and not curved towards the middle. In contrast to the flow around an individual
Flex-OeCoS valve [70], the results of the two Engine B intake valves are symmetrical. From
this, it can be concluded that, for two intake valves, there is a smaller influence of the
inclined surface on the flow behaviour.

The influence of the valve lift on the flow structure is significant compared to the mass
flow rate. Starting from the highest valve lift of 9 mm, two straight outer jets to the right
and left of the valves and a weaker interaction jet in the middle of the two valves form.
Each of the jets causes a recirculation zone towards the valves. As the valve lift decreases
to 5 mm, the middle jet strengthens, and the two outer jets bend towards the middle. The
curvature of the two outer jets again decreases, while the valve lift decreases further to
a value of 3 mm. Besides this, the middle jet is tilted to the left, which leads to a single
recirculation region on the left-hand side of this interacting jet. This flow behaviour is
caused by the inclined surface around the valves. The flow behaviour at a 2 mm valve lift is
very similar to that at 3 mm. At a 1 mm valve lift, the two outer jets even curve away from
the valve, while the inner interacting jets have a high velocity magnitude, but the region
itself, which has two recirculation regions, is smaller.

An uncertainty study of the deviations arising from the PIV method was performed
based on Sciacchitano Wieneke [90] and Wieneke [91] using DaVis software. For this pur-
pose, the medians of all relative percentage deviations (absolute deviation divided by the
respective individual velocity fields) were calculated for all operating points. The uncer-
tainty of the operating point OP_4_4_79.3 is visualised in Figure 10. The PIV uncertainties
for all operating points are shown in Appendix A in Figure A1. As expected, large velocity
magnitudes lead to small deviations, and vice versa.
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Figure 9. Ensemble-averaged velocity fields (colour bar) and streamlines (white arrows) for different
mass flow rates and valve lifts; nomenclature: OP_4_4_79.3 = 4 mm valve lift of the left valve, 4 mm
valve lift of the right valve, and 79.3 kg/h mass flow.
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Figure 10. Median of the percentage of PIV uncertainty in the instantaneous velocity fields of the
operating point OP_4_4_79.3 = 4 mm valve lift of the left valve, 4 mm valve lift of the right valve, and
a mass flow rate of 79.3 kg/h.

5.2. Validation of the LES

The large eddy simulations (LES) were validated with the time-averaged velocity
fields obtained from PIV. About 900 timesteps were used to average the LES results, and
approximately 1000 individual velocity fields were used to obtain the PIV results.

Figure 11 shows the variation in the mass flow rate ranging from 39.6 kg/h to
118.9 kg/h at a constant valve lift of 4 mm for the experimental (PIV) and simulation
(LES) results. LES can depict the flow behaviour based on the mass flow variation very
well, which means that there is very good agreement in the time-averaged velocity values
of the LES compared to the PIV results. Even the smaller curvature of the two outer jets at
a mass flow rate of 39.6 kg/h can be captured by both the LES and PIV results.

Figure 11. Time-averaged velocity fields of the mass flow variation at a constant valve lift of 4 mm
for LES (left) and PIV (right).

The variation in the valve lift in the range of 2 mm to 6 mm at a constant mass flow
rate of 79.3 kg/h by means of the averaged velocity fields obtained from LES and PIV is
visualised in Figure 12. In general, the LES results agree well with the PIV results in a
qualitative manner, especially at 4 mm and 6 mm. For a valve lift of 2 mm, LES shows a
good agreement in a qualitative way. However, there are some minor deviations in the
middle jet, where the two jets of both valves interact with each other, and in the fluctuations
of the outer jets.



Energies 2023, 16, 6917 16 of 29

Figure 12. Time-averaged velocity fields of the valve lift variation at a constant mass flow rate of
79.3 kg/h for LES (left) and PIV (right).

5.3. Flow Analysis by LES

Based on the validation of LES performed with the optical PIV investigations, the flow
field in the three-dimensional LES is now investigated in more detail. For this purpose, a
representation by means of iso-surfaces in Figure 13 is used to visualise the flow structure.
The areas in red represent a velocity of 30 m/s. The individual images were recorded at
35 ms in the quasi-stationary range.

Figure 13. Side view (left) and top view (right) of both intake valves with the flow structure
represented by the iso-surface of the velocity for the valve lift variation.

The flow structure is analysed for the valve lift variation because it is unaffected by
the mass flow rate. For a valve lift of 2 mm, a full flow separation is present. Due to the
small valve lift and the geometry of the inlet channel, the discharge angle is very acute. In
addition, Figure 13, on the right-hand side, shows a strong interaction between the flows
leaving the two inlet valves due to the acute discharge angle. Due to the interaction, this
suggests a high turbulence formation in this area.

With an increase in the valve lift to 4 mm, a full flow separation around the entire
valve circumference can still be observed, but the discharge angle for this operating point
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is already significantly larger. Accordingly, the interaction between the two outgoing flows
is not as intensive as with the smaller valve lift.

For a valve lift of 6 mm, there is now no longer any full detachment, and the flow
detaches only via the left side of the two inlet valves. In the iso-representation, there is no
flow over the right side. The shift in outflow due to the larger valve lift can be explained
by the fact that the pressure drop decreases with larger valve lifts. This has already been
quantified in the previous chapter. The resistance to outflow via the right side at relatively
large valve lift values is high.

The propagation of the flow is also shown in Figure 14. The main amount of velocity,
and thus also the larger part of the mass flow, flows over the left side, whereas only a small
part flows over the right side of the inlet valve, which is attracted to the left side due to the
higher flow velocities and the associated lower pressure. This results in the characteristic
kinking of the free jet for valve lifts of 6 mm and 8 mm. The outflow angle corresponds
approximately to that of 4 mm.

For the 8 mm valve lift, the outflow behaviour is very similar to that at a valve lift of
6 mm. Here, too, the detachment takes place via the left-hand side of the intake valves. The
almost identical behaviour also corresponds to the pressure evaluations from the previous
chapters, in which the pressure curves for 6 mm and 8 mm were found to be identical.

Based on the stationary investigations, the first conclusions can be drawn about
the formation of tumble in a combustion engine. The initial phase of the valve lift
(2 mm and 4 mm) does not contribute to the tumble formation. On the one hand, this is
because there is a stronger interaction between the two intake valves; on the other hand,
there is a comparable outflow on both sides, resulting in a rotating tumble movement.
For the valve lifts of 6 mm and 8 mm, there is a one-sided outflow, which would result
in a rotating tumble movement in a combustion engine. It can thus be stated that small
valve lifts do not contribute to the formation of tumble, only larger valve lifts, and thus a
one-sided outflow.

Figure 14. Planar side view through one intake valve with the velocity distribution for the valve
lift variation.

5.4. Proper Orthogonal Decomposition (POD) of PIV Measurements and Turbulent Structures

The cut-off modes between dominant, coherent, and turbulent structures are defined
by means of the Relevance index Ri, the skewness coefficient Si and the flatness coefficient
Ti from Equations (8)–(10). Some exemplary modes of the operating point at 4 mm, 4 mm,
and 79.3 kg/h of the different flow structures are shown in Figure 15, with each of them
showing a certain flow structure. It has to be noted that the proper orthogonal decomposi-
tion (POD) modes are sorted according to their turbulent kinetic energies. Because of that,
the first few modes contain the largest amounts of energy. The POD modes in Figure 15
visualise the correlations at different points of the flow. Two points within the red region in
one mode are the most correlated.
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Figure 15. POD modes computed from PIV velocity fields representing the dominant, coherent, and
turbulent structures for the operating points of 4 mm, 4 mm, and 79.3 kg/h.

Some exemplary time coefficients of the POD modes shown in Figure 15 are plotted
in Figure 16. The amplitudes of the fluctuations within the time coefficients decrease
with increasing POD mode numbers. The reason for this behaviour is that the small flow
structures, which have high mode numbers, have low amounts of energy. A reduced-order
model of the velocity fluctuations can be built using POD by summing up over a certain
number of modes multiplied by their time coefficients.

Figure 16. Time coefficients of modes 1, 31, and 520 for the operating point of 4 mm, 4 mm, and
79.3 kg/h computed from the PIV measurements.

Figure 17 visualises the amount of turbulent kinetic energy tke within the dominant,
coherent, turbulent, and remaining POD modes for all operating points. For every operating
point, the turbulent kinetic energy is highest within the dominant modes and decreases
over the dominant, coherent, and turbulent modes. This division is found to be universal.
The turbulent kinetic energy shows a quadratic increase with an increasing mass flow rate
(left-hand side of Figure 17) or decreasing valve lift (right-hand side of Figure 17).

The dominant, coherent, and turbulent flow structures are visualised in Figure 18.
These results were obtained by summing up the respective POD modes multiplied by the
time coefficients over the dominant, coherent, and turbulent POD modes according to
the cut-off modes. Nevertheless, this is only a qualitative comparison regarding the flow



Energies 2023, 16, 6917 19 of 29

behaviour owing to the different image sections, the false vectors in the individual velocity
fields, and the different total numbers of modes for the different operating points.

Figure 17. Amount of turbulent kinetic energy tke within the dominant, coherent, turbulent, and
remaining modes of the mass flow variation at a constant valve lift of 4 mm for both valves (left) and
the valve lift variation at a constant mass flow rate of 79.3 kg/h (right).

Figure 18. Cumulative dominant (left), coherent (middle), and turbulent (right) structures obtained
from the POD quadruple decomposition for the operating points at 4 mm, 4 mm, and 79.3 kg/h.

The dominant structures on the left-hand side in Figure 18 represent the largest and
most energetic structures. The dominant structures are mainly located in the vicinity of
the jets because turbulent energy is induced by shear layers. The reason for the dominant
structures being particularly present in the middle jets could be the jet interactions. Com-
pared to the dominant structures, the coherent ones are smaller and less energetic; these are
shown in the middle in Figure 18. Like the dominant structures, the coherent structures are
more dominant in the vicinity of the jets, but they can be observed throughout the whole
flow field. The turbulent structures on the right-hand side of Figure 18 consist of lots of
very small, homogeneously distributed structures across the whole flow area.

5.5. Reynolds Stress Transport at 79.3 kg/h and 4 mm

The different terms for τxx in the specific Reynolds stress transport equation are shown
in Figure 19 for the operating point at 4 mm valve lifts and a 79.3 kg/h mass flow rate.
The rows in Figure 19 correspond to the different terms in the equation, and the columns
correspond to different calculation methods. The PIV results are shown on the left-hand
side, where a two-dimensional evaluation is applied, since only the x- and y-velocity
components are available, and the terms involving the third dimension z are assumed to be
zero. Two calculations were performed for the LES results, a two-dimensional one (middle)
and a three-dimensional one, as presented on the right-hand side of Figure 19. Unlike in
the PIV results, pressure data are also available for the LES results and the diffusion due to
pressure–velocity fluctuations DPVF,ij, and the pressure–strain term Πij can be calculated.
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Figure 19. Components of xx of the specific Reynolds stress transport equations at 4 mm, 4 mm, and
79.3 kg/h computed from PIV (left), 2D LES (middle), and 3D LES (right) (terms involving the third
dimension z are assumed to be zero for the 2D calculations).

The transient term Tij corresponds to the first row in Figure 19, where the LES results
have a small timestep of 5 · 10−5 s. Therefore, the two- and three-dimensional LES results
are suitable for predicting the transient term, but due to the large timesteps of the PIV, the
Tij is highly underpredicted. The second and third rows show the convective term Cij and
the diffusion due to molecular transport DMT,ij. Very good qualitative agreement between
all three results can be seen in those terms. However, there is a difference in diffusion due
to turbulent transport DTT,ij when comparing the two-dimensional and three-dimensional
LES results. The differences are clearly recognisable in the vicinity of the jet. Nevertheless,
the two-dimensional LES and PIV results agree very well with each other in a qualitative
manner. In addition, the magnitude of the PIV result is slightly larger compared to the
LES result. The reason for this could be the LES modelling, where the smallest eddies
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are modelled and not resolved. When looking at the diffusion due to pressure–velocity
fluctuations DPVF,ij and the pressure–strain term Πij, it is noticeable that these two terms
only differ in terms of their signs. Since these two terms cancel each other out, it can be
concluded that the deviation ∂p′/∂x must be negligibly small. Besides this, there are larger
areas with equal magnitudes in the three-dimensional calculation in comparison to the
two-dimensional one. There is good agreement in the two-dimensional results (LES and
PIV) of the production term Pij. However, there is a difference between the two- and three-
dimensional LES results, so the z-component of the velocity must be included to fit the
production term Pij appropriately. The dissipation term Eij in the last row is smaller based
on the LES results compared to the PIV results, which means that Eij is underpredicted
in the LES calculation. The reason for this could be the LES modelling, but the two- and
three-dimensional LES results agree very well with each other.

Since the PIV results only cover two dimensions and there are clear differences be-
tween the two- and three-dimensional calculations (LES) in the terms DTT,ij and Pij, only a
qualitative statement of the specific Reynolds stress transport equations is possible when
using the PIV results. In addition, no local pressure data are captured during the PIV mea-
surements, which means that not all terms can be calculated. There are also some limitations
when using the LES results. The terms DTT,ij and Eij in Figure 19 show underpredictions
compared to the corresponding PIV results. Due to the limitations of the PIV and LES
results, direct numerical simulations (DNS) would probably enable the quantification of
the respective terms in the specific Reynolds stress transport equations.

6. Conclusions and Outlook
6.1. Conclusions

The test bench presented by Hoffmann et al. [70] was modified so that the intake ports
and two intake valves were based on the single-cylinder engine (SCE) of TME at RWTH
Aachen University. The aim was to represent the flow conditions of an internal combustion
engine (ICE) with the properties of a common commercial passenger vehicle engine and to
analyse these experimentally and numerically. Optical experiments with particle image
velocimetry (PIV) were performed using this test rig, and large eddy simulations (LES) were
conducted, including a validation of the developed model. Different valve lifts and mass
flow rates were investigated experimentally and numerically, whereby the simulations
were validated with the PIV results using the intake valve plane.

6.1.1. Flow Behaviour Depending on the Mass Flow Rate and the Valve Lift

Analogous to the results from Hoffmann et al. [70], the results with the dual valves
show that the flow structures are unaffected by the mass flow rate at a constant valve lift
of 4 mm, and only the magnitude of the velocity increases with an increasing mass flow
rate. In comparison to that, the flow structures are affected by the valve lift at a constant
mass flow rate of 79.3 kg/h. In general, two outer jets and a middle jet, which result from
the interacting flows of the two valves, are formed. Starting at a 9 mm valve lift, there is a
weak interaction jet in the middle of the two valves. This jet strengthens with a decreasing
valve lift to 5 mm. For 2 mm and 3 mm, the interacting jet is tilted to the left because of the
inclined surface. The velocity magnitude of the middle jet is the highest with a 1 mm valve
lift. The two outer jets leave the valve straight, and with a decreasing valve lift to 5 mm,
the jets bend towards the middle. The curvature of the outer jets decreases until the jets are
straight again at valve lifts of 2 mm and 3 mm. At 1 mm, the outer jets curve away from
the valve. The validation of the LES with the PIV results shows good qualitative agreement
for flow behaviour.

6.1.2. Structures and Turbulent Kinetic Energy

In addition, the turbulent structures were analysed by employing the proper orthogo-
nal decomposition (POD) and, furthermore, the quadruple decomposition, where the PIV
velocity fields are split into their mean values and the fluctuations within the dominant,
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coherent, and turbulent structures. The dominant structures are large and highly energetic
and are particularly present in the vicinity of the jets leaving the valves. The turbulent
structures are the smallest and least energetic. They are homogenously distributed through-
out the whole flow field. The splitting of the energy into dominant, coherent, and turbulent
structures is almost equal (universal) for each operating point. There is a quadratic increase
in the turbulent kinetic energy inside the whole flow field with an increasing mass flow
rate and a decreasing valve lift.

6.1.3. Reynolds Stress Transport Equation

The Reynolds stress transport equation is used to identify the dominant terms
of convection Cij, diffusion due to turbulent transport DTT,ij, diffusion due to
pressure–velocity fluctuations DPVF,ij, production Pij, and pressure–strain Πij, which are
more than one order of magnitude larger compared to the other terms. Compared to these,
the transient term, the diffusion due to molecular transport and the dissipation terms Tij,
DMT,ij, and Eij are negligible. Since the specific Reynolds stress transport equation is calcu-
lated from the PIV and LES results, the limitations of both can be identified. Because of the
small timesteps, Tij can be predicted using LES. Moreover, pressure and three-dimensional
velocity data are available from the LES results and can be used to perform two- and three-
dimensional Reynolds stress analyses. The three-dimensional LES calculation shows that
two dimensions are not sufficient to predict the terms DTT,ij and Pij. Therefore, employing
the stereo-PIV, which captures the third velocity component as well, would greatly enhance
the Reynolds stress term evaluations. There are also some limitations in using the LES
results, as the terms DTT,ij and Eij are underpredicted compared to the PIV results. Due to
the limitations of the PIV and LES results, the specific Reynolds stress transport equation
evaluation only allows a qualitative analysis.

6.2. Outlook

The inflow event through the intake valves, as shown in Section 1.1, has a significant
influence on the early flame kernel growth and, therefore, on the efficiency of the combus-
tion process. The optical and numerical methodologies presented in this paper offer the
opportunity to investigate the intake valve flow in detail for future ICEs. Further analysis
of the flow separation at intake valves with temporal highly resolved optical PIV measure-
ments should clarify whether the LES methodology is able to resolve the flow separations
in terms of amplitude and frequency accordingly. Furthermore, the investigation of the
transient valve lift is of great interest as it is closer to engine-like conditions. With these
two tasks accomplished, it should be possible to understand the flow behaviour of the
intake valves and their statistic behaviour under the variation of the valve lift speed (engine
speed) and boost pressure in depth. With these, control strategies or geometry changes
of the intake port or intake valves should be applied to achieve a reproducible inflow
event. This is signified by a lower variability in the inflow velocity and the corresponding
turbulence level.
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Nomenclature
Symbol Unit Description
Dimensionless numbers

CFLconv Convective Courant–Friedrichs–Lewy number
Ri Relevance index
Si Skewness coefficient
Ti Flatness (kurtosis) coefficient
y+ Dimensionless wall coordinate

Latin letters
A m s−1 Matrix containing random time coefficients of the POD modes
ak m s−1 Random time coefficients of the POD modes
C m2 s−2 Covariance matrix

Cij m2 s−3 Convective flux of specific Reynolds stress over the surfaces of
the control volume

DMT,ij m2 s−3 Diffusive flux of specific Reynolds stress due to molecular transport

DPVF,ij m2 s−3 Diffusive flux of specific Reynolds stress due to pressure/
velocity fluctuations

DTT,ij m2 s−3 Diffusive flux of specific Reynolds stress due to turbulent transport
Eij m2 s−3 Dissipation rate of specific Reynolds stress
f m Focal length
h m Valve lift (identical for both valves)
i Loop variable for spatial directions i = x, y, z or times i = 1 . . . m
j Loop variable for spatial directions j = x, y, z or spaces i = 1 . . . n

m Total number of instant times
.

m kg s−1 Mass flow rate
n Total number of velocity vectors (data points)
p Pa Pressure

Pij m2 s−3 Production term of specific Reynolds stress
Rij m2 s−3 Rate of change in specific Reynolds stress in the control volume
t s Time

tke m2 s−2 Turbulent kinetic energy
T K Temperature
u m s−1 Velocity

U m s−1 Snapshot matrix obtained from the direct POD method containing
all velocity fluctuations

Us m s−1 Snapshot matrix obtained from the snapshot POD method
x m Cartesian coordinate
y m Cartesian coordinate
z m Cartesian coordinate

Greek letters
λ m2 s−2 Eigenvalues (direct POD method)
λs m2 s−2 Eigenvalues (snapshot POD method)
ν m2 s−1 Kinematic viscosity

Πij m2 s−3 Pressure–strain correlation of specific Reynolds stress
ρ kg m−3 Density
←→
τ RS kg m−1 s−2 Reynolds-stress tensor
Φk Spatial modes of the direct POD method
Φks Spatial modes of the snapshot POD method

http://www.nhr-verein.de/unsere-partner
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Symbol Unit Description
Subscripts, superscripts, etc.

Xcoherent Property X corresponding to the coherent structures
Xdominant Property X corresponding to the dominant structures

Xζ Property X component in the ζ-direction
Xin Property X at the inlet
Xini Initial property X
Xout Property X at the outlet

Xturbulent Property X corresponding to the turbulent structures
→
X Vectorial property X
X Time-/ensemble-averaged property X
X′ Fluctuating component of property X

Abbreviations
AF Autofocus
BSFC Brake-specific fuel consumption
CAD Computer-aided design
CCD Charge-coupled device
CCV Cycle-to-cycle variations
CFD Computational fluid dynamics
CFL Courant–Friedrichs–Lewy stability condition
COV-IMEP Coefficient of variation of the indicated mean effective pressure
DES Detached eddy simulation
DNS Direct numerical simulation
EGR Exhaust gas recirculation

Flex-OeCos
Test engine with Flexibility regarding Optical engine Combustion diagnostics
and/or the development of corresponding Sensing devices and applications.

GDI Gasoline Direct Injection
ICE Internal combustion engine
ITFE Institute of Thermal and Fluid Engineering
LASER Light amplification by stimulated emission of radiation
LDA Laser Doppler anemometry
LES Large eddy simulation
Nd:YAG Neodymium-doped yttrium aluminum garnet
MRV Magnetic resonance velocimetry
P1 Pressure measurement in the intake pipes
P2 Pressure measurement downstream of the optical chamber
P3 Pressure measurement at the outlet
P&ID Piping and instrumentation diagram
PISO Pressure-implicit split operator
PX Pixel
SCE Single cylinder engine
SOR Successive over-relaxation
T1 Temperature measurement in the intake pipes
T2 Temperature measurement downstream of the optical chamber
T3 Temperature measurement at the outlet
TME Thermodynamics of mobile energy conversion systems
OTB Optical test bench
OP Operating point
PIV Particle image velocimetry
POD Proper orthogonal decomposition
RANS Reynolds-averaged Navier–Stokes
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Appendix A

Figure A1. Median of the percentage of the PIV uncertainty for each velocity field of the valve
lift and mass flow rate variation. Nomenclature: OP_4_4_79.3 = 4 mm valve lift in the left valve,
4 mm valve lift in the right valve, and 79.3 kg/h mass flow.
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Table A1. Overview of measuring devices with the corresponding ranges and uncertainties.

Measurement Measuring Device Range Uncertainty

Pressures
P1, P2, P3 PD-39S/1178 0 . . . 5 bar 0.1% full scale max

Mass flow rate Endress + Hauser Promass 63 F DN8 0 . . . 437.5 kg/h ±
[
0.5 +

(
0.1kg/h

measured value

)
· 100

]
% of the measurement

Temperatures
T1, T2, T3 Thermocouple Type K −40 . . . 333 ◦C ± 2.5 ◦C
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