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Abstract: For many years, technological progress has been observed in the field of minimizing energy
consumption by devices and increasing the efficiency of energy generation from freely available
sources. Energy harvesting (EH) is one of the ways to increase the energy available in vehicles. The
manuscript presents the results of a series of laboratory tests carried out in a wind tunnel using a
1:10 scale model of an SUV. The aim of the tests was to measure the air velocity in the footsteps of the
car. The speed field has been identified at more than 188,000 points in the space behind or next to
the car, considering the symmetry of the vehicle. The total energy was aggregated for 2760 points
in a vertical plane perpendicular to the plane of symmetry. From the tests carried out, it was found
that the highest speed was achieved just behind the trunk of the car, at a distance of about 20% of the
length of the car. Interestingly, the speed in this area was higher than the speed of the car.

Keywords: vehicle; energy harvesting; wind tunnel

1. Introduction
1.1. Energy Harvesting: Concept and Principles

A consumption of so-called primary energy sources have increased systematically for
decades [1,2]. From the volumetric point of view, the world relies on the exploitation of
motherlodes, e.g., the mineral oil, the carbon and the natural gas—despite a constant growth
of nuclear energy, water energy and renewable energy [3–5]. The researchers focused
on these aspects and aimed to develop modern and effective techniques of gathering,
conversion and utilization of energy [6–8].

A competition, visible in every aspect of science and technology, is heading towards
effective energy management that includes smart materials (SM)—the materials that can be
modified via external interaction [9,10]. In other words, a feature of such materials is that
one physical field, which depicts the attributes of the material, is dependent on another
field. Eventually, smart materials enable a utilization of cross-effects, including magnetome-
chanical, electromechanical or magnetothermal phenomena. The level of the widespread
utilization of SM may be treated as one of the metrics of technological innovation [11,12].

A significant amount of smart materials are materials which attributes may be con-
trolled using a magnetic field, including SMM (smart magnetic materials) or GMM (giant
magnetostrictive materials) [13,14]. Such materials are characterized by a possibility of con-
verting magnetic energy into mechanical energy (and vice versa) with high efficiency [15,16].
Increasing efficiency of energy conversion is a far-reaching goal of intense scientific research
in the field of smart materials, which is focused mostly on ferrofluids, magnetorheological
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fluids, GMMs, magnetocaloric materials and composites created using these materials. The
efficiency gain should ultimately lead to the creation of smaller and more cost-affordable
SM-based devices.

In relation to smart materials, one of key examples are magnetovision measurements,
which are non-intrusive experiment techniques of measurement and visualization of the
magnetic field around the investigated object [17,18]. This technique is based on magne-
tomechanical effects that appear in smart magnetic materials. However, a field of practical
application of SM, which is gaining popularity, is energy harvesting (EH). The scientific
literature also depicts synonyms of this term such as power harvesting and energy scav-
enging. Regardless of the name, EH is an exploitation of electric energy from commonly
distributed, adverse sources (the background), e.g., noise, vibration, energy losses due to
friction or combustion, etc. Other sources of energy, such as the heat of the human body or
the kinetic energy of moving masses (air, water, etc.) are also considered [19,20].

1.2. Energy Harvesting in Road Transport

Energy harvesting gives a possibility of energy acquirement in road and rail transport
using kinetic energy, heat, light, electromagnetic field and other sources [21,22]. Such an
approach is very promising as it can supply zero-cost energy (the only cost is related to
purchase and installation of energy harvesters). Currently, it seems to be possible to use
EH for low-power devices (electronic devices, systems of sensors, etc.). However, in the
future, some complex systems of energy harvesters can be exploited as a power supply for
higher power devices, such as wireless sensors and actuators, air conditioners, charging
batteries or supercapacitors. The EH application, known for decades, is the use of solar
panels mounted on a roof of a car. In this case, harvesting the solar energy increases the
range by roughly 6–8 percent; hence, the fuel consumption eventually decreases [23,24].

Another application of EH that gained popularity in recent years is the kinetic energy
recovery system (KERS), which recovers the kinetic energy of a car during braking [25,26].
This system was applied for the first time in Formula 1 cars in 2009, but its concept resembles
an energy management system in trams or electric locomotives where motors can be used
as power generators quite easily. Shortly after, KERS was applied in concept cars and in
commercially available vehicles (Volvo, Volkswagen and Audi, among others). For the cars
used on public roads, the KERS system is mounted on the rear axis of the car. The heat
generated by the brake discs is converted (using MGU-K, motor generator unit—kinetic)
into kinetic energy of the flywheel, which rotates with the speed of up to 60,000 RPM.
Alternatively, this energy can be utilized to charge a supercapacitor using MGU-E (motor
generator unit—electric); this system is currently developed mainly in Formula 1 cars.
Improvement of cars’ performance is very promising—the range may be increased up to
35%. Alternatively, the energy of the flywheel can be combined with the power of the
engine to improve the acceleration or speed, e.g., an experimental Volvo S60 achieved a
time of acceleration (from 0 to 100 km/h) of 5.5 s.

Along with the well-known solutions of EH, new ways are still discovered and de-
veloped. For example, intensive research is focused on thermoelectric generators (TEG),
including dual-stage generators firstly applied by BMW, and then in cars manufactured by
Ford and Volvo–Renault Trucks. In this case, a key object of interest is the amount of heat
located in the exhaust fumes. Approximately two-thirds of the combustion energy in the
internal combustion engine is lost as heat (in general), and 40% is lost as heat from exhaust
gases. The use of TEG with an operating temperature of 400–800 ◦C can lead up to 5% of
the energy being recovered as electric energy. In 2007, the TEG applied by BMW enabled
a recycling of the power of 200 W; currently, this value has increased up to 600 W. It is
worth mentioning that the system designed for the recycling of 1 MW is currently being
developed [27,28].

Another approach that is currently being developed is the energy harvesting absorbed
by shock absorbers due to vibrations on uneven surfaces. It is assessed that the power of
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hundreds of watts can be recycled in passenger cars and seven thousands of watts can be
recycled in trucks.

1.3. Objectives

As it was briefly described, a majority of energy harvesters applied in cars are car-
mounted devices. However, this energy can be utilized by the car itself. Meanwhile, it
seems promising to use harvesters on roadsides to pass energy from cars to the stationary
receivers. In such an approach, the energy could be utilized by any car without mounting
any external devices on it. Thus, the efficiency of such harvesters should be dependent
mostly on traffic intensity. Moreover, if a pattern of harvesters is applied, a highway can be
treated as a linear source of energy, i.e., every mile of the road can generate some amount
of electric energy.

The method of energy harvesting in this particular case arises from the main source
of energy losses in cars, which—in case of high-speed driving—is the aerodynamic drag,
which it is discussed further. The car partially passes its energy to the surrounding air,
which causes an increment of its velocity and, eventually, its kinetic energy.

This work is dedicated towards studies on energy distribution in the air flow around a
moving car. This research was performed in an aerodynamic tunnel in order to obtain a
qualitative and quantitative distribution of air velocity and the associated distribution of
energy flow. The further aim of this work is related to the possibility of at least a partial
recovery of this energy in order to improve a car’s performance.

As the test object, an SUV-class car was chosen, which is a compromise between saloon
cars and trucks. The former group seems to be more popular on the highways while the
latter vehicles generate higher energy due to higher drag.

2. Materials and Methods

The aerodynamics of cars is a thoroughly investigated subject that covers a wide
spread of topics. It is fully justified as aerodynamic drag becomes a major source of energy
losses, especially in the case of high-speed driving. Thus, the designers constantly improve
the shapes of cars to improve drag. Commonly, a quantitative metric of the shape quality,
in terms of aerodynamic drag, is the drag coefficient defined as follows:

CD =
D

q·A =
D

ρ·V2
car

2 ·A
(1)

where D—drag force; q—dynamic pressure of the flow; ρ—air density; Vcar—car speed;
A—reference area (frontal area).

A tendency of minimization of the drag coefficient is clearly visible for decades in case
of all cars—including SUV (sport utility vehicles) concerned in this paper (Figure 1). In this
case, the issue of drag and energy losses is particularly important because a typical SUV
has greater frontal area and drag coefficient than an exemplary saloon car. Eventually, the
total resistance and aerodynamic drag of such a car (at the speed of 150 km/h), according to
Table 1, is about twice as high as in the case of a saloon car. Moreover, the drag coefficient
can be significantly increased by accessories, e.g., roof box, snorkel, mudflaps, additional
lamps, etc., which are eagerly mounted on off-road cars. A drag penalty in this case may
achieve a value of 50%, e.g., a total drag coefficient of 0.62 was obtained for the fully loaded
Range Rover Discovery 3 during full-scale car wind tunnel testing [29].
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in the trend line [29].

Table 1. Comparison of an exemplary SUV and a saloon car [29].

Parameter SUV Saloon Car

Drag coefficient 0.4 0.3
Frontal area 3.0 m2 2.0 m2

Weight 2500 kg 1700 kg
Total resistance at 150 km/h 1720 N 943 N

Rolling resistance at 150 km/h 423 N 300 N
Aerodynamic drag force at 150 km/h 1276 N 646 N

Obviously, the drag minimization is not the only parameter of a car’s aerodynamics.
This branch includes, among others, the topic of car stability in the presence of a sidewind,
effectiveness of engine cooling, cabin aeroacoustics, etc. It should also be underlined
that an impact of tiny details such as mirrors, roof box, etc. are considered within drag
minimization [30], which makes the wind tunnel tests—especially covering full-scale
objects instead of scaled ones—a basic investigatory tool. On the other hand, the overall
picture of the airflow, velocity field and flow pattern, and the estimation of the aerodynamic
loads may be achieved with the use of simpler tools, e.g., scaled wind tunnel models, CFD
code, etc.

The general picture of the SUV’s airflow resembles an airflow around a blunt body
(Figure 2).

Behind its rear wall one may observe a strong recirculation area, where the velocity
magnitude is at its lowest. This is clearly the main source of aerodynamic drag. Secondly,
the front part of the car deflects the flow upwards and sideways, which leads to the creation
of the corner vortex that is smaller in the roof corners and stronger behind the wheels.
Moreover, the velocity near the front window and front wall (near the engine cooler intake)
reduces due to stagnation. Lastly, the lower velocity areas are observed in the wheel bays
and behind the mirrors. The underbody of the car in Figure 2 is simplified as a flat plate;
hence, the flow below the car is roughly undisturbed, despite the friction which occurs.

It is also worth mentioning that the Reynolds number has a minor impact on the SUV
drag coefficient, as well as on the flow pattern (Figure 3). As it is presented in Figure 2, the
flow separation appears due to presence of edges and a blunt rear part rather than due to
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the viscous boundary layer effects, which play a dominant role in the flow around a flat
plate, a sphere or an airfoil.
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2.1. Experimental Setup

To capture the velocity field around the car, we performed a series of wind tunnel tests
on a 1:10 scale model of a generic SUV-class vehicle (Figure 4).



Energies 2023, 16, 6965 6 of 16

Energies 2023, 16, x FOR PEER REVIEW 6 of 18 
 

 

 
Figure 3. The impact of the Reynolds number on the drag coefficient [32]. 

2.1. Experimental Setup 
To capture the velocity field around the car, we performed a series of wind tunnel 

tests on a 1:10 scale model of a generic SUV-class vehicle (Figure 4).  

  
(a) (b) 

Figure 4. Test object: (a) generic SUV-class car, approximately 1:10 scale; (b) its exemplary flow vis-
ualization. 

The test object was designed solely for the wind tunnel testing campaign presented 
in this paper, including the equipment and technical requirements of the wind tunnel. The 
main dimensions of the object were as follows: 
• Length (L) = 422 mm. 
• Width (W) = 186 mm. 
• Height (H) = 161 mm. 
• Wheelbase (WB) = 277 mm. 

The car was manufactured from a polymer using an additive manufacturing tech-
nique, and had a two-part hollowed body and interchangeable wheels. The design of the 
car body included the use of an internal force/torque sensor SCHUNK (ATI) FTD-Delta, 
which measured the aerodynamic loads acting on the car—including the drag force. The 
drag coefficient of the car was about 0.44 for the Reynolds number of 0.72 × 106 (referred 
to as the wheelbase). The detailed drag measurement and optimization was performed in 
the range of airspeed values from 10 m/s to 40 m/s to include the impact of the Reynolds 
number. 

Figure 4. Test object: (a) generic SUV-class car, approximately 1:10 scale; (b) its exemplary flow
visualization.

The test object was designed solely for the wind tunnel testing campaign presented in
this paper, including the equipment and technical requirements of the wind tunnel. The
main dimensions of the object were as follows:

• Length (L) = 422 mm.
• Width (W) = 186 mm.
• Height (H) = 161 mm.
• Wheelbase (WB) = 277 mm.

The car was manufactured from a polymer using an additive manufacturing technique,
and had a two-part hollowed body and interchangeable wheels. The design of the car
body included the use of an internal force/torque sensor SCHUNK (ATI) FTD-Delta, which
measured the aerodynamic loads acting on the car—including the drag force. The drag
coefficient of the car was about 0.44 for the Reynolds number of 0.72× 106 (referred to as the
wheelbase). The detailed drag measurement and optimization was performed in the range
of airspeed values from 10 m/s to 40 m/s to include the impact of the Reynolds number.

The investigated car object was fixed in the wind tunnel with the underbody strut
passing through the plate. This type of support system is common, particularly in commer-
cial vehicle testing [33–35]. The underbody strut method tends to minimize the impact on
the surrounding flow field, with an additional advantage of limiting any adverse impact
when testing at yaw. However, the major drawback of this method is that the movable
ground plate is nearly impossible to apply, except for some complex multi-belt configura-
tions. Thus, in this paper, a fixed ground plane method was applied where the car model
was mounted in the wind tunnel above a fixed plate, which simulated the presence of
ground surface. The impact of the boundary layer of the plate, which appeared in the
wind tunnel (and not in the real scenario) was compensated by the offset of the car wheels’
1δ from the plate—where δ denotes the boundary layer thickness. The wheels of the car
remained steady.

The car described above was an object of the wind tunnel test campaign, aimed
at measuring the speed of the air in the wake behind the car. To achieve this goal, we
applied particle image velocimetry (PIV), which is a modern technique of measurement
and visualization of the flow velocity field [36–38].

2.2. Methods Applied in the Experiment

The particle image velocimetry (PIV) is a non-intrusive, optical technique. To perform
the measurement, particles of the seeding (the DEHS oil) must be atomized in the flow.
Droplets of the seeding were illuminated with a lightsheet (i.e., a laser light, formed in a
thin sheet using the lenses) and photographed with a camera. The diameter of the seeding
droplet was a few microns.
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The diameter of seeding droplets play an important role in the PIV method, as it
determines how accurately the movement of particles replicate the movement of the airflow.
The reason is that the diameter of the particles is a metric of their inertia, which causes a
difference in the trajectory between the flow and the particle. It is schematically explained
in Figure 5 that the red lines denote a flow path line and the displacement of a fluid
element between timestamps t and t + ∆t. Similarly, black lines denote the displacement
of the particle during the same time range. It may be described quantitatively with the
Basset–Boussinesq–Oseen equation [39] as follows:

π
6 ρpart·d3

part
dupart

dt = −3πµdpart
(
upart − ufluid

)
+ π

6 ρfluid·d3
part

dupart
dt +

− 1
2
π
6 ρfluid·d3

part
d(upart−ufluid)

dt +

− 3
2 ·d

3
part
√

πµdpart
∫ t

t0

d(upart−ufluid)
dt

1√
1−τdτ+ Fext

(2)

where ρ—density; d—diameter; u¯velocity; µ—fluid viscosity; Fext—external force. Clearly,
parameters of the particle were noted with the part index and parameters of the fluid with
the fluid index.
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The formula above was derived from the second Newton’s law for the particle moving
in a fluid. The left-hand side of the equation denotes the change of the particle’s momentum,
and the right-hand terms describe the following:

• Stokes force—a viscous drift force, acting on the particle’s boundary with the fluid.
• Force caused by the pressure gradient.
• Resistance of adjoint mass.
• Basset force—the force related with the unsteady movement of a spherical particle.
• Other external forces (magnetic, thermal, etc.).

The Basset–Boussinesq–Oseen equation shows that the ratio between the fluid density
and particle density has a major impact on the particle’s movement. In the case where both
values are approximately equal, inertia forces and the sedimentation do not interfere with
the particle’s movement. As a result, the particle moves along the fluid, which is clearly
desirable. To achieve that, one should apply the seeding with a similar density as the fluid.
It is easy to do so in case of liquid flow investigation due to high liquid density. On the
other hand, an application of soap bubbles filled with helium (HFSB) has recently been
proposed and developed.

In the case when the particle density is significantly greater than the fluid density, the
inertia forces cause a disturbance of the particle’s displacement. The Basset–Boussinesq–
Oseen equation can be, in this case, estimated with the following formula [40]:

dupart

dt
≈ − 18µ

ρpartd
2
part

(
upart − ufluid

)
= − 1

τpart

(
upart − ufluid

)
(3)

where τpart =
ρpartd

2
part

18µ is the characteristic time of the particle’s response on the flow change.
Clearly, this parameter should be minimized, which is achievable in practical applications
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by using particles with a diameter of a few micrometers—see Table 2. However, the
selection of the particles depends also on the flow density, characteristic dimensions and
velocity. The commonly applied metric of the accuracy of the flow replicate with a particle
is the Stokes number, defined as

Stk =
τpart

τfluid
(4)

where τfluid is a characteristic time of the fluid, determined by characteristic dimensions of
the fluid and its velocity magnitude. It is assumed that the particles replicate the flow path
line with reasonable accuracy if Stk < 10−1 [37].

Table 2. Seeding materials commonly applied in the PIV technique [36].

Material State of Matter dpart[µm] τpart[µs]

Di-ethil-hexil-sebacate (DEHS) oil Liquid 1 2
Olive oil Liquid 2 5

Titanium dioxide TiO2 Solid 0.5 0.5
Helium filled soap bubbles (HFSB) Liquid 300 25

The camera records two frames per measurement (∆t = 80 µs - time interval between
frames). The velocity field measured in the final processing phase was obtained from parti-
cle displacement analysis. An adaptive correlation scheme was used (with an integration
window size of 64 × 64 pixels with 50% window coverage). To calculate the velocity fields
of displacement were divided by the time interval ∆t. In the postprocessing stage, outgoing
vectors, as well as places with missing data, were removed using the mean and median
filtering function.

The general principle of the system, described above, provides only two components of
velocity in the two-dimensional area (2D2C case—2 dimensions, 2 components). However,
in presented tests, the 2D3C method—known also as stereo-PIV—was also applied. In
this case, the region of interest was observed by two cameras with skewed optical axes, as
presented in Figures 6 and 7. As a result, the third component of the velocity (perpendicular
to the lightsheet plane) was obtained as well. However, the area of observation remains
two-dimensional, and the spatial distribution of the flow was obtained by traversing the
lightsheet, placed vertically, along the transversal direction of the car. It must be underlined
that this simplification only enforces the analysis of time-averaged results.
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The observation area included the following:

• Longitudinal position from x = −0.4 L to x = 0.1 L (point of x = 0 lies on the aft point
of the car, i.e., rear bumper).

• Transversal position from y = 0 to y = 0.8 W (point of y = 0 lies in the plane of
symmetry of the car; due to expected symmetry of the flow, only a half of the object
was observed).

• Vertical position from z = 0 to z = 2 H (point of z = 0 lies on the ground).

The use of the PIV method in the wind tunnel testing allowed us to obtain a velocity
field in the wake behind the car. However, the velocity vectors were obviously defined in
the coordinate system connected to the car. Meanwhile, to calculate the kinetic energy of
the flow, it was crucial to express the velocity in the inertial coordinate system that was
connected to the ground. That was achieved by adding the car velocity versus ground
to the flow velocity vectors. In this particular case, the car velocity components were
u_car = −40 m/s, v_car = 0, w_car = 0.

To ease the transfer of results to the real-scale case, we non-dimensionalized all the
velocities by equaling them to the car speed.

• As we obtained the spatial distribution of the velocity in the inertial coordinate system,
it was possible to calculate the kinetic energy of the flow that passed through a selected
control section with an elementary area dA during a unitary time—which means an
energy flux, dE

dt . According to [21], this parameter may be then calculated using the
basic equation as follows:

dE
dt

=
1
2
(ρ·V·dA)·V2 =

1
2
ρ·V3·dA (5)

While the flow velocity magnitude varies depending on the distance from the car, the
energy flux is also a function of the distance and, consequently, of time. If we have the
values of energy flux in two adjacent points, in the distance of dx, we can express the time
between these two measurements (in the inertial coordinate system) using the following
simple formula:

dt =
1
V

dx (6)

Eventually, the total energy per elementary area dA may be calculated by integrating
the energy flux over time as follows:

E =
∫ 1

2
ρ·V3·dA dt (7)
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As we have discrete values, we can replace the integral with summation.

E = ∑
1
2
ρ·V2·dA·dx (8)

The velocity field was identified in over 188,000 points in the space behind the car or
next to it—only on one side of the car, due to its symmetry. The total energy was integrated
for 2760 points in the vertical plane, perpendicular to the plane of symmetry, i.e., the region
of interest (ROI).

3. Results

In Figure 8, we presented the distribution of velocity magnitude of the flow (related to
the car speed) in its plane of symmetry. Black dots mark points where the measurement
was incorrect—mainly in the area of the car trunk. As one could expect, the greatest
speed was captured closely behind the car’s trunk, at a distance of about 20% of the car’s
length. In this area, the speed was greater than the car’s speed. Behind this area, this speed
decayed steeply due to dissipation. It should be underlined that one may observe an area
of reduced speed below this area due to the flow below the car’s floor. Further downwards,
the speed starts to grow again—which is an adverse effect of the boundary layer of the
fixed ground plate. If the ground was modelled with a belt, this effect would be mitigated.
In the proximity of the ground, a layer of erroneous points is clearly visible—which is the
result of light reflection from the ground plate, which eventually affects the visibility of
the particles.
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The major share in the velocity magnitude was attributed to the axial velocity u, as
can be seen in Figure 9, where the distribution of all velocity components (and the velocity
magnitude) is presented along the longitudinal axis of the car. The side position was set to
y = 0 and the vertical position was z = 0.5 H.
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The distribution of the energy flux in the plane of symmetry of the car is presented
in Figure 10. Clearly, the greatest energy was captured in the area of the greatest speed
and the value of dE

dt = 80, 000 J
m2s was exceeded. It is also worth noting that the area of

observation seems to be large enough to capture the total (aggregated) energy.
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Having the energy flux spatial distribution, we could find the total energy per elemen-
tary area dA by integrating the energy flux over time. This energy was distributed in a
vertical plane, as it is presented in Figure 11.
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Exemplary results are presented in Table 3.

Table 3. Total energy per elementary area captured in various spatial positions.

Y Z y z y/W z/H Energy Per sq.m

6 0 −243.999 0 0 0.20948 238.044

15 0 −214.233 0 0 0.394363 1191.37

25 0 −181.159 0 0 0.599788 1665.08

35 0 −148.086 0 0 0.805214 1019.41

44 0 −118.32 0 0 0.990096 52.8572

54 0 −85.2459 0 0 1.19552 25.1932

6 8 −243.999 40 0.215054 0.20948 186.518

15 8 −214.233 40 0.215054 0.394363 881.242

25 8 −181.159 40 0.215054 0.599788 1384.61

35 8 −148.086 40 0.215054 0.805214 596.567

44 8 −118.32 40 0.215054 0.990096 52.3818

54 8 −85.2459 40 0.215054 1.19552 22.2057

6 15 −243.999 75 0.403226 0.20948 799.63

15 15 −214.233 75 0.403226 0.394363 870.287

25 15 −181.159 75 0.403226 0.599788 578.935
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Table 3. Cont.

Y Z y z y/W z/H Energy Per sq.m

35 15 −148.086 75 0.403226 0.805214 285.509

44 15 −118.32 75 0.403226 0.990096 36.0309

54 15 −85.2459 75 0.403226 1.19552 17.4157

The results presented above are promising on the one hand. However, on the other
hand, the area of the highest energy flux is narrow and located behind the moving car;
hence, this energy would be difficult (or even impossible) to harvest.

4. Discussion

At first glance, the results presented above are promising. The energy (per unitary
area) located in the airflow behind the moving SUV car exceeds the value of 1600 J/m2.
This amount of energy is passed to the air by a single car—in this case, the time of such
an impulse of energy is about 0.03 s (the time a car takes to travel through the analyzed
distance). Thus, the power can be estimated based on the intensity of traffic. For example,
the average daily traffic intensity in Poland, including highways only, was 33,749 cars per
day in 2020/21. It gives the value of 0.4 cars per second. Eventually the power dissipated
in the air, in a single cross-section of the road, can be assessed as 640 W/m2. It must be
noted that the maximum speed on the highway in Poland is 140 km/h ≈ 40 m/s, and this
was selected in this paper. Obviously, it is an optimistic assumption that all cars travel at
this speed—as there would be no traffic jams nor overspeeding.

The power of 640 W/m2 seems optimistic when we compare it with the power of
energy harvesters already implemented in car transport. As we mentioned above, in
2007, the TEG applied by BMW enabled a recycling of the power of 200 W and this value
has currently increased up to 600 W. However, such a simple comparison should not be
made, as we did not include the efficiency of the harvesters nor their precise dimensions.
Moreover, this amount of energy is concentrated in a relatively narrow area just behind the
car. Moreover, the energy of the wake next to the car or above it is minor. As a result, the
utilization of the dissipated energy would require some redirecting of the wake sidewards,
upwards or downwards.

It should be noted that this paper did not include a measurement of velocity below
the car nor next to it due to technical limitations. Such results could be useful, especially in
estimating the kinetic energy of the airflow underneath the car body.

Developers of modern hybrid and electric drives strive to maximize the use of available
energy while minimizing losses. Intelligent technologies and advanced solutions that
enable modern vehicles to go further, wear down slower and generate savings for every mile
are currently being studied by the leading research centers around the world. The result
does not only equal the ability to travel extra distances, but also slows down component
wear and decreases environmental pollution.

For many years, the use of artificial intelligence methods (in particular, neural networks
and genetic algorithms) in the engineering design process have been observed. Over a
dozen years ago, original concepts of genetic algorithms used in the process of optimizing
the efficiency of energy devices were being developed [41,42]. With the development of
technology and the increasingly easier access to open-source environments, the design
philosophy and the use of artificial intelligence methods in the design process have changed.
Nowadays, the capabilities of artificial intelligence are increasingly being used in the field of
entire energy storage systems [43,44]. The development of multifunctional energy storage
systems with high specific energy, high specific power and long life cycles is one of the
most important fields of research in modern science [45].

Supercapacitors are used to store and release electrical charges. In contrast to con-
ventional capacitors, they have a higher capacity and power density and charge faster
than batteries. A distinction is made between hybrid supercapacitors, pseudo-capacitors
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and electrochemical double-layer capacitors. Artificial intelligence, particularly, machine
language [46], is used to optimize and predict the performance of supercapacitors.

Artificial intelligence is used to predict the remaining lifetime of supercapacitors,
which are widely used in power systems. In this case, a method based on the Harris Hawks
optimization algorithm (HHO) and long-term short-term memory (LSTM) recursive neural
networks (RNN) [47] is used. Neural networks are also used to evaluate the state of
lithium-ion batteries based on electrochemical impedance spectroscopy [48].

Among energy storage devices, the rapid spread of carbon electrodes has been
recorded in recent decades, and neural networks are increasingly being used to predict the
capacity of porous electrodes of carbon-based supercapacitors [49].

Artificial intelligence methods also support the optimization of non-linear controllers
for hybrid energy storage systems of hybrid electric vehicles based on fuel cells, batteries,
supercapacitors and hybrid photoelectrochemical and photovoltaic cells [50]. Based on the
research, the proposed optimized non-linear controller reduces errors and improves the
performance of the dynamic system.

For vehicles with multiple energy storage, the effectiveness of an online predictive en-
ergy management strategy is largely dependent on the length and effective use of predictive
information. In this context, the spatial and temporal prediction of the full driving cycle for
optimal energy management in electric vehicles with batteries/supercapacitors is important
for the development of knowledge [51]. In this case, long-term and short-term memory net-
works and long-term prediction generated with the spatiotemporal interpolation method
were used.

Machine learning algorithms are used to find a correlation between selected properties
(e.g., electrode materials, type of electrolytes) and the performance of the supercapacitor in
terms of cyclic stability. New ways of finding new material combinations to achieve high
cyclic stability are still being defined [52].

This literature review justifies the need for further research, particularly with the use
of laboratory tests. This manuscript combines issues related to energy generation, wind
tunnel tests and vehicles. This is an original approach to the studied research topic, and the
application of published research results on energy storage systems offers opportunities for
further progress in this field of science.

In this manuscript, the authors focused on the source of energy, which could be
harvested much more than the energy receivers, which could also be utilized to harvest
energy. We decided to use wind tunnel testing and capture the velocity field using particle
image velocimetry (PIV), which is a well-established method applied numerous times in
the scientific community for at least 20 years. As experimental researchers, we acknowledge
the reliability and predictability of the system despite its limitation—but the boundaries
of the application of the method are well known and can be included in the planning
of the experiment. Using brand new methods just for the novelty was inacceptable in
terms of time, costs and reliability. Moreover, it was significantly beyond the scope of this
particular study.
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