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Abstract: The interior permanent magnet synchronous machine (IPMSM) has been widely used in
industrial applications due to its several favorable advantages. To further improve the machine
performance, an improved nonlinear predictive controller for the IPMSM is proposed. In this paper,
the maximum torque per ampere control law is firstly transformed to a linear function, according
to the first−order Taylor expansion, and integrated with the control strategy. On this basis, an
improved predictive control method is formulated by designing an optimized cost function through
the input−output feedback linearization. Then the integral action is introduced to eliminate the
influence of the load mutation and improve the steady−state control precision of the system. The
stability of the control method is ensured by compelling the outputs to track the desired references
without steady−state error. Finally, the simulation was established to verify the effective of the
improved control method. Simulation results showed that the machine can reach the given reference
speed without steady−state error within a short process, which means the machine has excellent
dynamic and static performances. Furthermore, the machine has higher torque−to−current ratio
by making full use of the reluctance torque. The simulation results verify the effectiveness of the
improved control strategy.

Keywords: input−output feedback linearization; interior permanent magnet synchronous machine;
nonlinear predictive control; speed control

1. Introduction

Currently, the permanent magnet synchronous machine (PMSM) is widely used in
industrial applications due to its favorable advantages, such as high power density, high
efficiency and good controllable performance [1–3]. On some occasions, the PMSM is
forced to track the desired speed, whose performance is influenced by the control policy. To
increase the machine performance, many control methods have been proposed, including
proportional control [4,5], sliding mode control (SMC) [6,7] and predictive control [8,9].

PI control is a classic control strategy providing such advantages as good robustness
and high steady−state control precision, whereas its dynamic performance is influenced by
the controller parameters. The PMSM is a complex nonlinear system operating in a wide
speed range with inevitable disturbances and parameter uncertainties. Hence, a PI control
with fixed regulation parameters cannot achieve a satisfying dynamic performance during
the entire running process. The SMC has been widely used in some practical applications
because of its high response speed and powerful ability to eliminate some disturbances.
In [7], a compound control method using improved non−singular fast terminal SMC and
disturbance observer compensation techniques was developed. In [10], the nonlinear
control strategy for PMSM was proposed by adopting a fast terminal SMC based on the
finite time sliding mode observer. In [11], an improved SMC was proposed to promote
the drive performance of PMSM. Comprehensive simulation verified that the proposed
controller was strongly robust to acute variations of load and machine parameters. In [12],
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a terminal SMC based on nonlinear disturbance observer is proposed to realize the speed
and the current tracking control for the PMSM drive system. However, it is difficult for
the SMC to overcome the influence of certain parameter uncertainties not satisfying the
matching condition.

The model predictive control (MPC) is an optimization−based control strategy with
strong robustness. It can predict future output through the input−output feedback lin-
earization. On this basis, a cost function to evaluate the difference between the predicted
output and the trajectory to be tracked is designed, whose optimal solution serves as the
input of the system. The PMSM is a nonlinear multivariable system with fast dynamic,
and it is sensitive to the disturbances and parameter mismatches. Hence, the discrete time
linear MPC in [13] suffers from several limitations, such as the unavoidable steady−state
error and high computational effort.

In order to improve the control performance, some improved MPC methods have
been put forward [14–16]. In [17], a cascade MPC structure including the inner current
loop and outer speed loop was developed. Typically, the speed loop MPC is embedded
with different disturbance frequency modes to reduce the effect of periodic disturbance.
In [18], the model of predictive direct current control based on an optimized cost function is
proposed, which can achieve fast dynamic in transient state and reduce the converter losses
in steady state. In [19], a cascade−free modulated predictive direct speed control scheme
for PMSM drives is presented to improve the machine steady−state performance. In [20],
a novel MPC mechanism referred as the Runge–Kutta MPC has been applied for speed
control of a commercial PMSM. In [21], an improved MPC method is incorporated into
the control design of the speed loop of PMSM, in which a compensated scheme with an
extended sliding mode observer is added. In [22], a current MPC is designed for a PMSM
where the speed of the motor can be regulated precisely.

The disturbance observer has been proven to be effective in estimating the bounded
disturbance [23], and some papers have combined the MPC with the disturbance observer
to suppress the effects of external perturbation. In [24], a composite control method
combining the deadbeat predictive control and stator current observer is designed, which
can reduce the control error caused by model parameter mistake and one−step delay.
Another effective way to improve the disturbance attenuation is to bring in the integral
action to the MPC [25]. In [26], a robust nonlinear predictive control method is proposed,
which introduces the integral item by designing an optimized cost function. The simulation
results verify the high performance of the controller in the presence of disturbance and
mismatched parameters.

It should be noticed that the mentioned control strategies apply to the surface−mounted
PMSM (SPMSM). The d-axis and q-axis inductance of SPMSM are equal, and hence, these
controllers can achieve the maximum torque per ampere ratio by impelling the d-axis
current to zero. As for the IPMSM, the d-axis and q-axis inductance are not equal. Hence,
these predictive controllers cannot make full use of the reluctance torque caused by the
interaction of the unequal d-axis and q-axis inductance. In addition, it is necessary to
improve the predictive controllers to improve the torque−to−current ratio.

To improve the torque−to−current ratio of IPMSM, a nonlinear predictive control
strategy with an improved cost function is proposed in this paper. By integrating the
maximum torque per ampere (MTPA) control law with the predictive control strategy,
the controller can make full use of the reluctance torque of IPMSM. The controller is
verified to have excellent static and dynamic performance. The main content is organized
as follows: In Section 2, the mathematical model of the IPMSM is presented. On this
basis, the MTPA control law is expounded and transformed to a linear constraint for
the armature current. Combined with the mentioned current constraint, an optimized
predictive controller applied to the IPMSM is proposed in Section 3. In order to eliminate
the steady−state error caused by the load mutation, the integral term is also brought in by
designing a revised cost function. Section 4 gives the simulation results of the controller. In
addition, the corresponding conclusion is drawn in Section 5.
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2. Linear Constraint of the Armature Current

The mathematical model of the IPMSM can be depicted in dq coordinate system by

ud = Ld
.
id − pωLqiq + Rid (1)

uq = Lq
.
iq + pωLdid + pωψf + Riq (2)

J
.

ω = p
[
ψfiq + (Ld − Lq)idiq

]
− Bω− TL (3)

where ud, uq are the d-axis and q-axis components of the armature voltage; id, iq are the
d-axis and q-axis components of the armature current; R, Ld and Lq are the phase resistance,
the d-axis and q-axis inductances, respectively; p is the number of pole pairs; ω is the rotor
angular speed; ψf represents the permanent magnet flux; J, B and TL are the moment of
inertia, the coefficient of friction and the load torque, respectively. The specific parameters
of the machine studied in this paper are listed in Table 1.

Table 1. Main parameters of the machine.

Parameters Values

Rated power 11 kW
d-axis inductances 18.88 mH
q-axis inductances 30.56 mH
Phase resistance 0.32 Ω

PM flux 0.317 Wb
Winding turns per slot 18
Number of pole pairs 3

Number of slots 36
Parallel branches per phase 1

For the IPMSM, there exists the reluctance torque component if id is not zero. So, it is
not the best choice to adopt the common current controller which forces the d-axis current
to zero. To get the maximum output torque under the minimum current, the maximum
torque per ampere (MTPA) control is adopted in this paper.

The equations of the MTPA can be expressed as{
min is =

√
i2d + i2q

s.t. Te = p
[
ψfiq + (Ld − Lq)idiq

] (4)

where is and Te are the armature current and the electromagnetic torque, respectively. The
Lagrange multiplier is adopted to solve this equation, which is expressed as

H(id, iq, λ) = i2d + i2q + λ
{

Te − p
[
ψfiq + (Ld − Lq)idiq

]}
(5)

where λ is the Lagrange multiplier. Then, the partial derivatives of H(id, iq, λ) with respect
to id, iq and λ are 

∂H
∂id

= 2id − λp(Ld − Lq)iq
∂H
∂iq

= 2iq − λp
[
ψf + (Ld − Lq)id

]
∂H
∂λ = Te − p

[
ψfiq + (Ld − Lq)idiq

] (6)

Set the partial derivative equations equal to zero; it yields that

iq =
√

i2d + ψfid/(Ld − Lq) (7)

p2(Ld − Lq)
2i4q + pψfTeiq − T2

e = 0 (8)

Equation (8) is a complex quartic equation about iq, whose solution can be obtained
by the numerical method. It should be noticed that the value of iq is positive, whereas id is
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negative for the condition that Ld < Lq. The nonlinear curves of id and iq varying with Te
are given in Figure 1.
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Figure 1. Curves of id and iq varying with the electromagnetic torque.

In the steady state, the derivative of ω with respect to time is zero. So, the Equation (3)
can be transformed into

Te = Bω + TL (9)

The electromagnetic torque is approximately equal to the load torque. Under this
condition, it can obtain the relational between the steady−state armature current and the
load torque through polynomial curve fitting method.{

ids_r = d1T3
L + d2T2

L + d3TL + d4

iqs_r = q1T2
L + q2TL + q3

(10)

where ids_r, iqs_r are the estimated values of ids, iqs, respectively. The values of the coef-
ficients in Equation (10) are d1 = 7.463 × 10−4, d2 = −0.031, d3 = −0.071, d4 = 0.084, and
q1 = −0.013, q2 = 1.076, q3 = 0.012. Figure 2 exhibits the comparison between the numerical
and curve fitting solutions of ids and iqs, respectively. The results achieved by the two meth-
ods agree well with each other, which verifies the high precision of the curve fitting method.
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Figure 2. The numerical and curve fitting solutions of (a) id; (b) iq.

The PM machine mainly operates in steady state with the required speed. So, it is
reasonable to give priority to the correlation between the d-axis and q-axis steady−state
current. It can assume that the d-axis and q-axis armature current are ids and iqs, respectively,
when the machine runs steadily with a given load torque. Then, Equation (10) can be
transformed into a piecewise function based on the first−order Taylor expansion, which is
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diagrammed in Figure 3. For a certain interval, the governing function about id and iq can
be expressed as

iq + µid + ς = 0 (11)

where µ and ς are two coefficients determined by the load torque.{
µ = −

.
iq|id=ids

ς = −iqs + ids
.
iq|id=ids

(12)
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3. Proposed Controller for the IPMSM
3.1. Design of the Controller

It can adopt Equation (11) as a linear constraint to the d-axis and q-axis armature
current of the PM machine. Refer to [26]; the mathematical model of the IPMSM can be
expressed as Equation (13). Herein, the constraint of (11) instead of id = 0 is adopted to
determine the output parameters.

.
x(t) = f (x) + g1u(x) + g2b(t)

y(t) =
[

h1(x)
h2(x)

]
=

[
iq + µid + ς

ω

]
(13)

where x = [id iq ω]T are the state variables, u = [ud uq]T are the inputs, y = [h1(x) h2(x)]T are
the outputs, and b denotes the disturbance caused by the load torque. The reference value
of h1(x) is 0, and the reference value of h2(x) is the reference speed.

f (x) =


f1(x)

f2(x)

f3(x)

 =


pωLqiq

Ld
− Rid

Ld

− pωLdid
Lq
− pωψf

Lq
− Riq

Lq

p[ψfiq+(Ld−Lq)idiq]
J − Bω

J

 (14)

g1 =

1/Ld 0
0 1/Lq
0 0

 g2 =

 0
0
−1/J

 (15)

According to Equation (13), the following equations are derived based on the standard
Lie derivative.

Lg1 h1(x) =
[

µ/Ld 1/Lq
]

(16)
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Lg1 h2(x) = [ 0 0 ] (17)

Lg1 L f h2(x) =
[

p(Ld − Lq)iq
JLd

pψf + p(Ld − Lq)id
JLq

]
(18)

It is observed that Lg1h1(x) and Lg1Lfh2(x) are the non−singular matrixes. In addition,
the elements of Lg1h2(x) are equal to zero. Hence, the relative degrees of the outputs y1 and
y2 are ρ1 = 1 and ρ2 = 2, respectively. The total relative degree of the nonlinear system is
ρ = ρ1 + ρ2 = 3, which is equal to the number of state variables. Therefore, the nonlinear
system can be transformed into a linear model through the input−output feedback lin-
earization. Based on the standard Lie derivative, the ρi−time derivatives of the outputs yi
with respect to time are given by

.
y1(t) = L f h1(x) + Lg1 h1(x)u(t)
.
y2(t) = L f h2(x)
..
y2(t) = L2

f h2(x) + Lg1 L f h2(x)u(t)
(19)

The outputs of the machine are forced by the controller to track the reference trajectory
in the predictive period. For this purpose, a cost function should be firstly designed, whose
optimum solutions serve as the inputs to the system. As stated in [25], the integral action
can eliminate the steady error caused by the disturbance and parameter uncertainty. Herein,
the integral term is introduced to the controller by defining a generalized cost function.

minM =
1
2

T1∫
0

m1(t + τ)2dτ +
1
2

T2∫
0

m2(t + τ)2dτ (20)

where T1 and T2 are the prediction horizons for the current loop and speed loop, respec-
tively. The response speed of the current loop is much faster than the speed loop, so T1 can
be set to a positive number smaller than T2.

m1(t + τ) = c1eI1(t) + c3τe1(t) +
τ2

2
.
e1(t) (21)

m2(t + τ) = c2eI2(t) + c4τe2(t) +
τ2

2
.
e2(t) +

τ3

6
..
e2(t) (22)

ei(t) = yi(t)− yi_r(t) eIi(t) =
t∫

0

ei(γ)dγ i = 1, 2 (23)

where c1, c2, c3 and c4 are the coefficients to be designed, and yi_r is the desired reference.
Substituting Equation (19) into Equation (20), the cost function given in Equation (20)

transforms to
M =

1
2

ETηE (24)

where

E = W +

[
05×2
H

]
u(t) (25)

W =
[
eI1 e1 eI2 e2

.
e2 L f h1(x)− .

yr1 L2
f h2(x)− ..

yr2

]T
(26)

H =

[
Lg1 h1(x)

Lg1 L f h2(x)

]
(27)
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η =

T1∫
0

η1(τ)
Tη1(τ)dτ +

T2∫
0

η2(τ)
Tη2(τ)dτ =

[
η1(5×5) η2(5×2)
η3(2×5) η4(2×2)

]
(28)

η =

[
η1(τ)
η2(τ)

]
=

[
c1 c3τ 0 0 0 τ2/2 0

0 0 c2 c4τ τ2/2 0 τ3/6

]
(29)

Taking partial derivative of M with respect to u gives

∂M
∂u

= HT[η3 η4]W + HTη4Hu(t) (30)

The solutions of the equation ∂M/∂u = 0 are the optimal values such that the cost
function is minimized. By solving the function ∂M/∂u = 0, the input voltage of the machine
can be determined by

u(t) = −H−1
[
η−1

4 η3 I(2×2)

]
W (31)

3.2. Constraints of the Controller

The capacity of the inverter is limited. During the transient process, the armature
voltage and current may exceed its limit values. Hence, the necessary constraints should be
added to the control system. The upper and lower bound limits are chosen based on the
maximum output voltage and maximum output current of the inverter. By this method,
the machine voltage and current are within the required range, which avoids the damage
of excess current to the inverter.{

ud_min ≤ ud ≤ ud_max
uq_min ≤ uq ≤ uq_max

(32)

{
id_min ≤ id ≤ id_max
iq_min ≤ iq ≤ iq_max

(33)

As the armature current id and iq are the state variables and cannot be constrained
directly, the current constraints can be achieved by setting proper limitations to the input
voltage. The Lie derivatives of the armature current along the field vector g1 are given by{

Lg1 id = [1/Ld 0]
Lg1 iq = [0 1/Ld ]

(34)

Equation (34) implies that the relative degrees of the armature current id and iq to
the input variables are ρ3 = 1 and ρ4 = 1, respectively. So, the predicted current can be
expanded into the first−order Taylor series as{

id(t + τ) = id(t) + τ f1(x) + τud(t)/Ld
iq(t + τ) = iq(t) + τ f2(x) + τuq(t)/Lq

(35)

The predicted current id(t + τ) and iq(t + τ) satisfy the inequality constraints given in
Equation (33). Substituting Equation (33) into Equation (35) yields

Ld[(id_min − id)/τ − f1(x)] ≤ ud ≤ Ld[(id_max − id)/τ − f1(x)] (36)

Lq
[
(iq_min − iq)/τ − f2(x)

]
≤ uq ≤ Lq

[
(iq_max − iq)/τ − f2(x)

]
(37)

Equation (32) together with Equations (36) and (37) constitute the constraints to the
proposed controller.

3.3. Stability Analysis

Assume that the disturbance b(t) is bounded. As for the nonlinear system for Equation (13),
it can be concluded that the closed loop system under the proposed control law is asymp-
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totically stable. In addition, the outputs will track the desired references with the error
approaching zero asymptotically. The proof process is summarized briefly in the following.

lim
t→∞

ei(t) = 0 i = 1, 2 (38)

The first order derivative of h1(x) along the vector g2 is given by

Lg2 h1(x) = 0 (39)

Combing Equation (31) with Equation (39), the following function about the error e1 is
derived.

.
κ1(t) = A1κ1(t) (40)

where
κ1(t) = [eI1(t) e1(t)]

T (41)

A1 =

[
0 1

−c1/T2
1 −c3/T1

]
(42)

The real parts of the eigenvalues of A1 are negative, indicating that the current loop
under the control law (31) is Hurwitz asymptotically stable. On this basis, the error e1 will
converge to zero if t→∞ deduced from the Barbalat lemma [27].

Taking the disturbance into consideration, the first and second order Lie derivatives of
y2 are given by { .

y2(t) = L f h2(x) + Lg2 h2(x)b(t)
..
y2(t) = L2

f h2(x) + Lg1 L f h2(x)u(t) + Lg2 L f h2(x)b(t)
(43)

Substituting Equation (31) into Equation (43), we can get the governing equation of
the error e2 as

.
κ2(t) = A2κ2(t) + B(x)b(t) (44)

where
κ2(t) =

[
eI2(t) e2(t)

.
e2(t)

]T (45)

A2 =

 0 1 0
0 0 1

−c2/T3
2 −c4/T2

2 −3.5/T2

 (46)

B(x) = [0 0 v(x)]T (47)

v(x) = −Lg2 L f h2(x)− 3.5
T2

Lg2 h2(x) = − B
J2 +

3.5
JT2

(48)

A2 is a Hurwitz matrix, so there exists a symmetric positive matrixes P, such that

AT
2 P + PA2 = −I (49)

Then, establish a Lyapunov function candidate as

V2(κ2) =
1
2

κT
2 Pκ2 (50)

The derivative of V2 with respect to time is expressed as

.
V2(κ2) = −

1
2

κT
2 κ2 +

1
2

κT
2 PBb +

1
2

bTBTPκ2 ≤ −
1
2
‖κ2‖2 + ξ‖κ2‖‖B‖‖b‖ (51)

where ξ = ‖P‖ is a positive value.
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Under the condition that b(t) and B(x) are bounded, it can be deduced that the deriva-
tive of V2 with respect to time is negative if the integral of e2 is sufficiently large, which
shows that the speed loop is asymptotically stable despite the existence of disturbance.
Similarly, the output error e2 satisfies e2(t) = 0 when t→∞.

4. Simulation Analysis

The block diagram of the IPMSM predictive control system is shown in Figure 4. To
verify the effectiveness of the proposed control method (strategy 1), a comparison with the
robust nonlinear predictive controller [26] (strategy 2) is carried out.
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During the simulation process, the load torque is set to 5 N·m and the speed reference 
is 100 rad/s. Figure 5 exhibits the speed response of the IPMSM with two control methods. 
It can be observed from Figure 5a that the machine can reach the reference speed within 
a very short period, indicating that the system has excellent dynamic and static perfor-
mances with strategy 1. Control strategy 2 has similar response speed during the start−up 
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Figure 4. The block diagram of the predictive control system.

The prediction horizon of the current loop T1 is set to 1ms, whereas that of the speed
loop T2 is 5 ms. The sampling time of the system is 0.01ms. It should be noticed that the
integral gain c1 and c2 would influence the machine performance. The bigger integral gain
will improve the response speed but may cause the undesired overshoot. However, an
unfavorable decrease in the integral gain would enlarge the setting time of the system.

During the simulation process, the load torque is set to 5 N·m and the speed reference
is 100 rad/s. Figure 5 exhibits the speed response of the IPMSM with two control methods.
It can be observed from Figure 5a that the machine can reach the reference speed within a
very short period, indicating that the system has excellent dynamic and static performances
with strategy 1. Control strategy 2 has similar response speed during the start−up process.
However, the phase current would exceed its limited value for this condition. Figure 6
shows the d-axis and q-axis components of the armature current with control strategy 1
and strategy 2. It can be seen that the d-axis current under strategy 2 maintains to zero. By
comparison, the d-axis current is not zero but a negative value when strategy 1 is employed.
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The three phase currents with control strategy 1 and strategy 2 are compared in
Figure 7. As stated in [26], strategy 2 is an unconstrained controller, and the speed response
of this control strategy is related to the gradient of the speed trajectory. When the speed
trajectory is changing quickly, the armature current would exceed its limit value during the
dynamic process, which is reflected clearly in Figure 7b. So, the speed trajectory must be
chosen to keep the armature current within its threshold, and the integral gain needs to be
adjusted simultaneously. However, the change of integral gain would affect the machine
performance. In addition, it is difficult to obtain the appropriate value of these parameters.
By comparison, the strategy 1 proposed in this paper solves this problem by adding the
voltage and current constraints.
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In addition, Figure 8 gives the speed response and armature current curves when
the gradient of the speed trajectory is slow with strategy 2. As shown in Figure 8b, the
armature current is limited within the threshold value. However, it takes more time for the
machine to reach the steady state, which has an adverse influence on the machine dynamic
performance. By contrast, the machine with strategy 1 could approach the steady state
within 0.05 s, indicating that a better dynamic performance is achieved with the proposed
control method.
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speed trajectory.

For further verification, the load torque of the machine is set to 5 N·m originally, but
stepped up to 20 N·m at 1 s. Figure 9 gives the speed response and the phase current curves
of the machine, respectively. It can be seen that it takes about 1 s for the steady−state error
to maintain to zero as the load torque is increased suddenly up to 400%. Figure 10 shows
the d-axis and q-axis components of the current corresponding to the proposed controller.
In the steady state, as clearly shown in Figure 10, the d-axis current maintains to about−8A,
whereas the q-axis current turns into 16A, approximately. In addition, the two components
of the armature current id and iq satisfy the linear constraint given in Equation (9). Figure 11
compares the A phase armature current when the machine operates with the reference
speed. The machine is controlled by two different control strategies. On the premise of
obtaining the same electromagnetic torque, it is obvious that the steady−state armature
current under strategy 1 is smaller than that of strategy 2. It indicates that the proposed
controller has a higher torque−to−current ratio than the other control strategy.
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Figure 9. The (a) speed response; and (b) phase current with control strategy 1 under load mutation.
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Then, the speed response of the machine for step speed change and rapid speed change
conditions are researched. The reference speed is set to 100 rad/s originally, but stepped
up to 110 rad/s and 200 rad/s at 1 s, respectively. Figure 12 gives the speed response of
the machine. As shown in Figure 12a, the machine can reach the reference speed within
0.02 s without overshoot. For the rapid speed change condition, the machine speed would
approach the reference speed rapidly with a little overshoot. Then, the static speed error is
eliminated within 0.1 s. Simulation results indicate that the machine has excellent dynamic
performances for speed change condition.
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Figure 12. The speed response for (a) step speed change condition; and (b) rapid speed
change condition.

The load torque is set to rated load and the speed reference is rated speed. Figure 13a
exhibits the speed response of the IPMSM with the proposed control strategy, and Figure 13b
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gives the phase current when the machine operates with rated speed and full load. As can
be seen in Figure 13, the machine can operate with full load at rated speed. Furthermore, it
can be observed from Figure 13a that the machine can reach the rated speed within 1.5 s.
The response time is short. Moreover, the machine can reach the rated speed without
overshoot, which indicates that the machine has excellent dynamic performances with the
proposed control strategy.
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Simulation results indicate that: (1) the machine with the proposed controller can
reach the specified speed rapidly during the start−up process, and the phase current is
within its limited value; (2) the machine can eliminate the disturbance resulting from load
change within a short period; (3) the machine can rapidly reach the reference speed for
speed change conditions; (4) the machine has a higher torque−to−current ratio. Hence, the
machine has excellent dynamic and static performances with the proposed control strategy,
which verifies the effectiveness of the control strategy.

5. Conclusions

An improved nonlinear predictive control method for the IPMSM was presented in
this paper. To make full use of the reluctance torque of the machine, the d-axis and q-axis
components of the armature current were compelled to follow the linear constraint derived
by the maximum torque per ampere control rule and first−order Taylor expansion during
the running process. On this basis, the predictive controller was established by defining
a generalized cost function whose solutions served as the inputs to the system, and the
integral term was also introduced to avoid the effect of the external perturbations. The
stability of the proposed control method was proved by the Lyapunov function and the
Barbalat lemma. The simulation was established to verify the effectiveness of the proposed
control method. Simulation results showed that the system has excellent dynamic and static
performances. The d-axis and q-axis components of the armature current satisfied the given
linear constraint, indicating that the proposed controller has a higher torque−to−current
ratio than the one that forced the d-axis current to zero.
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