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Abstract: Predicting the stability of a Decentralized Smart Grid is key to the control of such systems.
One of the key aspects that is necessary when observing the control of DSG systems is the need
for rapid control. Due to this, the application of AI-based machine learning (ML) algorithms may
be key to achieving a quick and precise stability prediction. In this paper, the authors utilize
four algorithms—a multilayer perceptron (MLP), extreme gradient boosting (XGB), support vector
machines (SVMs), and genetic programming (GP). A public dataset containing 30,000 points was used,
with inputs consisting of τ—the time needed for a grid participant to adjust consumption/generation,
p—generated power, and γ—the price elasticity coefficient for four grid elements; and outputs
consisting of stab—the eigenvalue of stability and stab f , the categorical stability of the system. The
system was modeled using the aforementioned methods as a regression model (targeting stab) and a
classification model (targeting stab f ). Modeling was performed with and without the τ values due to
their low correlation. The best results were achieved with the XGB algorithm for classification, with
and without the τ values as inputs—indicating them as being unnecessary.

Keywords: artificial intelligence; decentralized smart grid control; stability prediction

1. Introduction

The power system is a vertical structure that is divided into three parts: generation,
transmission, and distribution. The power system operates on the principle that electricity
is generated in distant power plants and then transmitted to consumers through power
lines. A power system is expected to have high reliability, low cost, and satisfactory quality
(constant frequency, voltage within certain limits, and a sinusoidal waveform) [1]. A wide
range of methods and devices are used to meet these conditions and to achieve a high
degree of efficiency and stability. Power flows in one direction from a few central generating
units to a large number of consumers. However, the system shows signs of obsolescence
when confronted with new challenges, such as rapid technological progress, the different
profiles of market participants, and above all, a significant increase in generation from
renewable energy sources (RESs) [2].

Improvements in RESs and various packages of measures proposed by the European
Union (EU) in response to global climate change, such as the goal of achieving carbon
neutrality by 2050 [3], have led to a sharp increase in the total power produced from those
sources [4]. Key measures include the introduction of the Emissions Trading Scheme,
the first major carbon market for trading emission rights requiring all large facilities in
the energy, industrial, and aviation sectors to purchase emission permits to offset their
carbon footprint [5]. Furthermore, the initial investment in RESs is partly financed by
the EU, and RESs are given priority dispatch rights [6]. The aforementioned policies
have led to an increased use of RESs, which has resulted in the decentralization of the
power grid, problems of the controllability of power production [7], and an unintentional
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two-way flow of energy. These new conditions represented a threat to the integrity and
stability of the power grid, and to rectify the mentioned shortcomings, the Smart Grid
was introduced. Unlike the traditional power grid, the smart grid uses communication
infrastructure and metering devices to achieve a two-way flow of energy and information.
As a result, the price of electrical energy can be set by the power provider throughout
the day based on information about the production and consumption of the participants
connected to the grid [8]. However, such a centralized approach of information collection
about the generation and consumption at each raises the question of data storage [9],
cybersecurity [10], and communication standards [11], to name a few.

To be stable, electrical grids require the balance between production and consumption
to be maintained. Traditionally, balance was maintained with demand-driven electricity
production, but with the introduction of the Smart Grid, the demand response (DR) was
established. The DR is based on flexible prices and assumes a change in energy consumption
in relation to the price, i.e., low prices stimulate consumers to increase their consumption.
The conventional approach in the form of electricity auctions is based on a centralized
collection of information about production and consumption to negotiate the price of
electrical energy every fifteen minutes. An alternative approach in the form of Decentralized
Smart Grid Control (DSGC), a new type of smart grid has been proposed and tested
by Schäfer et al. in 2015 [12] and 2016 [13], respectively, and later expanded upon by
Arzamasov et al. (2018) [14]. In contrast, DSGC aims to achieve DR by using grid frequency
to determine the price of electrical energy. This approach introduces a real-time price (as
opposed to a fifteen-minute delay) and eliminates the need for communication equipment
between participants connected to the grid, as the frequency can be measured easily.
In power engineering, frequency is used as a benchmark to determine the balance between
electrical energy production and consumption. When the production of electrical energy
is higher than the consumption, the frequency increases and vice versa [15]. Depending
on the deviation from the reference value, the price changes to stimulate producers and
consumers to adjust their consumption or generation. When the frequency falls to below
the reference value, the price increases to stimulate consumers to reduce their consumption,
and during periods when the frequency is above the reference value, the price decreases to
stimulate an increase in consumption.

This proposal, where the price is determined solely through the measurement of
the local frequency, without central agency, has several mentioned benefits. However,
the question of stability, in a system without central control, where grid participants
themselves are responsible for maintaining grid stability with their energy consumption
behaviors, can be raised. Considering that the stability of the DSGC system depends on the
interdependency between the technical and economic subsystems, determining stability can
become a complex task. For example, according to [12], a system without delay in adaption
to demand τ = 0 is shown to be stable. However, in a more realistic scenario with delayed
adaption, τ > 0 resonance can happen, driving the system to become unstable. However,
it is shown that resonance can be prevented by introducing the averaging time T, during
which the price is fixed. Furthermore, in [13], a DSGC system was expanded to include
line capacity K and the price elasticity of consumers γ, i.e., the willingness of the customers
to change consumption in response to a price change. The system stability was tested on
various grid topologies with central and decentralized power production. In research, it
was shown that decentralized production, a higher averaging time T, and a higher line
capacity K have an important impact on stability; however, it was also shown that grid
topology has an important impact on stability. For certain values of τ and T, the lattice-like
grid will be stable, but the cycle-like grid will be unstable. However, the methodology
used in [12,13] has two drawbacks. Firstly, during the simulation, only a value of τ varied,
meaning that an interaction between other input values (γ and T) was not considered.
Secondly, the assumption that grid participants have the same input values is not realistic,
as private households vary in energy consumption and cannot be regulated externally.
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To solve these shortcomings, Arzamasov et al. (2018) [14] have proposed using data-mining
methods to obtain a diverse set of inputs to model grid participants with greater accuracy.

Artificial intelligence (AI) has been applied to solve several problems occurring in
the power grid, such as load forecasting [16], voltage [17], transient stability [18], load
shedding [19], etc. For example, Solyali et al. (2020) [16] have applied several machine
learning (ML) algorithms to estimate electricity demand over the short term and long term.
Data were collected every 15 minutes, with a long-term dataset consisting of 34,944 data
points for the entire 2016 and 2017 periods, while the short-term dataset consisted of
673 data points for one week in January of 2016 and 2017. The input parameters for the
ML algorithm were temperature, humidity, solar irradiation, population, gross national
income (GNI), and the price of electrical energy. The best results were achieved with a
support vector machine (SVM) with a Root Mean Square Error (RMSE) of 25.935 MW
(4.49%) for the long term and with an artificial neural network (ANN) with a prediction
error of 11.29 MW (1.67%) for the short term. Xi et al. (2021) [20] have proposed a deep
reinforcement learning based three-network double-delay actor-critic (TDAC) based on
the double deep Q network, a reinforcement learning (RL) algorithm. This approach
comes as an alternative to proportional integral control, which is not suited to dealing with
big fluctuations in energy production caused by RESs. For a real-time simulation with
disturbance in the form of the step wave, square wave, and stochastic wave, TDAC has
demonstrated a higher learning efficiency, stronger convergence characteristics, and better
adaptability in the random environment.

Liu et al. (2021) [17] used iterated random forest to predict a static voltage stability
margin. The suggested model contains offline training, feature preprocessing and selection,
partial mutual information, and online prediction; and it managed to achieve an R2 score
of 0.9742 on IEEE’s 30-bus system and 0.9684 on a practical 1648-bus system. Moreover,
Shi et al. (2020) [18] used a convolutional neural network (CNN) to predict transient
stability. Similar papers have predicted stability in a binary fashion i.e., stable or unstable;
however, this paper can not only assess if the system will be stable or unstable, but it can
also distinguish types of instabilities such as aperiodic or oscillatory instability. This was
also accomplished as an online assessment, meaning that grid operators are given enough
time to react and to possibly prevent the instability of the system from happening. This was
achieved by converting time series to grid-like data, which were then processed by CNN
with 97.7% accuracy. Meng et al. (2020) [21] proposed using a decision tree (DT) based on
the C4.5 algorithm for an online voltage stability assessment. Firstly, a power-voltage (P-V)
curve analysis was is performed for various grid topologies and conditions to generate
samples. To facilitate the stability assessment, only samples that are near the stability
boundary are considered. Next, the relief algorithm is used to determine and reduce the
number of features used for DT. Finally, the C4.5 algorithm is used to construct the DT on a
dataset containing 628 samples, with several attributes varying from 34 to 164. The best
result was achieved on 75 attributes, with a classification accuracy of 92.04%. In addition,
according to Wang et al. (2019) [19], AI can be applied to assess frequency stability. This
paper proposes the serial integration of model-driven and data-driven models, which are
then combined with an integrated method consisting of system frequency response (SFR)
and extreme learning machine (ELM) into a procedure for predicting frequency dynamics
and load shedding. The SFR model was applied in the preservation of frequency response
characteristics, while ELM was used to predict a load-shedding amount. A New England
39-bus system integrated method using both SFR and ELM resulted in an MAE of 0.033 Hz
for maximum frequency deviation and an MAE of 0.009 Hz for steady-state frequency.
Furthermore, Amroune et al. (2020) [22] used dragonfly optimization (DFO) in tandem with
support vector regression (SVR). The voltage values on the buses were used as an input
value, while the voltage stability index was used as the output value for SVR. The DFO
algorithm was used for finding optimal SVR parameters, as their selection is crucial for
achieving good performance. The hybrid model was tested on IEEE 30-bus and Algerian
59-bus systems with an RMSE value of 0.0273 and 0.0565, respectively. Another example of
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the system stability estimation is given by An and Yang (2018) [23], in which the authors
introduce a switching function matrix into the observer design. In a case where a possible
destabilization is detected, the observer shuts off the inputs which may be causing the
issues, with the authors providing examples of cyber-attacks on sensor networks.

Reports have been made on the prediction of voltage [17,21,22], frequency [19], and
transient stability [18]; however, due to the unique approach of the DSGC to DR, it is
difficult to make a comparison to results regarding the stability of traditional power grid.
The stability of the DSGC system is a question of predicting whether grid participants with
their energy consumption behavior cause resonance by increasing and decreasing power
consumption, a question that was answered in traditional power grids with a centralized
oversight of power providers. Even though several scientific papers have been published
on the topic of DSGC thus far, an extensive analysis of AI in the stability prediction of
DSGC was not a focus of any recently published research.

Therefore, the following research questions are raised:

• Is it possible to estimate the stability of the DSGC system with high performance using
AI-based models?

• What are the hyperparameters of the AI algorithms used that provide satisfactory
results or otherwise the best-achieved results within the scope of this research?

• Is it possible to use a stacking ensemble made up of previously used algorithms to
achieve a higher performance in obtaining regression and classification models for
addressing the problem of stability prediction?

The main motivation of this paper is to present not only the model for the prediction
of the stability of a DSGC system, but to determine the manner in which the highest-
performing model can be developed. This refers to the method used in the model generation
and between the four evaluated models, as well as determining whether a higher level
of performance can be achieved when the models are developed for the regression or the
classification tasks. The importance of this lies in the development of models on more
advanced datasets—whether they are simulated datasets that are based on a more realistic
schemes of users (namely, a significantly larger amount of participants in the network than
the four used in this research) or on real, collected, datasets from actual DSG networks.

This paper is split into four sections. Section 2 will describe the process by which
the dataset was generated, as well as its analysis, along with the description of the uti-
lized modeling methodology. In Section 3, the results of the two approaches—the single
algorithm approach for four different algorithms and the stacking ensemble approach are
presented and discussed. Finally, the answers to the posed research questions, along with
research limitations and possible future directions, are presented in Section 4.

2. Materials and Methods

The materials and methods of this paper, namely the dataset used for the research,
and the modeling and evaluation techniques, will be presented in this section.

2.1. Dataset Description

The dataset used in the research is presented, first by describing the model used for
generation, and then followed by the description and statistical analysis of the dataset.

2.1.1. The Mathematical Model of the DSGC System

The DSGC system is modeled as an oscillator model by Schafer et al. [13], with the
producers being represented by synchronous generators and the consumers as synchronous
motors, similar to the Structure Preserving Model [24]. The model of the DSGC system
is split into two parts: simulating the energy produced and consumed by participants
connected to the grid and modeling the change in electrical energy price with respect to the
grid frequency [12].
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The energy dynamics of a synchronous machine can be described as [14]:

PSource = PAccumulated + PLoss + PConsumed, (1)

where PSource refers to the power of the electrical energy source, consisting of accumulated
power (PAccumulated), power lost during the transfer (PLoss), and the power actually con-
sumed by the client (PConsumed). It can be observed that the energy produced equals the
sum of accumulated energy in rotating mass, energy losses, and energy consumed by the
end users. The former equation can be expanded as [14]:

PSource
j =

1
2

Mj
d
dt
(δj)

2 + κj(δj)
2 −

N

∑
k=1

Pmax
jk sin(δk − δj) ∀j ∈ {1, . . . , N}, (2)

with M being a moment of inertia, κ being the coefficient of friction, Pmax being the capacity
of the line, and δ being the rotor angle with j and k denoting the participants in the grid.
Each synchronous machine can be described with rotor angle δj(t) relative to the grid

frequency and angular frequency deviation ωi = dθi
dt from a reference grid rotating at

Ω = 2π · 50 Hz [14]:
δj(t) = ωt + θj(t), (3)

where ω is a grid frequency and θj(t) is a relative rotor angle. When Equation (3) is substi-

tuted in Equation (2), and it is assumed that Kjk =
Pmax

jk
Mjω

, αj =
2κj
Mj

and Pj =
PSource

j −κjω
2

Mj
[14]:

d2θj

dt2 = Pj − αj
dθj

dt

N

∑
k=1

Kjksin(θk − θj), (4)

with Kjk being coupling strength of the maximal power that can be transmitted by the

power lines, αj is the damping constant calculated as αj =
2κj
Mj

, and Pj is the mechanical
power (with a negative value representing consumption and a positive value production).
N represents the maximum number of participants k, within the grid.

The second part of modeling DSGC represents a change in the consumption of electri-
cal energy in tandem with grid frequency (or price, which is proportional). Such a variable
price of electrical energy can be described as a linear function of price and frequency Pj [13]:

Pj
dθj

dt
= pΩ − c1

dθj

dt
. (5)

The previous equation pΩ represents the price of electrical energy in steady state
dθj
dt ≡ 0, and c1(cj) represents the coefficient proportional to a price elasticity. Even though

the reaction of participants connected to the grid is complex, it is assumed that there is a
linear correlation between energy use and price P̂j(pj) [13]:

P̂j(pj) ≈ Pj + cj(pj − pΩ), (6)

where pj is the price of electrical energy for user j, P̂j is the quantity of energy produced
or consumed, priced at pj. By substituting Equation (5) into Equation (6) and defining
γj = c1 · cj as a factor that is proportional to the price elasticity of each node j, a change
in mechanical power (as consumption or production) is bound to a change in frequency
dθj
dt [13]:

P̂j(t) = Pj + γj(pj − pΩ)(t), ∀j ∈ {1, . . . , N}. (7)

with γj being the measurement of participants’ willingness to adjust their consumption
or production for node j [25,26]. Generally, an adjustment to a new price will not be
instantaneous, but with a certain time delay τ, which is made up of the time needed to
measure frequency, as well as the time needed for participants to act. Therefore, P̂j(t) from
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Equation (7) is substituted with P̂j(t− τ), inserted into Equation (4), and the equation with
time delay τ is given as [13]:

d2δj

dt2 = Pj − αj
dθj

dt

N

∑
k=1

Kjksin(θk − θj)− γj
dθj

dt
(t− τ), ∀j ∈ {1, . . . , N}, (8)

However, a system with a large time delay poses a risk to the stability of the power
grid. For instability to be avoided, Equation (8) is expanded with the averaging time Tj, as
seen in Equation (9), with the time interval T, during which the frequency (and with it, the
price) are averaged over. Based on the average frequency, the system stability is periodically
determined, no matter the specific time delay of each producer or consumer [13]:

d2δj

dt2 = Pj − αj
dθj

dt

N

∑
k=1

Kjksin(θk − θj)−
γj

Tj

(
θj(t− τj)− θj(t− τj − Tj)

)
, ∀j ∈ {1, . . . , N}. (9)

The DSGC is defined by the six input values. Three of these are the control parameters
set by the system designer when the system is being initialized and include: coupling
strength Kjk, damping factor αj, and averaging time Tj. To simplify the calculation, it is
assumed that the coupling strength between the nodes is identical and that all participants

have equal moments of inertia. According to equation αj =
2κj
Mj

, this also means that the
damping factor αj will be identical for all nodes. The second category is environmental
parameters whose values differ from case to case, such as the generated/consumed power
Pj and the time delay τj. The third input parameter γj is composed of two values, c1, and cj.
The value c1 is a control value linking the price of electric energy and the grid frequency,
while cj is variable and indicates the extent to which each grid participant j is willing to
adjust its consumption or generation.

The values chosen for the control parameters are the averaging time T = 2 s, the
coupling strength Kjk = 8 s−2, and the damping factor αj = 0.1 s−1. The variable parameters
values are defined with limits, the power consumed by the consumer Pj = [−0.5, −2] s−2,
the price elasticity γj = [0.05, 1] s−1, and the grid participant reaction time τ = [0.5, 10] s−1,
as shown in Table 1. In order to simulate the diverse set of inputs, the values of parameters
which can be varied were selected randomly using Latin Hypercube Sampling [14,27].

Table 1. Input values of the DSGC system and their values.

Input Description Type Chosen Value

αj Damping constant Control input 0.1 s−1

Kjk Coupling strengths Control input 8 s−2

Tj Averaging time Control input 2 s
γj Price elasticity Environmental input [0.05, 1.00]
τj Reaction time Environmental input [0.5, 10]
Pj Mechanical power Environmental input [−0.5, −2]

After defining the input values, the method of determining system stability must be
chosen. Stability analysis can be performed with several methods, such as stability against
single perturbations, basin stability, and linear stability. For determining system stability,
linear stability analysis was chosen since it does not add additional variables to an already
complex system [14]. Linear stability analysis of the dynamic system is used to determine
stability near the steady-state operation of the system determined by the eigenvalues of
Equation (9). This equation has infinitely many solutions, but only a finite number of
solutions have a real positive part that determines the instability of the system [13]. If the
maximum value of the eigenvalue has a negative value, the system is considered stable for
that particular case and vice versa.
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2.1.2. Description and Analysis of the Dataset Used

In this paper, the dataset used for model development is publicly available and created
by Breviglieri [28] as an augmented version of Arzamasov’s dataset [29], expanded from
10 thousand to 60 thousand data points. Arzamasov et al. (2018) [14] simulated the DSGC
system 10,000 times using the input values specified in Table 1. The simulation was based
on one producer node and three consumer nodes connected in a star topology, as seen in
Figure 1. The data points were obtained via the described methodology of simulation given
in the previous subsection. The individual data points were created through the random
selection of values for the input variables given further in the dataset description and the
calculation of the system stability based on the simulations.

Figure 1. Nodal system of simulated Decentralized Smart Grid Control model.

The dataset consists of twelve input values that correspond to the values given in the
mathematical description of the model above:

• τi, ∀i ∈ [1, 2, 3, 4]—the time needed for a grid participant to adjust consumption or
generation (8),

• pi, ∀i ∈ [1, 2, 3, 4]—the power generated (positive value) or consumed (negative
value) (2),

• γi, ∀i ∈ [1, 2, 3, 4]—the price elasticity coefficient (7).

The inputs [1, 2 , 3, 4] represent possible grid participants, with 1 denoting the
producer node and the others denoting consumer nodes. The dataset also consists of
two output values,

• stab—the stability of the systems, represented as an eigenvalue of the Equation (9) for
that set of input values, as a numerical value,

• stab f —the stability of the system as a categorical value divided between two states,
‘stable’ and ‘unstable’.

It is worth noting that stab represents the maximum eigenvalue of Equation (9),
meaning that the system will have a categorical value of ‘unstable’ for every data point
with a positive eigenvalue, and a value of ‘stable’ for the negative eigenvalue.

A basic statistical analysis was performed on the target dataset and can be seen in
Table 2. The difference between the minimum and maximum values of the dataset is
small, and considering that a high degree of accuracy was achieved, different methods of
normalization and scaling were not applied.

To visually represent the values in the dataset used, histograms of values have been
plotted. In Figure 2, we can see that most variables are distributed uniformly across their
entire range. The only exception to this is p1 which has a regular triangular distribution.

The histograms of the two versions of the output variable are given in Figure 3. ‘stabf’
shows that there are more ‘unstable’ than ‘stable’ data points in the dataset, but the differ-
ence is not significant to the point where it could cause issues. Observing the distribution
of ‘stab’, we can see that the distribution of the system is roughly normal, although it is
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not completely regular. This is especially interesting as most of the inputs are regularly
distributed, indicating that the connection between inputs and outputs is complex.

Table 2. Table containing statistical description of the dataset used.

Mean Std Min Max Unique Values

Input values

tau1 5.25 2.74 0.50 10.00 10,000

tau2 5.25 2.74 0.50 10.00 30,000

tau3 5.25 2.74 0.50 10.00 30,000

tau4 5.25 2.74 0.50 10.00 30,000

p1 3.75 0.75 1.58 5.86 10,000

p2 −1.25 0.34 −2.00 −0.50 30,000

p3 −1.25 0.34 −2.00 −0.50 30,000

p4 −1.25 0.34 −2.00 −0.50 30,000

g1 0.52 0.27 0.05 1.00 10,000

g2 0.53 0.27 0.05 1.00 30,000

g3 0.53 0.27 0.05 1.00 30,000

g4 0.53 0.27 0.05 0.11 30,000

Output values
stab 0.02 0.04 −0.08 0.11 10,000

stab f stable 36% unstable 64% 2

Figure 2. Histograms of the input variables.
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Figure 3. Histograms of the output variables.

Additionally, correlation analysis of the dataset was performed by using Spearman’s
rank correlations. Spearman’s correlation is used to assess the monotonic relationships
between two variables, and it ranges between −1.0 and 1.0. A correlation value of 1.0
between two variables means that if the value of the one variable increases, so will the
value of the second one, with the opposite being true.

In Figure 4, a heatmap of correlation values can be seen. A negligible correlation be-
tween the input values can be observed, except for moderate correlation between p1, p2, p3,
and p4, which is to be expected, considering that the equation p1 = p2 + p3 + p4 was
conditioned from the start of the simulation. Furthermore, there is a negligible correlation
between the input and output values, with a correlation of 0.28 between stab and tau, and
0.29 between stab and g. Moreover, an even lower correlation can be observed between p
and stab, with the average correlation being 0.006. This coincides with Arzamasov’s [14]
findings, who concluded that power has small or no impact at all on system stability.
Therefore, a question is raised: is it possible to achieve a higher performance on a dataset
without that variable than it is on a full dataset?

Figure 4. Spearman’s rank correlation coefficient.

The p-value of the Spearman rank correlation denotes the chance that the observed
relationship is a result of coincidence. Determined from the correlation value and the
sample size, the p-values range from 0 to 1.0 with low p values, meaning that there is a
low chance of the correlation being a coincidence and vice versa [30]. As can be seen from
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Figure 5, the p-values between taui, stab, gi, and stab are zero, meaning that there is little to
no chance of the correlation being falsely positive.

Figure 5. p Value of Spearman’s rank correlation coefficient.

2.2. Methods

The main goal of this paper is to determine the ability of AI algorithms to develop
models for stability prediction with DSGC. For this purpose, various types of AI algorithms
were used, such as multilayer perceptron, support vector machine, gradient boosting ma-
chine, and genetic programming, in both regression and classification as a single algorithm
and an ensemble approach.

To obtain a result with a high degree of accuracy, a randomized hyperparameter
search with cross-validation was used. In the first step, the values of the hyperparameters
are chosen at random, and the model is validated using five-fold cross-validation. In the
process of cross-validation, the dataset is split into a k-number of subsets (in the case
of five-fold cross-validation, k = 5). Then, each subset is used as a testing set, while the
remaining subsets are used as a training dataset [31]. In the end, a set of hyperparameters
that achieved the highest average score for a certain model is then repeated in the same
manner in order to determine the metrics that are later described in this paper. To more
easily understand this process, it has been illustrated in Figure 6.

Figure 6. Flowchart of the methodology used.

2.2.1. Multilayer Perceptron

Multilayer perceptron (MLP) is a type of feedforward artificial neural network with
supervised learning, used to perform a non-linear approximation for both the regression and
classification tasks. The MLP consists of neurons arranged into three types of layers—input,
output, and hidden. The first layer is the input layer made of the same number of neurons
as input variables, or in the case of this research, twelve neurons. Layers between the input
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and output layers are called hidden layers, consisting of weighted neurons followed by an
activation function. Lastly, the output layer transforms values from the last hidden player
to output values. Considering the fact the MLP can estimate a single value, the output layer
consists of a single neuron [31].

MLP uses weight factors of hidden layers to estimate the output value. In the be-
ginning, the values of the weight factors are chosen randomly. However, during the
training, based on the error of a forward propagated result, the weights are corrected
proportionally to the error in the process of backpropagation [32]. The MLP used in this
paper was ‘MLPRegressor’ for regression and ‘MLPClassifier’ for classification problems.
The hyperparameters taken into consideration and their ranges are showcased in Table 3.

The hyperparameter ‘hidden_layer_sizes’ represents how many hidden layers there
are and how many neurons the hidden layer contains, while the hyperparameter ‘activation’
denotes the activation function used at the end of the hidden layer. The hyperparameter
‘solver’ is used to choose a solver for weight optimization, and the hyperparameter ‘alpha’
is a strength of the L2 regularization term. The hyperparameters ‘beta_1’ and ‘beta_2’
denote the exponential decay rate for estimates of the first and second vector for solver
Adam. The hyperparameter ‘learning_rate_init’ controls the step size in updating the
weights, and ‘epsilon’ is the value of numerical stability for solver ‘adam’.

Table 3. Used hyperparameters for ‘MLPRegressor’ and ‘MLPClassifier’ models with their possible
values expressed as a range or discreetly.

Hyperparameter Range of Values

‘hidden_layer_sizes’

(50,50,50,50,50,50,50,50,50,50),
(75,75,75,75,75,75,75,75,75),
(80,80,80,80,80,80,80,80),
(90,90,90,90,90,90,90),
(100,100,100,100,100,100),
(200,200,200,200,200)

‘activation’ ‘identity’, ‘logistic’, ‘tanh’, ‘relu’

‘solver’ ‘lbfgs’, ‘adam’

‘alpha’ [0.0001–0.001]

‘beta_1’ [0–0.9]

‘beta_2’ [0.9–0.999]

‘learning_rate_init’ [0.0001–0.001]

‘epsilon’ 1× 10−9–1× 10−7

2.2.2. Support Vector Machine

The support vector machine (SVM) is a supervised learning algorithm that can be
used in classification, regression, and outliers detection. The SVM is based on the method
in which input vectors are set in a high-dimensional feature space Z. The decision surface
is then calculated to ensure a highly efficient grouping of input vectors. The optimal
hyperplane, defined as a decision function that separates vectors into two or more groups
with maximum margin, is then calculated. To calculate the optimal hyperplane, only a
small fraction of training data determining the margins of the hyperplane are taken into
consideration; these are called support vectors. The SVM used for classification uses only a
small part of the training data because the modeling process ignores the training points
beyond the margin. Similar to this, support vector regression uses a subset of data because
the model ignores training points that are close to their targets [33]. The SVM-based
methods used include “SVR” for regression and ‘SVC’ for classification problems. The
hyperparameters taken into consideration and their ranges are showcased in Table 4.
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Table 4. Used hyperparameters for ‘SVR’ and ‘SVC’ models, with their possible values expressed as
a range or discreetly.

Hyperparameter Range of Values

‘kernel’ ‘linear’, ‘poly’, ‘rbf’, ‘sigmond’
‘C’ [0–100]
‘degree’ [2, 3, 4, 5]
‘gamma’ [0.001, 10]
‘coef0’ [0, 1]
‘epsilon’ [0.001–1]

The hyperparameter ‘kernel’ is used to pick the kernel function used to determine
the optimal hyperplane; for example, if ‘linear’ is chosen as a kernel function, the hyper-
plane will be estimated using the linear function. The hyperparameter ‘degree’ is used to
determine the degree of the polynomial function and it is used in conjunction with ‘poly’
kernel, and ‘gamma’ determines the influence of a single training example, with a higher
value of ‘gamma’, meaning that points need to be very close to each other to be grouped
together. The hyperparameter ‘coef0’ denotes an independent term in kernel function and
it is used only in the ‘poly’ and ‘sigmoid’ kernels, and the hyperparameter ‘epsilon’ defines
epsilon-tube, a distance within which no penalty is given to the training loss function if the
predicted value is located within that distance from the actual value. The hyperparameter
‘C’ parameter is used as a trade-off between the misclassification of training examples and
the simplicity of the decision surface [22].

2.2.3. Gradient Boosting Machine

Gradient boosting machine (GBM) is an AI method used to solve regression and
classification problems. GBM combines several decision trees to create the final model.
These trees are built in series, meaning that each tree rectifies the error present in the
prediction values of the previous tree. This means that the GBM is based on a combination
of several simple models, also known as weak learners. After the new decision tree is
constructed, the model’s build residual is calculated per:

yi − f (xi) −→ ŷi, (10)

where yi is the target value, f (xi) is the predicted value, and ŷi is the residual. By calculating
residuals, feedback is given to model how close the predicted value is to the target value.
The expression defining the new tree is given as:

f = f0 + α f1, (11)

with α being the learning rate hyperparameter. The residual is then recalculated based on
the new decision tree f2, which attempts to correct the error made by tree f1:

f = f0 + α f1 + α f2, (12)

This process repeats until the defined maximum number of trees is reached. Trees
can also be built below each other, determined by the depth of the tree’s hyperparameter.
Increasing the depth results in longer training and prediction times, but it makes the
model more accurate [34]. The GBM used in the scope of this paper is ‘XGBRegressor’ for
regression and ‘XGBClassifier’ for classification problems. Hyperparameters taken into
consideration and their ranges are showcased in Table 5.

The hyperparameter ‘eta’ determines the step size shrinkage after each boosting step.
‘eta’ shrinks the feature weights to make the boosting process more conservative, preventing
overfitting, while the hyperparameter ‘max_depth’ denotes the maximum depth of a tree
created by the model. Additionally, the hyperparameter ‘min_child_weight’ determines
the weight needed to continue partitioning the tree with the leaf nodes; hyperparameter
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‘lambda’ is an L2 and ‘alpha’ is an L1 regularization term on weights. Increasing the values
of both hyperparameters results in the model being more conservative. The hyperparam-
eters ‘colsample_bytree’, ‘colsample_bylevel’, and ‘colsample_bynode’ determine how
many columns of the dataset will be subsampled for each tree, depth level, and node
(split), and the hyperparameter ‘num_parallel_tree’ indicates several parallel trees being
constructed during each iteration [35].

Table 5. Used hyperparameters for ‘XGBRegressor’ and ‘XGBClassificator’ models, with their
possible values expressed as a range or discreetly.

Hyperparameter Range of Values

‘eta’ [0–1]
‘max_depth’ [4–10]
‘min_child_weight’ [0–1]
‘max_delta_step’ [1–10]
‘colsample_bytree’ [0–1]
‘colsample_bylevel’ [0–1]
‘colsample_bynode’ [0–1]
‘num_parallel_tree’ [1–5]

2.2.4. Genetic Programming

Genetic programming (GP) is a method combining evolutionary computation and
machine learning used to solve regression and classification problems. GP is based on the
concept of evolving the population of a mathematical formula that uses input values and
mathematical operations to predict the output value. Computer programs are represented
by syntax trees, made up of internal nodes and leaves. The leaves of a tree are constants
and variables called terminals. The internal nodes are represented by arithmetic and
trigonometric functions (e.g., addition, subtraction, and sine function), and they are called
functions. In more complex cases, the GP model can be made up of several trees connected
to a special root node. Those (sub)trees are called branches and together with other features,
they create the architecture of the GP model [36].

At the start of GP, an initial population is created randomly. Using such a randomly
created population results in low accuracy. To increase the model performance, an evolution
process is performed on the population. To determine accuracy, a fitness function is used.
The fitness function is the primary mechanism for determining the accuracy of every unit
for each generation. There are multiple methods of determining which of the units will
be evolved, but the most common one is the so-called tournament selection [36]. In the
tournament selection, units are chosen at random to compete in the tournament. Units
compete in pairs, with units that have higher fitness having a better chance of winning the
tournament. As a result, units that have higher fitness values have more children on average.
Since units participating in the tournament are chosen at random, diversity is maintained,
otherwise only a couple of the best units would be constantly selected for evolution, leading
to sub-optimal results. The unit that is selected after the tournament selection process
evolves using evolutionary computing (EC) operators. The EC operators used in this
research are crossover and mutation. The crossover operator creates a child program by
taking a random subtree from the winner and replacing it with a randomly created subtree.
The mutation operator evolves the single-parent program by changing randomly selected
nodes, subtrees, or a leaf. In GP, genetic operators are mutually exclusive, meaning that a
single genetic operator is used on the selected units in one iteration [36]. The GP used in
the scope of this paper is a “Symbolic Regressor” for regression and a “Symbolic Classifier”
for classification problems. The hyperparameters taken into consideration and their ranges
are showcased in Table 6.
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Table 6. Name of hyperparameters, range of values, and chosen values for ‘Symbolic Regressor’ and
“Symbolic Classifier”.

Hyperparameter Range of Values

population_size [1000–2000]
generations [200–1000]
tournament_size [50–500]
init_depth [2-3]–[5-7]
init_method ‘grow’, ‘full’, ‘half and half’
parsimony_coefficient [0.001–0.01]

The hyperparameter “population_size” denotes the number of individual solutions
(equations, models) and the hyperparameter “generations” is used to limit the number
of generations during which programs evolve. The parameter “tournament_size” deter-
mines the number of programs that will compete in a tournament. The hyperparameter
“Init_depth” describes the tree depth for the initial population, while the hyperparameter
“init_method” determines the initialization method. In the initialization method, “grow”
nodes are chosen at random from both functions and terminals; in the “full” method,
functions are chosen until “init_size” is reached and then terminals are selected. Lastly,
in the “half and half” method, trees are grown through a 50/50 mixture of ‘grow’ and
‘full’ methods. The hyperparameter “parsimony_coefficient” is a factor that penalizes large
computer programs by reducing their fitness score. This allows for the “bloat” of the
programs (an increase in program size) to be controlled [37].

All of the methods described in the previous paragraphs are are used to separately
attempt and regress the dataset outputs, both as classifiers and regressors. The predicted
output values will be compared for evaluation, with the goal of determining which is the
best performing method for the dataset used in this research and similar datasets.

2.3. Model Evaluation

Evaluation metrics have a role in determining the performances of the AI models
used. As different metrics can illustrate different types of errors, multiple metrics are used
to obtain more information on the model’s performance. Due to the inherent difference
between the regression and classification methods, separate methods are used for each.

2.3.1. Regression Evaluation Metrics

The regression results were evaluated with a coefficient of determination (R2). The
R2 score defines how well the variance, existing in the real data, is explained with the
predicted data. The R2 score ranges from 0 to 1, with a score of 1.0 meaning that all of the
variances are explained in the predicted data [31].

R2 = 1− ∑n
i=1(Xi −Yi)

2

∑n
i=1(Xi − Ȳi)2 . (13)

2.3.2. Classification Evaluation Metrics

There are four different outcomes in the evaluation performance of the binary clas-
sification model: true positive (TP) when a positive result is predicted as positive, true
negative (TN) when a negative result is predicted as negative, false positive (FP) when a
negative result is predicted as positive, and false negative (FN) when a positive result is
predicted as negative. Based on these four cases, two metrics can be calculated, precision
and recall:

Precision =
TP

TP + FP
, (14)

and recall, defined as:

Recall =
TP

TP + FN
. (15)
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The values of both metrics range from 0 to 1.0, with 1.0 being the most desirable score.
For a simpler representation, the precision and recall metrics can be combined into an F1
score and calculated as:

F1 score = 2× Precision× Recall
Precision + Recall

. (16)

3. Results and Discussion

All of the simulations performed for obtaining models and the results were performed
using the Python 3.11.4 programming language. The main implementation of the MLP
and SVM algorithms used was from the Scikit-learn 1.3.2 library. Genetic programming
implementation came from the Gplearn 0.4.2 library, and the gradient boosted trees imple-
mentation used the XGBoost 2.0.1 library. The described metrics and evaluation techniques
(e.g., grid search and cross-validation) were also used as implemented in the aforemen-
tioned version of Scikit-learn. In Table 7, the results for both modeling tasks across all
different algorithms used can be seen. Observing regression, the best results are achieved
for the model developed with the XGB algorithm, with an R2 score of 0.98 ± 0.0007. Com-
parably but with lower scores, results are achieved with the MLP algorithm, achieving
an R2 score of 0.97 ± 0.0024. SVM and GP achieve significantly lower scores. Observing
the hyperparameters for the methods that achieved the results in question, both algo-
rithms used relatively large models, with MLP using a five-layer-deep neural network
with 200 neurons in each of the layers and XGB using the maximal tree depth of 9. This
indicates that the modeling problem was complex. Comparing the classification results, it is
obvious that similar trends follow—with XGB and MLP achieving the highest performing
models—F1 = 0.99 ± 0.02 when rounded to the second significant digit. The remaining
two methods show a massive improvement, with SVM achieving an F1 score of 0.96 and a
GP of 0.84.

In Table 8, the results are shown for the experiment in which the models were trained,
having removed the ‘tau1’, ‘tau2’, ‘tau3’, and ‘tau4’ inputs, due to their low correlation
values. For the regression, the scores remained largely unchanged. While the performance
did not improve, it must be noted that it also did not show a drop after four inputs were
removed, confirming that they were largely unnecessary for achieving the models. As for
the classification task, this remained true—no drop in values was present, and only a
somewhat significant increase was seen in the case of the SVM classifier, which had a
positive increase in F1 score; ∆F1SVM = 0.0266.

Table 7. Results of the random hyperparameter search for the regression problem.

Regression

Algorithm Average Score Deviation Chosen Hyperparameters

MLP 0.9772 0.0025

learning_rate_init = 0.0001,
hidden_layer_sizes = (200, 200, 200, 200, 200),

epsilon = 1.8 × 10−8, beta_2 = 0.936,
beta_1 = 0.3, alpha = 0.0001, activation = relu

SVM 0.8709 0.0015
kernel = poly, gamma = 0.219, epsilon = 0.042,

degree = 3, coef0 = 2.2, C = 46

XGB 0.9820 0.0007

subsample = 0.9, num_parallel_tree = 4,
min_child_weight = 0.5, max_depth = 9,

max_delta_step = 9, eta = 0.4,
colsample_bytree = 0.9, colsample_bynode = 0.7,

colsample_bylevel = 1.0

GP 0.062 0.0526
tournament_size = 300, population_size = 1300,

parsimony_coefficient = 0.001, init_method = ‘full’,
init_depth = (2, 6), generations = 900
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Table 7. Cont.

Classification

AI Algorithm Average Score Standard Deviation Chosen Hyperparameters

MLP 0.9930 0.0026
solver = lbfgs, hidden_layer_sizes = (50,50,50,50,50),

activation = logistic

SVM 0.9599 0.0007 kernel = poly, gamma = 0.007, degree = 3, coef0 = 0, C = 28

XGB 0.9934 0.0022

subsample = 0.9, num_parralel_tree = 4,
min_child_weight = 0.9, max_depth = 10,

max_delta_step = 5, eta = 0.9, colsample_bytee = 0.2,
colsample_bylevel = 0.6, colsample_bynode = 0.9

GP 0.8414 0.0208
tournament_size = 50, population_size = 800,

parsimony_coefficient = 0.001, init_method = full,
init_depth = (3, 7), generation = 300

Table 8. Results of the random hyperparameter search for the classification problem.

Regression

AI Algorithm Average Score Standard Deviation Chosen Hyperparameters

MLP 0.9794 0.0008

solver = adam, learning_rate_init = 0.0001,
hidden_layer_sizes = (200, 200, 200, 200, 200),

epsilon = 1.7 × 10−8, beta_2 = 0.9,
beta_1 = 0.7, alpha = 0.00018, activation = relu

SVM 0.8502 0.0080
kernel = poly, gamma = 1.082, epsilon = 0.039,

degree = 4, coef0 = 7.0, C = 49

XGB 0.9815 0.0007

subsample = 0.6, num_parallel_tree = 4,
min_child_weight = 0.8, max_depth = 9,

max_delta_step = 8, eta = 0.4,
colsample_bytree = 0.8, colsample_bynode = 0.2,

colsample_bylevel = 1.0

GP 0.068 0.0565
tournament_size = 300, population_size = 1300,

parsimony_coefficient = 0.001, init_method = ‘full’,
init_depth = (2, 6), generations = 900

Classification

AI Algorithm Average Score Standard Deviation Chosen Hyperparameters

MLP 0.9933 0.0006
hidden_layer_sizes = (50, 50, 50, 50, 50, 50, 50, 50, 50, 50),

activation = identity, solver = lbfgs

SVM 0.9865 0.0005 kernel = rbf, gamma = 0.062, C = 100

XGB 0.9970 0.0015

subsample = 0.9, num_parralel_tree = 4,
min_child_weight = 0.0, max_depth = 10,

max_delta_step = 9, eta = 0.9, colsample_bytee = 0.3,
colsample_bylevel = 0.8, colsample_bynode = 0.5

GP 0.8422 0.0198
tournament_size = 50, population_size = 800,

parsimony_coefficient = 0.001, init_method = full,
init_depth = (3, 7), generation = 300

4. Conclusions

In this paper, the authors have attempted to create models for the prediction of DSGC
system stability based on the set of inputs consisting of time for adjusting the consump-
tion/generation cycle, power, and price elasticity coefficient. The dataset, consisting of
30,000 data points, was analyzed, and based on the correlation coefficients, two sets of
inputs were used for modeling separately—with and without the time necessary for the
adjustment of the consumption/generation cycle. Modeling was performed by targeting
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the value of the stability coefficient with regression, and through classification between the
‘stable’ and ‘unstable’ states. Modeling was performed with four different methods. The
results demonstrate that classification achieves higher scores on average compared to the
regression. The best score, F1 = 0.9979 ± 0.0015, was achieved with the XGB algorithm
for the classification without τ input values. For the regression, the best score was also
achieved with an XGB of R2 = 0.9820± 0.0007. While this model did use τ as inputs,
the comparative score without τ inputs (R2 = 0.9815 ± 0.0007) falls within the error range.
Of the other methods, MLP has achieved satisfactory scores, SVM only achieved a satis-
factory score for classification without τ, and GP did not achieve any satisfactory scores.
Based on the achieved results, the following can be concluded. Stability prediction based on
the aforementioned input values is possible, and it can achieve high-performance models
using ML-based methods, namely XGB and MLP. The value of the τ inputs is not necessary
for such modeling—removing it nets nearly equal or, in the case of SVM classification,
improved results.
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