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Abstract

:

This study is dedicated to improving the efficiency of the flamelet-generated manifold (FGM) tabulated chemistry combustion modeling approach for predicting the combustion process in diesel-ignited internal combustion (IC) engines. The primary focus is on reducing table generation time and memory requirements. To accurately predict dual-fuel combustion processes, it is important to model both premixed and non-premixed combustion regimes. However, attempting to include both regimes in a single FGM lookup table leads to significant increases in the table size and generation time. In response, this work proposes a dual-table configuration, with each table dedicated to a specific regime. The solution is then interpolated from these tables based on the calculated combustion regime indicator during the computational fluid dynamics (CFD) simulation. This approach optimizes computational efficiency while ensuring an accurate representation of dual-fuel combustion. Additionally, to establish a cost-effective and accurate 3D CFD simulation workflow, the dual-table FGM methodology is coupled with the partially averaged Navier–Stokes (PANS) turbulence model. The feasibility of the proposed FGM methodology is tested utilizing six chemical kinetics mechanisms with different levels of detail. The results of this study demonstrated that the dual-table approach significantly accelerates table generation time and reduces memory requirements compared to a single table that includes both combustion regimes. Furthermore, 3D CFD simulation results of the dual-fuel combustion process are validated against available experimental data for three engine operating points. The in-cylinder pressure traces and rate of heat release obtained from the 3D CFD simulations employing the FGM PANS methodology show good agreement with experimental measurements, confirming the accuracy and reliability of this modeling approach.






Keywords:


dual fuel; 3D CFD simulation; flamelet-generated manifold; partially averaged Navier–Stokes turbulence model












1. Introduction


According to [1], today’s world population is more than three times larger than it was in the mid-twentieth century, and it is still growing. The continuous growth of population, together with the expansion of urbanization, rapid industrialization and economic development, is associated with constantly increasing energy consumption, consumer demands, and an increased need for industrial goods. These factors necessitate an increase in the future demand for services provided by the road freight sector. Indeed, it has been reported in [2] that while the oil consumption and energy use of the road passenger vehicle fleet have begun to plateau and decline, oil use by the road freight sector has continued to increase. Although the electrification of vehicles is mandated by economic, social and geopolitical trends, no electrification strategy for heavy-duty vehicles is foreseen. One of the favored polices to reduce significant harmful climate and air quality impacts from road freight transport is the utilization of the dual-fuel internal combustion (IC) engine. Indeed, as stated in [3], dual-fuel IC engines can be utilized in applications where electrification is not deemed to be a viable solution to tackle emission issues. These applications include cargo ships, heavy-duty trucks and marine engines. The concept of dual-fuel combustion has attracted growing interest, primarily due to its fuel flexibility and its ability to achieve lower NOx and soot emissions compared to conventional diesel engines [4]. The focus of this paper is the diesel ignited gas engine. This type of engine is operated by burning a premixed natural gas/air mixture ignited with a small amount of directly injected diesel fuel. This concept has several disadvantages, which are discussed in [5]. Nevertheless, dual-fuel engines are the subject of active research, and establishing an effective design process for dual-fuel engines and its fuel injection equipment represents a key priority.



By leveraging advanced simulation technologies, the cost and time required for the development of dual-fuel IC engine and its fuel injection equipment can be significantly reduced. In particular, 3D computational fluid dynamics (CFD) simulation tools have long been utilized for the design of IC engines due to their potential to offer accurate predictions of the combustion process with a reduced number of prototypes in the development and test phases. Nevertheless, the combustion process involves strong coupling between chemistry, transport and fluid dynamics [6]. Hence, simulating turbulent combustion is, to date, a challenging task. In addition, the dual-fuel engine combines the characteristics of both the compression and spark ignition engine operational modes. Hence, all combustion regimes (i.e., autoignition, diffusion combustion and premixed flame front propagation) have to be modelled simultaneously [7]. Furthermore, the introduction of gaseous fuel in the combustion chamber strongly modifies mixture formation and the combustion properties of the pilot diesel spray, which is utilized as an ignition agent [8]. The work of several authors, both experimental [9,10] and numerical [4,7] has shown that the ignition delay time of pilot diesel fuel strongly depends on the fuel mixture fraction of natural gas and diesel. These challenges strongly rely on the chemical kinetics of the gaseous fuel–air mixture, which, in turn, varies based on the type and concentration of used gaseous fuel, as well as the quantity of the employed pilot fuel. Thus, numerical modeling of dual-fuel combustion is a complex task. The process can be accurately depicted by utilizing detailed chemical reaction schemes that involve necessary reactions to the estimated consumption rates of both fuels. A detailed understanding of chemistry is essential for the correct prediction of the ignition, stabilization or extinction of reaction zones, as well as for understanding the formation of harmful pollutants. Since detailed chemical mechanisms can involve thousands of chemical species and elementary reactions, a direct resolution of the combustion process’s chemistry requires significant computational power. For the numerical simulation of industrial interest, this computational cost is not affordable. This has led to the development of reduced chemical kinetic mechanisms and combustion models capable of providing faster results. In the work of several authors [11,12], reduced chemical kinetic mechanisms for CFD simulation of natural gas/diesel dual-fuel engines have been developed. However, even with the reduced chemistry, simulation of the combustion process in IC engines of industrial interest is limited to the Reynolds-averaged Navier–Stokes (RANS) turbulence modeling framework due to the long computational time [4]. On the other hand, combustion models can provide valuable results under significantly lower computational effort compared to the detailed chemistry simulation. A successful framework for the simulation of the dual-fuel combustion process based upon the three-zone extended coherent flame model is presented in [4,13]. Nevertheless, simplified combustion models sacrifice some level of accuracy to achieve computational efficiency. Indeed, to gain a deeper understanding of the dual-fuel combustion process, including pollutant emissions and flame characteristics, under various operating conditions, detailed chemical kinetics should be employed. With the aim of combining detailed chemical kinetics with computational efficiency, in this study, the tabulated chemistry combustion modeling approach has been employed to predict the combustion process in a large, single-cylinder, dual-fuel IC engine. More specifically, the focus of this paper is the flamelet-generated manifold (FGM) tabulated chemistry approach. The FGM combustion model makes use of the lookup tables generated using the chemical kinetics mechanism with any degree of detail. The pre-tabulation approach ensures affordable computational times without loss of accuracy due to combustion modeling. Thus, the FGM model is ideally suited for 3D CFD simulation of IC engines. The model has proven its capability to predict the combustion process in both diesel [14,15] and gasoline [16] IC engines. To adequately capture turbulence chemistry interactions (TCI), the model relies on a priori assumptions regarding the occurring combustion regime, either premixed or non-premixed. As already stated, dual-fuel combustion involves the combination of combustion regimes. However, simultaneous consideration of the premixed and non-premixed combustion regimes in the same lookup table would significantly increase computational efforts with respect to the memory and table generation time demands. Therefore, the work presented here makes use of two lookup tables (one for the premixed and one for the non-premixed regime) and interpolates the solution from the tables based on the value of the combustion regime indicator calculated during CFD simulation. The methodology for handling multiple fuels within the FGM tabulated chemistry approach is described in detail in Section 2.2.



In addition, resolving the entire range of spatial and temporal scales that characterize turbulent flames in realistic geometries is not computationally tractable even with state-of-the-art computing resources. Consequently, a common practice for turbulent simulation of industrial interest is to adopt the RANS turbulence modeling approach. However, RANS models are single-point closures, relying on the assumption of self-similarity of the turbulence spectrum [17]. This assumption suggests that the complete turbulence spectrum can be defined by a single characteristic turbulent length scale. Hence, the physics of the flow dominated by the organized, large-scale coherent structures cannot be captured satisfactorily [18]. On the other hand, large eddy simulation (LES) can offer a significant advantage over RANS modeling approaches, such as studying cycle-to-cycle variations, which provide more design sensitivity for investigating geometrical and operational changes and produce more detailed results [19]. Nevertheless, the penalty for the increased range of resolved flow structures is the substantial increase in computational demand. Therefore, the work presented here aims to employ a hybrid RANS/LES modeling approach to combine the benefits of a computationally affordable RANS approach and high-fidelity and detailed LES approach for practical engineering applications. An emerging hybrid turbulence modeling approach that has demonstrated its potential in recent years is the partially averaged Navier–Stokes (PANS) method. PANS is designed to capture essential, large-scale fluctuations while modeling the remaining flow scales. As a result, it offers enhanced outcomes compared to the RANS method, while demanding significantly less computational resources than LES calculations. The successful implementation of the PANS technique has been demonstrated across a wide range of applications (see [17,20,21,22]). Various PANS variants have been developed to date; for this study, a PANS model based on the   k − ζ − f   model proposed by Basara et al. [23] is coupled with the FGM tabulated chemistry combustion model.



The aim of this study is to propose a cost-effective 3D CFD simulation workflow for predicting a dual-fuel combustion process suitable for everyday industrial use. The proposed simulation workflow enables the consideration of detailed chemistry effects during dual-fuel combustion and provides more insight into the turbulent combustion process due to resolving the portion of flow fluctuations. Potential benefits of the proposed FGM methodology for dual-fuel combustion based on two lookup tables have been tested on a wide range of chemical mechanisms with different levels of detail. Additionally, the FGM PANS 3D CFD simulation workflow for numerical simulation of dual-fuel combustion has been validated against available experimental data from a single-cylinder, large diesel ignited gas engine.




2. Mathematical Model


The subsequent subsections will provide a comprehensive overview of the numerical models relevant to this study. Firstly, description of the PANS   k − ζ − f   model is given. Secondly, the concept of tabulated chemistry modeling approach and derivation of the methodology for dual-fuel applications is elaborated. Finally, the last subsection provides an analysis of the feasibility of the dual-table approach in comparison to the single-table approach, focusing on aspects such as table generation time and memory size.



2.1. Partially Averaged Navier–Stokes Turbulence Model


The focus of this work is the partially averaged Navier–Stokes (PANS) turbulence model. The PANS model (see references [24,25]) is a bridging scale resolving method that provides a more affordable solution than LES while being more accurate than RANS [23]. The PANS model is based on a so-called “partial averaging concept”, in which only a part of the fluctuating scales is filtered. Hence, the instantaneous velocity (   V i  )   and pressure fields ( p ) are decomposed into partially filtered components (   U i    and  P ) and unresolved components (   u i    and   p ′  ) as follows:


   V i  =  U i  +  u i    ;         p = P +  p ′  .  



(1)







The three-dimensional, unsteady Navier–Stokes equation for the partially averaged velocity evolves to


    ∂  U i    ∂ t   +  U j    ∂  U i    ∂  x j    +   ∂ τ    V i  ,  V j      ∂  x j    = −  1 ρ    ∂ P   ∂  x i    + ν    ∂ 2   U i    ∂  x j  ∂  x j    .  



(2)







To close the system of partially averaged Navier Stokes equations, a closure for sub-scale stress   τ    V i  ,  V j      is needed. The closure model has to consider the influence of unresolved motion on the resolved flow field. As proposed by [24], the closure is obtained by utilizing the Boussinesq approximation as follows:


  τ    V i  ,  V j    = −  ν u      ∂  U i    ∂  x j    +   ∂  U j    ∂  x i      +  2 3   k u   δ  i j   ,  



(3)




where the eddy viscosity of unresolved scales is defined as


   ν u  =  C μ     k u 2     ε u    .  



(4)







Two additional equations have to be solved to formulate the PANS eddy viscosity, namely the unresolved turbulent kinetic energy    k u    and its dissipation rate    ε u   . The PANS variant employed in this work is based on the four equations   k − ζ − f   RANS turbulence model, which solves an additional equation for the velocity scale ratio (see reference [26]). The RANS   k − ζ − f   model is chosen as a starting point for the development of the PANS model due to its high-fidelity near-wall behavior in complex flows. The model development and its advantages are described in detail in [27]; here, equations for the unresolved turbulent kinetic energy, unresolved eddy dissipation and wall-normal unresolved velocity scale ratio are shown in their final form:


    ∂  k u    ∂ t   +  U j    ∂  k u    ∂  x j    =    P u  −  ε u    +  ∂  ∂  x j        ν +    ν r     σ k        ∂  k u    ∂  x j      ,  



(5)






    ∂  ε u    ∂ t   +  U j    ∂  ε u    ∂  x j    =  C  ε 1    P u     ε u     k u    −  C  ε 2  *     ε u 2     k u    +  ∂  ∂  x j        ν +    ν r     σ ε        ∂  ε u    ∂  x j      ,  



(6)






    ∂  ζ u    ∂ t   +  U j    ∂  ζ u    ∂  x j    =  f u  −    ζ u     k u     P u  +    ζ u     k u     ε u    1 −  f k    +  ∂  ∂  x j         ν r     σ ζ      ∂  ζ u    ∂  x j      ,  



(7)




where    ν r    is viscosity of the resolved fluctuations and    C  ε 2  *  =  C  ε 1   +    f k     f ε       C  ε 2   −  C  ε 1     .   In the formulation of the above equations, two new parameters have been introduced, namely the ratio of unresolved to total turbulent kinetic energy    f k    and the ratio of unresolved to total eddy dissipation    f ε   . These parameters define the level of physical resolution. Values of the resolution parameters vary between unity and zero. When the resolution parameters equal unity, the resulting calculation is RANS. As the value of the resolution parameters decreases, more of the fluctuating motion is resolved. In the limit in which    f k    and    f ε    equal zero, a direct numerical simulation is performed. In this study,    f ε  = 1  , implying that    ε u  = ε   and that the employed numerical mesh supports the cutoff in the inertial scales range. For a grid-cell size  Δ , the    f k    parameter is defined according to [23] as follows:


   f k  ≥  1     C μ           Δ Λ       2 3    >    k u     k  t o t     .  



(8)







This specification enables a dynamic update of the    f k    parameter in every cell at the end of every time step depending on the flow conditions and mesh resolution. To calculate the integral length scale  Λ  required in Equation (8), the total turbulent kinetic energy has to be determined. This can be calculated only after the resolved turbulent kinetic energy is obtained using the following equation:


   k r  =  1 2       U i  −   U ¯  i     2  .  



(9)







This is not a practical solution since it involves expensive averaging of the resolved field. Therefore, Basara [23] further improved this model by solving an additional transport equation for resolved turbulent kinetic energy, called the scale supplying variable (SSV), which is written as follows:


    ∂  k  s s v     ∂ t   +  U j    ∂  k  s s v     ∂  x j    =   1 −  f k      P − ε   +  ∂  ∂  x j        ν +    ν u     σ  k u         ∂  k  s s v     ∂  x j       



(10)







With a desire to establish an accurate and, for today’s industry, affordable 3D CFD simulation workflow to calculate the dual-fuel combustion process, in this work, the PANS   k − ζ − f   model is coupled with the FGM combustion model, which has been extended for dual-fuel application.




2.2. Flamelet-Generated Manifold Combustion Model


The computational power required to perform numerical simulation of the combustion process with detailed chemistry often surpasses practical limits, particularly within an industrial environment. This is attributed to complex chemical mechanisms involving thousands of chemical species and reactions. Furthermore, a wide variety of time and length scales present in the simulation of the combustion process, particularly for turbulent flames [28], lead to a stiff system of equations that increase the computational complexity. Despite many challenges, consideration of detailed chemical kinetics is essential to obtain high-fidelity predictions of the combustion process for specific industrial applications, such as IC engines. Flamelet-based chemical reduction techniques show great potential in achieving both efficient and high-fidelity predictions of the combustion process. A model that has proven to be a powerful tool for IC engine simulation over the years, in both regimes, premixed [16] and non-premixed [14,15], is the flamelet-generated manifold (FGM) combustion model. The FGM model is a combination of the flamelet and manifold modeling approaches. A recent review of the model can be found in [29]. The model assumes that a turbulent flame is an ensemble of one-dimensional flamelets. The flamelets are pre-computed considering diffusion and convection effects, and the relevant data are stored in a lookup table as a function of control variables. During the numerical simulation, the transport equations are solved for these control variables together with fluid flow and state equations, while the thermochemical parameters are interpolated from the lookup table [30]. Through this preprocessing approach of combustion chemistry, the computational time is significantly reduced. Furthermore, due to the decoupled treatment of the chemistry and fluid dynamics calculations, the chemical mechanism, at any level of detail, can be utilized.



In this study, the FGM lookup tables are generated using AVL TABKINTM table generation tool; see [31]. The FGM combustion model is based on a progress variable/mixture fraction approach. The progress variable is a scalar that varies between zero in fresh gas and unity in the burnt gas, subsequently representing progress in combustion reactions. Mixture fraction is a scalar that defines the mixing process in turbulent combustion. It is zero in the oxidizer and unity in the fuel. The mean general transport equation for the control variables can be described as follows:


    ∂  ρ ¯   ϕ ˜    ∂ t   +   ∂  ρ ¯    u ˜  i   ϕ ˜    ∂  x i    =  ∂  ∂  x i       ρ ¯    D +  D T      ∂  ϕ ˜    ∂  x i      +      ω ϕ   ˙   ¯   



(11)




where  ϕ  represents either the progress variable or mixture fraction.   D   and    D T    are the laminar and turbulent diffusion coefficients of the fuel species. The subgrid coupling between turbulence and chemistry is based on a presumed probability density function (PDF) approach, applied to all control variables. More specifically, the lookup variables are averaged over the corresponding  β -shape PDF as follows, assuming that the control variables are statistically independent:


   ∅  T C I      y 1  , … ,  y r  ,   y ˜  1  , … ,   y ˜  r  ,  y 1  ″   , … ,  y r  ″     = ∫  ∅  l a m      y 1  , … ,  y r      ∏   i = 1  r   P  β , i       y ˜  i  ,  y i  ″     d  y i   



(12)




where    P  β , i     is the  β -shaped presumed probability of the i-th control variable, as a function of its mean and its variance values. In this study, to consider the effects of sub-grid scales on the thermochemical state in the composition space, the statistical distribution of progress variable and mixture fraction is considered. The mean general transport equation for mixture fraction and progress variable variances is defined as follows:


    ∂  ρ ¯    ϕ ˜   v a r     ∂ t   +   ∂  ρ ¯    u ˜  i    ϕ ˜   v a r     ∂  x i    =  ∂  ∂  x i       ρ ¯    D +  D T      ∂   ϕ ˜   v a r     ∂  x i      + 2  ρ ¯   D T        ∂   ϕ ˜   v a r     ∂  x i       2  −  ρ ¯    χ ˜  ϕ   



(13)




    χ ˜  ∅    is a scalar dissipation rate defined by the following equation:


    χ ˜  ϕ  = 2  ε k    ϕ ˜   v a r    



(14)




where, in the case of PANS simulation, k and  ε  are the unresolved turbulent kinetic energy and unresolved eddy dissipation rate. Commonly, in the premixed case, averaging is performed over the progress variable, and in the case of non-premixed application, it is performed over mixture fraction. Dual-fuel engines feature both premixed and non-premixed combustion regimes. Thus, in a dual-fuel configuration, the statistical distribution of both the progress variable and mixture fraction should be considered for accurate prediction of the species concentration and distribution. Additionally, the thermochemical effects of the second fuel have to be included in the lookup table. For that purpose, an additional dimension in terms of the fuel ratio or second mixture fraction is implemented to uniquely define the local dual-fuel composition. This scalar is defined as follows:


  F u e l   r a t i o ≔      Z  F 1      Z  F 1   +  Z  F 2      



(15)




where    Z  F 1     and    Z  F 2     are the mixture fractions of premixed and non-premixed fuel, respectively.



The simultaneous consideration of premixed and non-premixed regimes in the single lookup table results in a substantial increase in the table size and the time required for table generation. Hence, the approach outlined in this work utilizes a dual-table configuration, with each table accounting for one combustion regime. To identify the dominant combustion regime during the runtime, a scalar called the combustion regime indicator has been defined as follows:


  C R ≔    χ  P V      χ  P V   +  χ Z     



(16)




where    χ  P V     and    χ Z    are progress variable and mixture fraction dissipation rates. The combustion regime indicator is calculated during CDF simulation and, based on its value, the reactor solution is interpolated between two tables. In the premixed combustion regime, the combustion regime indicator holds a value of unity, while within the non-premixed regime, it is set at zero. Intermediate values indicate a partially premixed regime. In Figure 1, a schematic of the proposed approach is shown.



In the following section, the feasibility of the proposed methodology is assessed in terms of memory and time requirements for table generation and solution interpolation, compared to a single-table approach that includes both regimes. Subsequently, the dual-table FGM combustion model is coupled with the PANS turbulence model to calculate the dual-fuel combustion process. The results are shown and discussed in Section 4.




2.3. FGM Dual-Table Approach Assessment


To test the feasibility of the proposed dual-table approach, chemical mechanisms with different levels of complexity were used to generate FGM lookup tables. The employed chemical mechanisms are summarized in Table 1.



For each mechanism, three tables are generated: one focusing solely on the premixed regime, another dedicated solely to the non-premixed regime, and a third accounting for both the premixed and non-premixed regimes. The AVL TABKINTM FGM combustion model has an additional available feature, namely the second progress variable, which transports slow chemistry processes such as nitrogen oxidation. Nevertheless, not every utilized chemical mechanism incorporates nitrogen reactions. As a result, the discretization of the tables varies based on whether or not the mechanism incorporates NOx reactions. The chemical mechanisms that account for NOx reactions are NC12, TUW and TUG, and for these mechanisms, the second progress variable has been adopted. The discretization of the lookup tables is given in Table 2. The pressure is discretized between 1 bar and 130 bar, and the temperatures are selected in the interval from 300 K to 2000 K. It should be noted that, regardless of the number of chemical species included in the chemical mechanism, the size of the resulting lookup table remains the same when using the same number of discretization points. Nevertheless, the computational runtime required to generate the table increases as the number of species included in the mechanism increases. The tables were generated utilizing 20 compute nodes, each with two Intel® Xeon® Gold 6154 3.00 GHz processors containing 18 cores. In Table 3, a runtime comparison for tables generated without considering the second progress variable for different approaches to address turbulence chemistry interaction is shown. It is important to acknowledge that the last column of the table represents the cumulative generation time from two separate tables, each addressing the turbulent chemistry interaction solely over the progress variable or mixture fraction. Nevertheless, when sufficient computational power is available, these tables can be executed concurrently. In this scenario, the overall runtime aligns with the duration of the table that required more time for generation. The same comparison is made for the tables generated from the chemical mechanism that account for NOx reaction and, therefore, the second progress variable is implemented. This comparison is given in Table 4.



As evident from the shown cases, the simultaneous incorporation of the progress variable and mixture fraction variances within the same table necessitates a longer generation time, in contrast to the approach involving the creation of two distinct tables and subsequent interpolation of reactor solutions from them. Moreover, the time required to generate a single table encompassing both progress variable and mixture fraction variances is greater than the time needed to generate two separate tables, each addressing a single variance in sequence. This disparity would be even more pronounced if the number of discretization points was increased.



Furthermore, when both the progress variable and mixture fraction variances are simultaneously accounted for, the resulting table size is approximately five times larger than the memory requirement for two separate tables. This observation holds true for scenarios both with and without the inclusion of the second progress variable. The sizes of the resulting tables are illustrated in Table 5.



This test has been conducted to underline the necessity for an innovative methodology within the FGM combustion model that efficiently considers turbulence–chemistry interactions across both the progress variable and mixture fraction. The primary objective of this investigation is to introduce an efficient numerical simulation workflow tailored for the advancement and design of dual-fuel IC engines applicable in routine industrial operations. For that purpose, a dual-table FGM combustion modeling approach has been coupled with a PANS   k − ζ − f   turbulence model. The ensuing performance of this methodology is subsequently validated against accessible experimental data pertaining to the combustion process in dual-fuel internal combustion engines. Detailed results and discussions are presented in Section 4.





3. Validation of the Proposed Numerical Methodology


In this section, the validation of the proposed numerical methodology for simulating dual-fuel combustion processes, as previously discussed, is elaborated. First, the experimental setup is introduced followed by an elaboration on the chosen validation cases. Finally, the numerical setup is explained.



3.1. Experimental Setup


To validate the proposed numerical methodology, experimental data obtained from the Large Engine Competence Center in Graz were used. A large, high-speed, single-cylinder research engine was used in the experimental campaign to obtain data on the dual-fuel combustion process. The main engine specifications are given in Table 6. The focus of this investigation is a so-called diesel ignited gas engine. The concept employs a lean, homogeneous mixture of air and natural gas, introduced into the combustion chamber via port injection or central mixture formation. Subsequently, a small quantity of diesel fuel, serving as an ignition source, is injected into the combustion chamber. This initiates the combustion of the surrounding mixture, which means that the autoignition of the diesel fuel is followed by premixed combustion of the background mixture [4]. The diesel fuel was injected with a four-hole injector nozzle with a common rail system [7].



In the context of this study, three distinct representative operating conditions have been chosen, each differing in the injection timing of the pilot diesel fuel. The injection timing was adjusted by −10° CA and +10° CA relative to the nominal operating point. The work of Redtenbacher et al. [5] has revealed that varying the injection timing, even at modest diesel fractions such as 1%, can result in significant variations in combustion characteristics. As such, the chosen operating points offer a robust foundation for investigating the dual-fuel combustion process. A summary of parameters for the selected operating conditions is provided in Table 7.




3.2. Numerical Setup


All 3D-CFD simulations were conducted using the commercial 3D-CFD code AVL FIRETM. The code employs a fully conservative finite volume approach, based on the integral form of the general conservation law applied to unstructured moving grids composed of arbitrary polyhedral elements. Dependent variables are evaluated at the center of each control volume. To accommodate an arbitrary number of cell faces, cell-face-based connectivity and interpolation techniques for gradients and face values are introduced. A second-order midpoint rule is used for integral approximation and second-order linear approximation is used for any value at the call face. Integral approximation rests on a second-order midpoint rule, while a second-order linear approximation is applied for values at cell faces. After employing special interpolation practices, a diffusion term is incorporated into the surface integral source. Various differencing schemes are employed for solving convection. For turbulence and energy transport equations, a first-order upwind differencing scheme is employed, while the continuity equation is discretized by a central differencing scheme. The momentum equation is discretized using the MINMOD relaxed scheme. The time derivatives are discretized employing the first-order Euler implicit scheme. The overall solution is iterative, and it is based on the Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm [36]. The PANS model is used in conjunction with hybrid wall treatment [37], a method that combines integration up to the wall with the wall functions, enabling well-defined boundary conditions regardless of the position of the wall adjacent numerical node.



The computational mesh is generated for only one-fourth of the cylinder since the diesel injector has four symmetrically arranged nozzle holes. Only a high-pressure phase was simulated. The computational domain is shown in Figure 2. The employed computational mesh is chosen based on the mesh dependency study conducted in [22]. The mesh consists of hexahedral elements with the number of cells in the mesh being 389,125 and 2,314,750 at the top dead center and bottom dead center, respectively. A moving, constant temperature wall boundary condition is applied to the piston surface, while the constant temperature condition is prescribed for the cylinder head selection. A periodic boundary condition was applied to both sides of the domain since the cylinder geometry was assumed to be symmetric around the cylinder axis. The initial conditions are defined according to experimental data given in Table 6 and Table 7.



Injection Modeling


Accurate modeling of the diesel injection process is important in order to understand the spray formation, its interaction with surrounding air in the cylinder and the location where diesel will ignite, and to achieve more efficient and complete combustion followed by lower pollutant emissions [22]. The most common method for numerical modeling of the spray process for engineering calculations is based on the Discrete Droplet Model (DDM), where the liquid phase is described by Lagrangian particles, while the gas phase is modeled in the Eulerian framework [38]. Despite several shortcomings, this method has demonstrated its efficiency and sufficient accuracy in predicting spray dynamics in the industrial development process. Therefore, in this study, DDM has been coupled with the dual-table FGM combustion model and the PANS   k − ζ − f   turbulence model to simulate the dual-fuel combustion process. Eder et al. [4,7] optimized and calibrated the spray model parameters based on the optical measurements of injection sprays in an inert atmosphere. Under dual-fuel operation, the needle primarily functions in a ballistic mode, which results in a relatively low initial velocity. To tackle this challenge, Eder et al. [7] introduced a non-constant nozzle hole diameter that mirrors the shape of the rate of injection, as illustrated in Figure 3. Furthermore, the nozzle diameter is adjusted to prevent velocities from surpassing the maximum achievable limit. These adaptations enabled the consideration of the ballistic region of the needle lift. The initial velocity from the 3D-CFD simulation is depicted in Figure 4. A set of spray sub-models has been employed to account for primary and secondary break-up processes, evaporation, wall interaction and turbulent dispersion. These sub-models include the WAVE break-up model, the Dukowicz evaporation model, and the Walljet wall interaction model; see [39]. Resolving the impact of turbulence on spray particles is infeasible; thus, it is addressed through the implementation of a turbulent dispersion model. In the case of the PANS simulation, the turbulent dispersion model considers the interaction between resolved flow scales and the spray droplets.






4. Results and Discussion


In order to highlight the advantages of the FGM combustion modeling approach in terms of computational efficiency, comparisons were made between FGM simulations and detailed chemistry simulations employing a detailed diesel surrogate chemical kinetics mechanism developed by the Lawrence Livermore National Laboratory (LLNL). This mechanism describes the oxidation of an n-dodecane/m-xylene mixture and incorporates 2885 species and 11,754 elementary reactions [35]. The numerical results are validated against experimental in-cylinder pressure traces and the rate of heat release curves for three engine operating points.



As a first step, in Figure 5, a comparison is made between the temperature curves obtained from a 0D calculation using the LLNL chemical mechanism and those from a 3D CFD simulation employing the FGM dual-table combustion modeling approach, utilizing tables generated from the same chemical mechanism. The CFD simulation utilized a straightforward cubic domain comprising 50 hexahedral cells. The results reveal that the ignition delay time from the CFD simulation closely aligns with the ignition delay time determined through the 0D calculation. This congruence suggests that the accuracy of predicting the ignition delay time is maintained even in the presence of chemistry tabulation.



Figure 6 illustrates the results of the 0D perfectly stirred reactor (PSR) simulation using the LLNL chemical kinetics mechanism. The simulations were conducted for a fuel ratio of zero, representing pure diesel, and a fuel ratio of 0.8, corresponding to a dual-fuel mixture with 80% methane content. The conditions for both cases were a temperature of 850 K and a pressure of 55 bar. The progress variable source term is mapped onto a predefined progress variable and mixture fraction grid.



The results indicate that the distribution of the progress variable source is similar for both cases, but the peak values attained for the dual-fuel mixture are lower. Additionally, in both cases, the progress variable source term has its maximum at the stoichiometric mixture fraction. As previously mentioned, the presence of premixed gaseous fuel alters the mixture formation and, consequently, the combustion characteristics of the pilot diesel fuel. Specifically, in this case, methane significantly extends the ignition delay time of diesel fuel. This phenomenon is well-known, having been confirmed both experimentally and numerically. This behavior is further evident in Figure 7, which depicts the progress variable source plotted against the fuel ratio. As the methane content increases in the dual-fuel mixture, the progress variable source term decreases and consequently prolongs the ignition delay time. To provide an accurate description of the autoignition of the dual-fuel mixture, it is crucial to represent both fuels—methane and diesel—in the reaction chemistry. It is evident that the thermochemical effects of the second fuel are at the very least qualitatively correctly captured within the FGM lookup tables.



In addition, Figure 8 and Figure 9 visualize the output of 0D PSR simulations for a table boundary temperature of 1250 K for the pure diesel case and dual-fuel configuration with an 80% methane content. In these figures, the CO2 and soot mass fraction are mapped on a predefined progress variable and mixture fraction grid, respectively. The results demonstrate an already proven trend [40]: the introduction of gaseous fuel leads to a reduction in both CO2 and soot mass fractions. Notably, the peak values occur at a mixture fraction approximately corresponding to the stoichiometric mixture value. Over the years, there has been significant research into the nature and extent of exhaust emissions from dual-fuel engines. Dual-fuel-type compression ignition engines, fueled with various gaseous fuel resources, produce less exhaust emissions than conventional diesel engines without any substantial operating and capital costs [40]. The tabulated chemistry approach has demonstrated its ability to preserve the inherent characteristics of species formation from the chemical kinetics mechanism.



In Figure 10, Figure 11 and Figure 12, the in-cylinder pressure traces and rate of heat release curves are presented, which were obtained from 3D CFD simulations, utilizing the FGM combustion model and employing distinct approaches to consider turbulence chemistry interactions. The results are validated against experimental results from the single-cylinder, dual-fuel research engine described in Section 3. The same trend is consistently observed across all three engine operating points. When only the progress variable variance is taken into consideration, the combustion process starts too early, and the peak from the premixed combustion and peak pressure values are overpredicted. On the other hand, when only mixture fraction variance is considered, all of the values are significantly underpredicted, resulting in incomplete fuel combustion. Simulations where the reactor solution is interpolated from both tables align well with experimental data in terms of peak values and the onset of combustion. This concordance indicates that, for an accurate depiction of the dual-fuel combustion process, it is essential to account for both premixed and non-premixed combustion regimes. Furthermore, the presented results indicate that the dual-table FGM combustion modeling approach, which accounts for different combustion regimes through PDF averaging of control variables, holds potential for accurately predicting the dual-fuel combustion process. This approach also demonstrates the advantage of lower computational costs in comparison to the single-table approach that attempts to simultaneously consider both regimes.



As stated previously, the principal aim of this study is to propose an optimal numerical simulation workflow for designing dual-fuel IC engines and their associated injection systems, tailored for everyday industrial applications. Therefore, the dual-table FGM combustion modeling approach has been coupled with the PANS   k − ζ − f   turbulence model. The work presented in [22] has already demonstrated the potential of the PANS   k − ζ − f   turbulence model to accurately predict the dual-fuel combustion process with reduced computational demands, as compared to the approach in which the LES turbulence modeling approach is employed. Moreover, the same study highlighted the PANS   k − ζ − f   model’s capability to predict cycle-to-cycle variations. Following this, a similar study has been performed in this work. For the late injection engine operating point, the dual-fuel combustion process is simulated using three distinct turbulence modeling approaches coupled with the dual-table FGM combustion model: the RANS   k − ζ − f   model, PANS   k − ζ − f   model, and the LES-with-subgrid model based on the coherent structure function as developed by Kobayashi [41,42]. Figure 13 shows the comparison of temperature and velocity fields as obtained with these different turbulence modeling methods, all on the same computational mesh. Observing the results, it becomes evident that RANS simulation results are very smooth, with no visible fluctuations or small-scale structures. In contrast, PANS results show more pronounced wrinkle-like patterns due to resolving the portion of the turbulent flow scales. When comparing the PANS results and LES results on the same mesh, it becomes apparent that PANS yields an equivalent level of detail in terms of resolving a portion of fluctuating flow scales. However, a noteworthy distinction arises: the PANS simulation shows more accurate prediction than the LES simulation in the near-wall region. This can be attributed to the fact that the PANS model can be effectively coupled with the universal wall approach, which combines the integration up to the wall with the wall functions. In contrast, for wall-resolved LES calculation, a very fine numerical grid is needed, and most industrial computations cannot meet this stringent requirement [27]. Based on the results, it can be concluded that the employed numerical mesh resolution is inadequate to accurately capture the involved physical phenomena with the LES CSM model.



Figure 14 illustrates the PANS model’s resolution parameter along with the total, resolved or SSV turbulence, as well as the unresolved turbulent kinetic energy. Notably, the highest value of the resolution parameter is found near the nozzle exit, signifying that this portion of the flow remains beyond the resolution capability of the employed mesh. Furthermore, it is worth mentioning that the resolution parameter values are notably below unity in the central part of the cylinder and equal to unity near the wall. Consequently, within regions where the resolution parameter equals unity, the PANS model transitions to its RANS parent model, leading to a completely modeling turbulent flow. This ensures an adequate description of in-cylinder processes, even in the cases where the mesh resolution is insufficient for resolved simulation in those areas. Correspondingly, the maximum unresolved turbulent kinetic energy is situated in regions where the resolution parameter exhibits higher values. In contrast, the maximum resolved energy is found in areas where the resolution parameter has lower values. The total turbulent kinetic energy is obtained by summing the resolved and unresolved turbulent kinetic energy components.



Finally, the following instantaneous pictures in Figure 15 illustrate the relationship between the combustion regime indicator and the mass fraction of evaporated pilot fuel, as obtained using a dual-table FGM PANS simulation approach. Evidently, this demonstrates that the implemented combustion regime indicator is capable of distinguishing the premixed, non-premixed, and partially premixed regions within the domain. It is worth noting that this scalar accounts solely for the gaseous phase of the mixture fraction, transitioning to the partially premixed regime only when the spray starts to evaporate.



Up to this point, the dual-table FGM combustion modeling approach has effectively demonstrated its capacity to accurately capture the thermochemical impacts of the chemical kinetics mechanism. Notably, the dual-table approach has proven to be computationally less demanding compared to the single-table approach. Moreover, the PANS turbulence model has exhibited its potential to yield a more detailed solution compared to RANS, on coarser meshes that are typically not sufficient for LES requirements. Hence, this simulation workflow has been employed to simulate another important aspect of the IC engine, namely cycle-to-cycle variations. In order to perform this numerical study on cyclic variations, initial and boundary conditions were perturbed based on the work of [43,44,45]. This test is mainly performed to investigate the feasibility of the dual-table FGM PANS modeling approach to predict cycle-to-cycle variations compared to detailed chemistry simulation in terms of the computational cost and accuracy. In this study, thirty individual cycles were simulated in parallel on 90-degree sector mesh utilizing 60 CPUs. The outcome of this study is shown in Figure 16. It is evident from the presented results that numerically obtained pressure traces lie in the range of the experimentally measured minimum and maximum in-cylinder pressure. It is evident from Figure 17 that the numerically obtained pressure trace and rate of heat release averaged over 30 cycles are in good agreement with the average pressure trace and rate of heat release from the measurement. In the same figure, a pressure trace and rate of heat release as obtained using detailed chemistry simulation coupled with a PANS turbulence model are shown. Detailed chemistry simulation is performed utilizing the same chemical kinetics mechanism, namely the previously mentioned LLNL, on the same numerical mesh utilizing 60 CPUs. The solver turnaround time for one high-pressure phase combustion cycle on 90-degree sector mesh for detailed chemistry simulation is 77 days. Performing the multicycle simulation utilizing a detailed chemistry approach was unfeasible; therefore, the required computational time can only be estimated. The computational time required for FGM and detailed chemistry simulation are compared in Table 8. The FGM tables have to be generated prior to the CFD simulation, and then the same table is used for every cycle. It is evident from the presented results that the FGM combustion modeling approach enables a substantial reduction in the computational time compared to detailed chemistry simulation.




5. Conclusions


The focus of the present study was to establish an optimal 3D CFD simulation workflow for the design of a diesel ignited gas internal combustion engine. For this purpose, a novel cost-effective methodology for handling multiple fuels within a flamelet-generated manifold tabulated chemistry combustion modeling approach was introduced. Accurate simulation of dual-fuel combustion processes requires modeling of both premixed and non-premixed combustion regimes. However, attempting to incorporate both regimes into a single FGM lookup table significantly increases the table size and generation time. In response, the approach proposed in this work adopts a dual-table configuration, with each table tailored to a specific combustion regime. The solution is then interpolated from these tables based on the combustion regime indicator, calculated during 3D CFD simulation. The validation of this methodology is performed utilizing six chemical kinetics mechanisms with different levels of detail. For each mechanism, three tables are generated: one focusing solely on the premixed regime, another focusing solely on the non-premixed regime, and a third considering both the premixed and non-premixed regimes. This strategy has been shown to optimize the computational efficiency while preserving precision in dual-fuel combustion representation. To establish a cost-effective and more detailed 3D CFD simulation workflow, the dual-table FGM methodology is coupled with the partially averaged Navier–Stokes turbulence model. Employing the PANS model for turbulence, the unsteady flow features are captured more accurately compared to the conventional RANS modeling approach with fewer computational cells than required for LES. Finally, the proposed FGM PANS methodology demonstrated its potential to accurately predict the combustion process in a dual-fuel engine for three engine operating points with significantly lower computational requirements compared to detailed chemistry simulation.
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Abbreviations








	Symbols
	



	  D  
	Laminar diffusion coefficient of species i (m2/s)



	    D T    
	Turbulent diffusion coefficient of species i (m2/s)



	  f  
	Elliptic relaxation function



	    f k    
	Unresolved to total turbulent kinetic energy ratio (-)



	    f ε    
	Unresolved to total eddy dissipation ratio (-)



	  k  
	Turbulent kinetic energy (m2/s2)



	    k r    
	Resolved turbulent kinetic energy (m2/s2)



	    k u    
	Unresolved turbulent kinetic energy (m2/s2)



	    k  s s v     
	Scale supplying variable (m2/s2)



	    k  t o t     
	Total turbulent kinetic energy (m2/s2)



	  T  
	Temperature (K)



	t
	Time (s)



	  P  
	Partially filtered pressure component (Pa)



	  p  
	Instantaneous pressure field (Pa)



	   p ′   
	Unresolved pressure component (Pa)



	    U i    
	Partially filtered velocity component in the direction i (m/s)



	    u i    
	Unresolved velocity component in the direction i (m/s)



	    V i    
	Instantaneous velocity component in the direction i (m/s)



	    y i    
	Species mass fraction (-)



	    δ  i j     
	Kronecker delta



	  Δ  
	Mesh size (m)



	    ε u    
	Unresolved eddy dissipation rate (m2/s3)



	    ν u    
	Turbulent eddy viscosity (m2/s)



	  ρ  
	Density (kg/m3)



	  Λ  
	Integral length scale (m)



	  ζ  
	Velocity scale ratio (-)



	  τ  
	Viscous stress tensor (N/m2)



	  χ  
	Scale dissipation rate (-)



	Abbreviations
	



	3D-CFD
	Three-dimensional computational fluid dynamics



	CA
	Crank angle



	CCV
	Cycle-to-cycle variation



	DF
	Dual fuel



	DFICE
	Dual-fuel internal combustion engine



	DNS
	Direct numerical simulation



	FGM
	Flamelet-generated manifold



	ICE
	Internal combustion engine



	LEC
	Large engine competence center



	LES CSM
	Large eddy simulation coherent structure model



	PANS
	Partially averaged Navier–Stokes



	PDF
	Probability density function



	PSR
	Perfectly stirred reactor



	RANS
	Reynolds-averaged Navier–Stokes



	SSV
	Scale supplying variable



	TCI
	Turbulent chemistry interactions
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Figure 1. Schematic of the proposed dual-table approach. 
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Figure 2. Computational mesh used in simulation. 
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Figure 3. (a) Rate of injection curve and (b) modified nozzle hole diameter with non-constant value. 
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Figure 4. Injection velocity from 3D-CFD simulation. 
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Figure 5. Comparison of the ignition delay time obtained from 0D calculation and 3D CFD simulation with tabulated chemistry for p = 55 bar and T = 850 K. 
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Figure 6. Progress variable source term as a function of progress variable and mixture fraction, at p = 55 bar and T = 850 K for a fuel ratio of (a) 0 and (b) 0.8. 
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Figure 7. Progress variable source term as a function of the fuel ratio. 
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Figure 8. CO2 mass fraction as a function of the mixture fraction and progress variable at a temperature of 1250 K for a fuel ratio of (a) 0 and (b) 0.8. 
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Figure 9. Soot mass fraction as a function of the mixture fraction and progress variable at a temperature of 1250 K for a fuel ratio of (a) 0 and (b) 0.8. 
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Figure 10. Comparison of (a) in-cylinder pressure and (b) rate of heat release as obtained using FGM simulation with different turbulent chemistry interaction treatments for early injection engine operating point. 
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Figure 11. Comparison of (a) in-cylinder pressure and (b) rate of heat release as obtained using FGM simulations with different turbulent chemistry interaction treatments for middle injection engine operating point. 
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Figure 12. Comparison of (a) in-cylinder pressure and (b) rate of heat release as obtained using FGM simulations with different turbulent chemistry interaction treatments for late injection engine operating point. 
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Figure 13. Comparison of the temperature (left) and velocity (right) fields as obtained using 3D CFD simulations employing a RANS   k − ζ − f   turbulence model (upper row), PANS   k − ζ − f   turbulence model (middle row) and LES CSM turbulence model (lower row). 
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Figure 14. The PANS model resolution parameter (upper left), total turbulent kinetic energy (upper right), unresolved turbulent kinetic energy (lower left), and resolved turbulent kinetic energy (lower right). 
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Figure 15. Instantaneous distribution of combustion (a) regime indicator and (b) evaporated pilot fuel mixture fraction. 
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Figure 16. Cycle-to-cycle in-cylinder pressure variations as predicted by dual-table FGM PANS simulation methodology. 
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Figure 17. (a) Average pressure trace and (b) rate of heat release as obtained from dual-table FGM PANS simulation compared to one-cycle detailed chemistry simulation and measurement. 
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Table 1. Employed chemical mechanisms.
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	Mechanism
	Source
	No. of Species/Reactions





	NC7 V3
	Lawrence Livermore National Laboratory [32]
	654/2827



	NC12
	Lawrence Livermore National Laboratory [33]
	223/1285



	San Diego
	University of California at San Diego [34]
	69/301



	TUW
	Technical University of Vienna [12]
	75/344



	LLNL
	Lawrence Livermore National Laboratory [35]
	2885/11,754



	TUG
	Technical University of Graz [13]
	190/334










 





Table 2. Table discretization for the mechanisms without NOx reactions.






Table 2. Table discretization for the mechanisms without NOx reactions.





	Dimension
	No. of Discretization Points





	Pressure
	9



	Temperature
	17



	Mixture fraction
	56



	Progress variable
	110



	Second progress variable *
	110



	Fuel ratio
	6



	Mixture fraction PDF
	10



	Progress variable PDF
	12







* This dimension is only present in the tables generated from the mechanisms that consider NOx reactions.













 





Table 3. Runtime overview for tables generated without second progress variable.
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	TCI
	PV
	Z
	PV&Z
	Dual Table





	San Diego
	2 h 3 min
	1 h 36 min
	12 h 4 min
	3 h 39 min



	NC7 V3
	8 h 50 min
	8 h 27 min
	19 h 37 min
	17 h 17 min



	LLNL
	2 days 1 h 9 min
	2 days 49 min
	6 days 1 h 16 min
	4 days 1 h 58 min










 





Table 4. Runtime overview for tables with second progress variable.
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	TCI
	PV
	Z
	PV&Z
	Dual Table





	TUW
	2 h 28 min
	1 h 48 min
	21 h 15 min
	4 h 16 min



	NC12
	3 h 22 min
	2 h 44 min
	26 h 34 min
	6 h 6 min



	TUG
	3 h 24 min
	2 h 34 min
	29 h 27 min
	5 h 58 min










 





Table 5. Memory size (GB) of the lookup tables with different TCI approximations.
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	TCI
	PV
	Z
	PV&Z
	Dual Table





	No 2nd PV
	4.8
	3.9
	44
	8.7



	With 2nd PV
	12
	9.3
	109
	21.3










 





Table 6. SCE technical details [7].
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	Engine speed
	1500 rpm



	Stroke/Bore
	220/190 mm



	Connecting rod
	425 mm



	Compression ratio
	12:1



	Swirl/tumble
	0/0



	Displacement
	6.24 dm3



	Number of inlet/exhaust valves
	2/2



	Charge air
	Provided by an external compressor with up to 10 bar boost pressure



	Gas fuel supply
	External mixture formation via a venturi mixer



	Diesel fuel supply
	Common rail system with up to 1600 bar rail pressure










 





Table 7. Selected engine operating conditions.
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	Diesel fraction
	1.5%



	Global lambda
	1.7



	IMEP
	24 bar



	Intake charge temperature
	318 K



	Diesel injection timing
	Early, middle, late










 





Table 8. Computational time required for the multiple cycle simulation of dual-fuel combustion utilizing FGM and detailed chemistry simulation approach.
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	FGM
	Detailed Chemistry





	Table generation
	4 days 1 h 58 min
	/



	Solver per case
	23 h
	77 days



	Solver for 30 cycles
	28 days 45 min
	…
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