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Abstract: A detailed description of wake characteristics is essential for optimizing wind farm perfor-
mance. Compared with the wake of a stand-alone wind turbine, less attention has been paid to wind
turbine wakes in large wind farms. In this work, we investigate the vertical position of wakes for
wind turbines in large wind farms with different streamwise turbine spacings and ground roughness
lengths using large-eddy simulation with an actuator disk model. The simulation results reveal an
upward shift of the wake center (defined as the position with the maximum velocity deficit) for the
wind turbine deeply arrayed in the wind farm. Larger upward shifts of the wake center are observed
for wind turbines in further downstream rows and wind turbines installed on the ground with higher
roughness, for which the wake expands at a higher rate. It is conjectured that the upward shift of
the wake center is caused by the upward shift of the turbulence-dominated momentum entrainment
region and the constraint of ground on wake expansion. An analytical wake model incorporating
the upward-shifting wake center was developed. In the proposed model, different expansion rates
are employed for the lower and upper wake regions. The upward shift of the wake center is directly
taken into account using the large-eddy simulation results. The comparison with the large-eddy
simulation results demonstrates the importance of accounting for the upward shift of the wake center
in analytical wake models.

Keywords: wind turbine wake; wind farm; wake center; analytical wake model

1. Introduction

Wind turbine wakes affect both power generation across wind farms and fatigue loads
on turbine structures [1,2]. Accurately describing the spatial distribution of velocity deficits
in wind turbine wakes is important for mitigating their negative impacts. In this work, we
numerically characterize the vertical position of turbine wakes in large wind farms, analyze
the underlying mechanisms, and demonstrate the importance of accounting for vertical
wake position changes in analytical wake models.

The ground surface and atmospheric boundary layer inflow represent the two key
factors influencing the vertical distribution of wake statistics. The ground impedes wake
expansion toward the surface. The vertical variations in wind speed and turbulence
intensity of the inflow affect momentum entrainment from both the top region of the wake
and the region beneath the wake. As shown in wind tunnel experiments and numerical
simulations of a stand-alone wind turbine [3–5], the vertical distribution of streamwise
velocity deficit is symmetrical about hub height at near and intermediate wake locations
(e.g., 3D and 5D (D is rotor diameter)) while becoming asymmetrical at further wake
locations. Experiments by Chamorro and Porte-Agel [3] also showed that at far wake
locations, the region above hub height is wider than that below hub height. Regarding
turbulence intensity, it is higher around the top tip of the turbine compared to the bottom
tip at intermediate wake locations (e.g., 5D), with this difference becoming less pronounced
at further wake locations (e.g., 15D) [3,6].
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Analytical wake models are crucial for designing wind farm layouts and optimizing
wind farm controls [2,7]. Most analytical models [8–11] compute velocity deficit using
a single-wake expansion rate, assuming a symmetric vertical distribution about the hub
height without accounting for the influences from the atmospheric inflow or the ground.
In the pioneering work by Lissaman [12], approaches to account for the ground and
nonuniform inflow effects were suggested: (1) modeling the retarding effect of the ground
on wake expansion using an imaging technique; (2) assuming the streamwise deficit
distribution for the boundary layer inflow being identical to the uniform inflow; and
(3) employing distinct upper and lower wake expansion rates to account for the vertical
variation of turbulence intensity. Recent analytical wake models have employed approaches
similar to those suggested by Lissaman to account for the atmospheric inflow effects [13–15].

On wind farms, wake interference has often been modeled using superposition
rules [16–19], such as linear superposition of velocity deficits [12,20] or squares of ve-
locity deficits [21,22]. In addition to wake superposition, turbulence from upstream wakes
also influences the downwind wake development. Studies showed that wakes are wider for
a waked wind turbine compared with those facing undisturbed winds [23]. Moreover, an
upward shift in the wake center is observed for turbines deep within arrays in wind tunnel
experiments [24] and in the large-eddy simulation of a very long wind turbine wake [25].

However, the upward shifts in turbine wake centers have not been systematically
studied or incorporated into analytical models. Characterizing and modeling such upward
shifts is important for accurate computation of wind turbine power and structure load
as well as wake steering in the vertical direction using tilt control [26]. In this work, we
investigate the upward shift of the wake center for wind turbines in wind farms with
various streamwise wind turbine spacings and ground roughness lengths using large-eddy
simulation (LES) and test how the upward shift affects the prediction accuracy of analytical
wake models. The novelty of this work lies in the systematic examination of the upward
shift of the wake center in large wind farms and the development of an analytical wake
model to account for its effect on the vertical distribution of velocity deficit.

The rest of the paper is organized as follows. First, the employed LES method is
described in Section 2. Then, the case setup is given in Section 3. The analyses of the
simulation results and the test of analytical wake models are carried out in Section 4. Lastly,
the conclusions are drawn in Section 5.

2. Numerical Method

Simulations of wind turbine wakes are conducted using large-eddy simulation (LES)
utilizing an actuator disk model for wind turbine aerodynamics. The LES module of the
VFS-Wind code is employed [27,28], which has been systematically validated using wind
tunnel experiments and field measurements [6,29]. The governing equations are the filtered
incompressible Navier–Stokes equations:

∂ui
∂xi

= 0, (1)

∂ui
∂t

= −
∂uiuj

∂xj
− 1

ρ

∂p
∂xi

− 1
ρ

τij

∂xj
+

µ

ρ

∂2ui
∂xj∂xj

+ fi, (2)

where i, j = 1, 2, 3 represent tensor indices, ui the velocity components, µ the dynamic
viscosity, ρ the fluid density, p the pressure, and fi the body force from the actuator disk
model. In the above equation, τij represents the subgrid-scale (SGS) stress modeled using
the dynamic Smagorinsky model [30]:

τij −
1
3

τkkδij = −µtS̃ij, (3)
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where the eddy viscosity µt is computed via µt = Cs∆2|S̃|, where Cs represents the dynam-
ically computed Smagorinsky constant, ∆ is the filter width obtained from the box filter, S̃ij

is the strain-rate tensor, and |S̃| =
√

2S̃ijS̃ij denotes the magnitude of the strain-rate tensor.
We characterize the aerodynamics of the wind turbine using an actuator disk (AD) [31,32],

which serves as a representation of the swept area of the wind turbine rotor. The influence of
the wind turbine on the incoming flow is simulated by applying a uniformly distributed
thrust T over the disk, which is computed via the following expression:

T =
1
2

ρCT AU2
∞, (4)

where CT is the thrust coefficient, A = πD2/4 is the rotor-swept area, and U∞ is the
incoming wind speed. According to one-dimensional momentum theory, CT is calcu-
lated via CT = 4a(1 − a), where a is the axial induction factor. And U∞ is computed via
U∞ = Ud/(1 − a), where Ud is the streamwise velocity averaged over the disk. The Carte-
sian background grid and the triangular grid are employed for the fluid flow simulations
and discretizing the actuator disk, respectively. Velocity interpolation to obtain Ud and thus
compute T, along with force distribution from T on the AD mesh to fi in Equation (2), is
performed using a discrete delta function [33,34].

The spatial discretization of the governing equations employs a second-order central
difference scheme, while the temporal advancement adopts a second-order fractional step
method [35]. The momentum equation is solved using a Jacobian-free Newton–Krylov
method, and the Poisson equation is tackled through a generalized minimal residual
(GMRES) method with an algebraic multigrid acceleration.

3. Case Setup

The wind farm simulation details are described in this section. The simulated wind
turbines are characterized by a hub height of zhub = 100 m and a rotor diameter of
D = 100 m. The incoming wind speed at the hub height is 8.5 m/s. All wind turbines
adopt an axial induction factor of a = 0.25. Details on the simulated wind farm cases
are shown in Table 1. The simulated wind farm comprises 100 turbines, with a spanwise
spacing of 5D and streamwise spacings of 6D (WF A), 8D (WF B, WF D), and 10D (WF C),
which are organized in a 10 × 10 aligned grid configuration.

Table 1. Details for simulated wind farm cases.

Case Sx/D Sy/D zhub/D k0 (m) No. of Rows No. of Columns

WF A 6 5 1 0.001 10 10
WF B 8 5 1 0.001 10 10
WF C 10 5 1 0.001 10 10
WF D 8 5 1 0.1 10 10

The computational domain is 225D × 95D × 10D, employing a grid of dimensions
1126 × 951 × 152 in the streamwise, spanwise, and vertical directions, respectively. Grid
spacings are ∆x = D/5 in the streamwise direction and ∆y = D/10 in the spanwise
direction. In the vertical direction, the grid is uniform near the ground (z < 1.5D) with a
spacing of ∆z = D/50 and gradually increases as moving away from the ground. Similar
simulation setup has been employed in our previous work and validated against the results
in the literature [34].

A wall model is employed to represent the unresolved near-ground flow. The em-
ployed wall model computes wall shear stress utilizing the velocity at the first off-wall
grid node and the logarithmic law expressed as u/u = 1

κ ln(z/k0), where u ≡
√

τw/ρ
represents the friction velocity, τw is the wall shear stress, κ = 0.4 is the Kármán constant,
and k0 denotes the roughness length. Two ground roughness lengths are applied in this
work: k0 = 0.001 m (WF A, WF B, WF C) and 0.1 m (WF D). A free-slip boundary condition
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is applied at the top and spanwise boundaries. The Neumann boundary condition is
used at the outlet. The inlet employs a fully developed turbulent inflow generated from
a precursor simulation. In the precursory simulation for inflow, the boundary conditions
at the top and the bottom are the same as the wind farm simulations. In the horizontal
directions, the periodic boundary conditions are applied. The time step is 0.086D/Uhub,
where Uhub is the inflow mean streamwise velocity at hub height. The precursor simulation
for inflow utilizes identical boundary conditions at the top and bottom as those employed
in the wind farm simulations. Periodic boundary conditions are applied in the horizontal
directions. The time step is 0.086D/Uhub, where Uhub represents the mean streamwise
velocity at hub height in the inflow.

One flow-through requires 3000 time steps due to the considerable size of the com-
putational domain. Initially, a period of 4000 time steps (approximately 1.1 h) is executed
to attain a fully developed state, monitored using the total kinetic energy of the flow field.
Subsequently, an additional 26,000 time steps (around 7.3 h) are conducted for temporal
averaging to compute the flow statistics. A schematic diagram showing the case setup with
contours of the instantaneous streamwise velocity u is presented in Figure 1. The wind
farm wakes of the simulated cases were systematically investigated in our recent paper [36].
In this work, we focus on wind turbine wakes on the farm.

Figure 1. Case setup with contour of simulated instantaneous wind speed u/⟨ū⟩hub in the wind farm.

4. Results

In this section, we present the LES results of wind turbine wakes in the simulated
wind farms, focusing on the upward shift of wake centers. We employ u, v, w and ū, v̄, w̄
to denote the instantaneous and the corresponding time-averaged velocity, respectively,
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where the · represents the time averaging. u′ = u − ū (same for the other two components)
denotes the temporal velocity fluctuations, and ui

′uj
′ denotes the Reynolds stress tensor.

Velocity deficit is defined as ∆ū = ūin − ū, where ūin(y, z) is the time-averaged streamwise
velocity ū at the inlet. ⟨ū⟩hub is the spanwise average of ūin(y, zh) at hub height, which is
often employed as the characteristic velocity for normalization.

4.1. Phenomenon of Upward Shift of Wind Turbine Wakes on Wind Farms

Figure 2 first illustrates the upward shift of wind turbine wakes by examining mean
velocity deficit contours at different downstream positions for case B. The wake center is de-
fined as the position of maximum velocity deficit. Two approaches define the wake bound-
ary: (1) the velocity deficit contour line with ⟨△u⟩/⟨u⟩hub = 0.6065⟨△u⟩/⟨u⟩hub(max)
and (2) the intersection of a stream tube with the vertical plane, where the tube shape at
x − xt = 3D matches the contour from approach 1. Upward shifts in the wake center are
observed for the fifth and ninth turbine rows. Streamwise variations in the velocity deficit
contour (white dashed line) show wake area expansion. To quantitatively demonstrate
the upward shift of wind turbine wakes, Figure 3 shows the vertical profile of the wake
velocity deficit ∆ū/⟨ū⟩hub in the middle plane behind the first, fifth, and ninth rows of
wind turbines on the wind farm for Case B. As illustrated in the previous figure, the wake
center of the first row of turbines consistently aligns with the hub height, regardless of the
downwind turbine locations. Furthermore, the velocity profile exhibits a noticeable degree
of symmetry around the wake center. These two characteristics serve as the foundation for
the commonly used analytical wake models [8–10]. In contrast, for wind turbine wakes
located deeper within the wind farm (e.g., the fifth and ninth rows as depicted in Figure 3),
a noticeable upward shift of the wake center becomes apparent in the far wake region of the
wind turbine. Additionally, the vertical velocity deficit profile ceases to exhibit symmetry
around the wake center. The upward shift can be substantial, reaching approximately
0.25D at a distance of 7D downwind from the turbine, as depicted in Figure 3. Conse-
quently, it becomes crucial to characterize these upward shifts, comprehend the underlying
mechanisms, and effectively incorporate these effects into analytical wake models.

To delve deeper into the upward shift characteristics of wind turbine wakes, we
examine the vertical profiles of the streamwise component of the Reynolds normal stresses
and the primary Reynolds shear stress from Case B in Figures 4 and 5, respectively.

In the case of the first row of wind turbines, it is evident that the vertical positions
associated with the maximum magnitudes of u′u′ and u′w′ are in proximity to the top tip.
Conversely, for the wakes of wind turbines in the fifth and ninth rows, these positions
gradually shift upward in the downstream direction. When comparing Figures 4 and 5 with
Figure 3, it becomes evident that the extent of the upward shift in the Reynolds stresses
mirrors that of the wake center.

We then examine the mean kinetic energy (MKE) budget to gain insights into the
transfer of MKE within wind turbine wakes at various downstream turbine locations. The
MKE budget equation employed for this analysis is as follows:

0 = −ūi
∂
(
ūjūj/2

)
∂xi︸ ︷︷ ︸

MC

+−
∂
(

ūjui
′uj

′
)

∂xi︸ ︷︷ ︸
TC

+−ūj
∂( p̄/ρ)

∂xj︸ ︷︷ ︸
PT

+−2νsij
∂
(
ūj
)

∂xi︸ ︷︷ ︸
VD

+ 2ν
∂
(
sijūj

)
∂xi︸ ︷︷ ︸
D

+ ui
′uj

′ ∂
(
ūj
)

∂xi︸ ︷︷ ︸
TP

, (5)

where MC, TC, and PT represent the MKE convection transport terms caused by mean
convection, turbulent convection, and pressure, respectively, and TP represents the energy
sink term from MKE to turbulent kinetic energy (TKE), and VD and D represent the MKE
dissipation terms due to viscous and mean convection, respectively.
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Figure 2. Contours of mean streamwise velocity deficit ⟨△u⟩/⟨u⟩hub averaged over turbines in the
same row for the 1st, 5th and 9th rows for case B. The white dotted line represents the velocity deficit
contour line (⟨△u⟩/⟨u⟩hub = 0.6065⟨△u⟩/⟨u⟩hub(max)). The red dotted dashed line indicates the
intersection of a stream tube, coinciding with the velocity contour at x − xt = 3D for each turbine,
with the streamwise plane. The position of maximum velocity deficit is determined through quadratic
spline interpolation of LES data, avoiding uncertainties in identifying the wake center.
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Figure 3. Vertical distributions of the streamwise velocity deficit ∆ū/⟨ū⟩hub are shown at 3D, 4D,
5D, 6D, and 7D downstream positions for the 1st, 5th, and 9th turbine rows in the wind farm with
Sx/D = 8 and k0 = 0.001 m (black solid lines). The red dotted dashed line marks the wake center
from the quadratic fitting function, avoiding data noise. The horizontal gray dotted lines represent
the top and bottom turbine tips. The horizontal blue dotted line indicates the turbine hub height.
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Figure 4. Vertical distributions of the streamwise Reynolds normal stress u′u′/⟨ū⟩hub
2 are shown at

3D, 4D, 5D, 6D, and 7D downstream for the 1st, 5th, and 9th turbine rows in the wind farm with
Sx/D = 8 and k0 = 0.001 m (black solid lines). The red dotted dashed line marks the peak from the
quadratic fitting, avoiding data noise. The horizontal gray dotted lines indicate the top and bottom
turbine tips. The horizontal blue dotted line shows the turbine hub height.
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Figure 5. Vertical distributions of the primary Reynolds shear stress u′w′/⟨ū⟩hub
2 are shown at

3D, 4D, 5D, 6D, and 7D downstream for the 1st, 5th, and 9th turbine rows in the wind farm with
Sx/D = 8 and k0 = 0.001 m (black solid lines). The red dotted dashed line marks the peak from the
quadratic fitting, avoiding data noise. The horizontal gray dotted lines indicate the top and bottom
turbine tips. The horizontal blue dotted line shows the turbine hub height.

The terms of the MKE budget equation are illustrated in Figure 6, where averaging
has been performed over turbines within the same row. As observed, the mean convective
(MC) and turbulent convective (TC) terms dominate at the majority of turbine downwind
positions. At a distance of 3D downstream from the turbine, the PT term, attributed to
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the energy extraction by this wind turbine, is nearly negligible. However, at a position
7D downstream from the turbine (1D upstream of the downwind turbine), the PT term
becomes significant, owing to the blocking effect of the downwind turbine. It is evident
in Figure 6 that turbulence entrainment plays a pivotal role in the wake recovery process
for wind turbines located deep within a wind farm. An important observation is that the
region exhibiting a high-magnitude TC term shifts upward as one progresses downwind,
particularly for turbines in the fifth and ninth rows. Notably, the wake center almost aligns
with the position where the TC term reaches its maximum magnitude.
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Figure 6. Vertical distributions of the MKE budget terms in the middle plane (dimensionless by
⟨ū⟩hub

3D) for the 1st, 5th and 9th rows of wind turbines for case B (Sx/D = 8 and k0 = 0.001 m). The
red dotted line indicates the location of the wake center, and the grey dotted lines represent the top
and bottom tips of the rotor.
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The upward shift of the wake center is mainly caused by two factors, i.e., the upward
shift of the region with extensive turbulence convection (i.e., the TC term) and the ground-
blocking effect. In the case of wind turbines in the first row, the majority of momentum
entrainment happens within the wake and the influence of the ground is minimal because
of the small wake width. However, for wind turbines situated deep within the farm, a
significant amount of momentum entrainment happens above the top tip and the ground-
blocking effect becomes significant because of the large wake width (as depicted in Figure 2),
leading to a noticeable alteration in the vertical trajectory of the wake center.

In the following, we examine the effect of streamwise turbine spacing Sx and ground
roughness length k0 on the upward shift of the wake center. Figure 7a illustrates the
upward shift of wind wakes for wind farms with different streamwise turbine spacings
(i.e., Sx/D = 6, 8, 10). It is seen that the general trends of wake center from wind farms with
different Sx are highly consistent with each other. In contrast, for the cases with varying
ground roughness lengths as depicted in Figure 7b, a more significant upward shift of the
wake center is evident in cases with higher ground roughness lengths. This observation is
in line with expectations since a larger wake width (because of a higher recovery rate) is
associated with higher values of k0, leading to a more pronounced ground-blocking effect.

1 2 3 4 5 6 7 8 9 10
Nrow + (x− xt)/10D

1.0

1.2

1.4

z c
/D

Sx/D= 6

Sx/D= 8

Sx/D= 10

(a) Different streamwise turbine spacings Sx

1 2 3 4 5 6 7 8 9 10
Nrow + (x− xt)/10D

1.0

1.2

1.4

1.6

z c
/D

k0 = 0.001 m
k0 = 0.1 m

(b) Different ground surface roughness lengths k0

Figure 7. The upward shift of wake centers for wind turbines in various rows is illustrated, with xt

denoting the streamwise coordinate of each row’s turbine and zc representing the vertical coordinate
of the wake center. To minimize the potential impact of data noise, a local fitting of the vertical
velocity deficit profile is conducted before identifying the maximum value. The orange dotted line
indicates the location of each row’s turbine.
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4.2. Incorporation of the Upward Shift in Analytical Wake Models

In this section, we incorporate the upward shift of the wake center into the analytical
wake models. The analytical model is developed using a methodology similar to the Jensen
model [8], where mass conservation is enforced within a control volume starting from the
near wake. Specifically in this work, the LES results give the velocity deficit Uw,0 at the
inlet of the control volume, eliminating the necessity for a wake superposition model. We
assume that the ambient flow velocity U∞ is uniform vertically, without considering the
logarithmic law typical of atmospheric boundary layer flow.

To calculate the velocity Uw(x) in the wake of the i-th-row turbine (Ti) as shown in
Figure 8, where x represents the streamwise distance relative to wind turbine Ti, we apply
mass conservation as follows:

Uw,0 A0 + U∞(Aw − A0) = Uw Aw, (6)

where A0 is the initial wake area at the inlet of the control volume (x0), and Aw is the wake
area at position x. In this work, the wake area is defined as the region a velocity deficit
exceeding 5 % of ⟨uhub⟩. The above equation can be simplified to express the velocity deficit
as follows:

△Uw,0 A0 = △Uw Aw, (7)

where △Uw = U∞ − Uw. Figure 9 illustrates that the wake shape may deviate from a
perfect circle due to the influence of ground blocking and the changing wake recovery rate
with distance from the ground. To simplify the problem, we divide the wake into upper
and lower parts, each with its own recovery rate. With this simplification, the wake area
can be calculated as follows:

Aw =
π

2
rl

w
2
+

π

2
ru

w
2. (8)

For the lower part of the wake, we utilize the following linear expansion:

rl
w = [1 + αl(x − x0)]rl

0, (9)

where αl and rl
0 are the recovery rate and the initial wake radius, respectively. At more

distant turbine downwind locations, rl
w may be less than the distance from the wake center

to the ground (i.e., zc). In such cases, rl
w = zc. For the upper part of the wake, we use

different expressions for various rows of wind turbines based on an analysis of the LES
results. These expressions are as follows:

ru
w =

{
[1 + αu(x − x0)]

1
2 ru

0 when Nrow ⩾ 3,
[1 + αu(x − x0)]ru

0 when Nrow < 3,
(10)

where αu and ru
0 are the recovery rate and the initial wake radius, respectively, for the

upper-part wake. In the present work, we directly specify the initial wake radius using the
LES results. For the recovery rates, we first fit the upper and lower parts of the vertical
velocity deficit profile separately using the Gaussian function and then compute αl and αu

using the variances of the Gaussian fitted profiles (σl and σu for the lower and upper parts
of the wake, respectively) at different turbine downwind locations. Figure 10a illustrates
the fitting of the vertical velocity deficit profile for both the upper and lower parts, along
with the streamwise variations in the variances in the Gaussian fitted profiles.
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Figure 8. Schematic of the analytical wake model with the gray dash-dotted line representing the
wake center.

Figure 9. Schematic of the wake area in the streamwise plane for case B. The black dotted line
indicates a contour with a 5% velocity deficit ∆ū/⟨ū⟩hub. Red dots represent the wake center, and
blue dots represent the rotor center.

Based on Equation (7), with △Uw,0 given by the LES results and the wake area com-
puted using Equation (8), the velocity deficit △Uw at any turbine downwind location can be
computed. By employing two separate Gaussian profiles for the lower and upper parts of
the wake, we determine the maximum velocity deficit (Cw) while adhering to the constraint
of mass conservation as follows:

△Uw
π

2

(
ru

w
2 + rl

w
2)

=
∫ π

0

∫ ru
w

0
Cwe

− r2

2σl
2 rdrdθ +

∫ π

0

∫ rl
w

0
Cwe

− r2

2σu2 rdrdθ. (11)



Energies 2023, 16, 8051 12 of 15

0.0 0.2 0.4〈
∆ū
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Figure 10. Fitting of the vertical velocity deficit profiles using separate Gaussian functions for
the lower and upper parts of the wake. (a) Gaussian-fitted and LES velocity deficit profiles at 5D
downwind of the fifth-row turbine for case D (Sx/D = 8 and k0 = 0.001 m). (b) Fitting of the
streamwise variations of the variances (σt and σb) of the fitted Gaussian profiles.

With the use of σ2π(1 − e−
r2
w

2σ2 ) =
∫ π

0

∫ rw
0 e−

r2

2σ2 rdrdθ and Equation ( 7), the expression
for Cw is obtained from Equation (11) as follows:

Cw = △Uw,0
ru

0
2 + rl

0
2

ru
w

2 + rl
w

2 /[σu
2(1 − e

− ru
w

2

2σu2 ) + σl
2(1 − e

− rl
w

2

2σl
2 )]. (12)

Thus far, we have computed the velocity deficit profiles at various turbine downwind
locations, taking into account the ground effect and the distinct recovery rates for the lower
and upper parts of the wake. In the following section, we will investigate the impact of the
upward shift of the wake center. In one application of the analytical model derived above,
we assume the wake center to be at the turbine’s hub height. In the other application, we
use the wake center obtained from the LES results.

Figure 11 presents comparisons between the vertical velocity deficit profiles obtained
from the analytical model and the corresponding LES results for Case D. The initial con-
ditions for this case are detailed in Table 2. Both cases, with and without considering the
upward shift of the wake center, show good agreement with the LES results for the wakes of
the first and third rows of wind turbines. Discrepancies are observed at 3D downwind for
the wakes of the fifth, seventh, and ninth wind turbines, despite the mean velocity deficits
being based on the LES results. These discrepancies primarily arise from the deviation of
the upper part of the wake from the Gaussian function. At more distant turbine downwind
locations, the model considering the upward shift of the wake center shows velocity deficits
in good agreement with the LES results, whereas the model without the upward shift
over-predicts the deficits.

Table 2. Initial conditions of the analytical model for case D.

Row Number △Uw,0/U∞ ru
0 /D rl

0/D αu αl (x0 − xt)/D

Nrow = 1 0.1948 0.7711 0.7061 0.1335 0.1172 3
Nrow = 3 0.1508 1.3541 0.9571 0.2626 0.1878 3
Nrow = 5 0.1322 1.7192 1.0801 0.3229 0.1889 3
Nrow = 7 0.1305 2.0042 0.9521 0.2845 0.2185 3
Nrow = 9 0.1246 2.2292 0.9930 0.3178 0.2269 3
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Figure 11. Comparison of the velocity deficit profiles predicted by the analytical model with (red
solid lines) and without (blue dashed lines) considering the upward shift of the wake center, with
reference to the LES results for case D (k0 = 0.1 m). The gray dotted lines represent the top tip, bottom
tip, and hub height positions.

5. Conclusions

In this work, we investigated the vertical positions of wake centers for wind turbines
within wind farms using large-eddy simulation with an actuator disk model. We considered
four cases, including cases with three streamwise turbine spacings (i.e., Sx/D = 6, 8, 10)
with the ground roughness length k0 = 0.001 m, and a case with Sx/D = 8 and k0 = 0.1 m.

The simulation results showed an upward shift of the wake center for wind turbines
that sit deep within wind farms, such as those after three rows of wind turbines. It is
observed that the wake center shifts upward at a higher rate for turbines in rows further
downwind and for ground with larger roughness lengths. It is conjectured that such an
upward shift of the wake center is due to the upward shift of the region with turbulence-
dominated momentum entrainment, and the effect of the ground, which inhibits the
expansion of the wake toward the ground.
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An analytical wake model accounting for the upward shift of the wake center was
proposed for computing the vertical distribution of velocity deficit. The model accounts for
the ground effect and employs different recovery rates for the lower and upper parts of
the wake. Comparison with the LES results showed a better agreement for the analytical
wake model considering the upward shift of the wake center. It is noted that the initial
velocity deficit at the near wake location (i.e., 3D turbine downwind in this work) as
well as the wake recovery rate and the upward shift are given by the LES results in the
employed analytical wake model. Further development is required to account for the wake
superposition in wind farms and to model the interaction of the wake with the atmospheric
boundary layer.

The Coriolis force has not been taken into account in the simulations. The atmospheric
stability condition is assumed to be neutral. These are the two significant factors that
have not been considered in this study, and it is important to keep them in mind when
interpreting the presented results. Other factors, such as the employed wind turbine
parameterization model, turbulence model, and discretization scheme may introduce un-
certainties to the simulation results. Uncertainty analysis on how they affect the simulation
results is important especially for the development of computational methods. However, it
is beyond the scope of this work and should be investigated in future work.
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