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Abstract

:

A reservoir with a thickness less than 0.5 m is generally considered to be a thin reservoir, in which it is difficult to directly identify oil-water layers with conventional logging data, and the identify result coincidence rate is low. Therefore, a support vector machine method (SVM) is introduced in the field of oil-water-dry layer identification. The basic approach is to map the nonlinear problem (input space) to a new high-dimensional feature space through the introduction of a kernel function, and then construct the optimal decision surface in the high-dimensional feature space and conduct sample classification. There are plenty of thin reservoirs in Wangguantun oilfield. Therefore, 63 samples are established by integrating general logging data and oil testing data from the study area, including 42 learning samples and 21 prediction samples, which are normalized. Then, the kernel function is selected, based on previous experience, and the fluid identification model of the thin reservoir is built. The model is used to identify 21 prediction samples; 18 are correct, and the prediction accuracy reaches 85.7%. The results show that the SVM method is feasible for fluid identification in thin reservoirs.
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1. Introduction


The oil fields previously developed in China are now entering the “double extra-high” development stage, with a high water cut and a high recovery degree, and the oil field output continues to decline. In the early stages of development, the main oil layer con-tributes to the main output of the reservoir, while the thin oil layer is labeled as “poor physical property” and “poor production” due to its own physical conditions [1], and is often not given priority in a development plan. In order to ensure the stable production of old oilfield areas, many oil fields transfer to explore potential objects and change the development mode. The potential of non-major oil reservoirs, such as thin and differential oil reservoirs, cannot be ignored [2,3,4]. For example, the proven geological reserves of medium-thin and low-margin oil reservoirs in Sazhong Development Zone of Daqing Changyuan are more than 300 million tons, accounting for 2/5 of the total geological reserves. The exploitation and utilization of the medium-thin and low-margin oil reservoirs have contributed to the production of Changyuan and provided a guiding direction for the production growth of old block. The exploitation and utilization of the medium-thin and low-margin oil reservoirs have contributed to the production of Changyuan and provided a guiding direction for the production growth of old block.



This paper takes the thin oil layer of the third member of the Shahejie Formation in the Guan187 area as the research object. The main oil-producing reservoirs in the Guan187 area are the first member of the Shahejie Formation and the third member of the Shahejie Formation of Paleogene. In recent years, the water content of the block has been high and liquid production has been low, and most of the oil wells have been shut down at low energy. There are a lot of potential reservoirs in the three oil formations of the third member of the Shahejie Formation, which can be interpreted as a dry reservoir, a low yield reservoir, and a poor oil reservoir, which are suitable for the research aim of this paper. In this paper, the identification method of a thin differential reservoir is established by comprehensively using various logging curves. This research can play a key role in the future development of unutilized reserves of similar reservoirs.



For most thin oil layers, the 2.5 m and 4.4 m apparent resistivity and spontaneous potential charts can distinguish between oil and water layers. Liu Jiang [5] adopted the conventional identification method to establish the four relationships between the oil layer, the water layer, and the dry layer, to establish the interpretation template, determine the lower limit value of thin differential oil layer, and identify it. The identification results have a high coincidence rate. Guo Hongyan [6] proposed an effective method for the fluid identification of thin differential reservoirs. Carbon-oxygen ratio energy spectrum logging was used to improve the interpretation accuracy of thin differential reservoirs. The interpretation chart was drawn combined with spontaneous potential, and the interpretation results were highly consistent with the oil test results. Shan Xuguang [7] used the Fourier spectrum method, the resolution matching method, and other methods for comparative processing to improve the resolution of thin layer identification, more accurately restore the real logging value of thin oil layer, and make the prediction results more in line with reality. Tang Hong [8] used variance functions to correct logging curves, improve logging identification resolution, and accurately interpret thin differential oil formations. Hou Jun [9] used wave impedance inversion to simulate the deep lateral resistivity prediction reservoir sand body and effectively identify the thin sand body with a thickness of 0.5 m.



For thin reservoirs, the logging response value of the target layer is greatly affected by the surrounding rock. It is difficult to quantitatively identify oil and water layers by conventional logging interpretation methods. Under the conditions of very limited sample data, it is necessary to seek a method that can integrate various logging and geological information to identify oil and water. Because the lithology of the reservoir is complex, its shale content is high, and the reservoir is mainly thin interbedded, resulting in the logging response being distorted and affected to different degrees. The identification of oil and water layers is difficult, the log interpretation coincidence rate is low, and the traditional empirical log interpretation is gradually unable to meet the production needs. Therefore, this paper proposes the artificial intelligence method of support vector machine (SVM) to identify thin layers.



Support vector machine (SVM) is a machine learning algorithm proposed by VAPNIK in the mid 1990s [10,11]. It is a pattern classifier based on VC dimension theory of statistical learning theory and structural risk minimization principle [12]. It has the advantages of complete theory, strong adaptability, global optimization, a short training time, and great generalization performance. It can successfully solve the “dimensionality disaster” problem in traditional learning methods, and has been widely used in pattern recognition, regression estimation, reservoir prediction, and other fields, which are research hotspots in the field of machine learning.




2. Overview of Research Area


The study area is Guan187 area in Wangguantun oilfield, south area of Huanghua Depression. Huanghua Depression is located in the central part of Bohai Bay Basin with a total area of 1.7 × 104 km2. It is adjacent to Yanshan Fold in the north, Cangxian Uplift in the west, and Chengning Uplift and Bozhong Depression in the southeast. It is spread in a long strip in the direction of NEE-SW, and the width of the depression is up to 70 km. Wangguantun oilfield is located on the Kongdian tectonic belt in the southern area of the Huanghua Depression, and is divided into two parts by the Kongdong fault zone [13,14,15]. It is adjacent to Cangdong Depression in the north, the Liupu tectonic belt in the Xiaoji fault in the south, and the Changzhuang Depression in the east. The Guan187 area is located in the middle of Wangguantun oilfield and is on the east side of the Kongdong fault zone. It contains two major development fault blocks, Guan187 and Guan913, with an area of about 9.6 km2 (Figure 1 and Figure 2). Among them, the third member of Shasan-3 contains a large number of non-major formations, such as low-producing and thin oil formations, which are the main research objects of this paper.



Located in the east of the Kongdong fault zone and controlled by the Kongdong fault, the Guan187 area is high in the north and low in the south, and its interior is divided by several faults [16,17]. The whole study area is divided into the northern Guan187 fault block and the southern Guan913 fault block by the central fault. The highest point of the structure in the whole area is near well G187, which gradually decreases to the four sides, forming an anticlinal trap. There is a secondary high near Wang 34-2, which gradually decreases to the four sides (Figure 2).



The target horizon of this paper is the third oil formation of the third member of Shahejie Formation, which belongs to the Shahejie Formation. The lower strata are the Paleogene Kongdian Formation, and the upper strata are the Dongying Formation, Guantao Formation, and Minghuazhen Formation. In the Shahejie Formation, the lower part of the first member of the Shahejie Formation and the third member of the Shahejie Formation are the main oil-producing reservoirs in this area. The third member of the Shahejie Formation can be subdivided into three oil groups. Affected by paleotopography, strata in the study area show a trend of thickening in the south and thinning in the north, with large thicknesses in low parts and thin thicknesses in high parts as a whole. The thickness of sandstone in the reservoir also has a certain thinning trend. There are a large number of thin layers of light green fine sandstone and argillaceous siltstone in the third oil formation of the third member of the target formation, which are mainly characterized by “mud-coated sand”. The upper part of the Sha32 oil Formation contains a set of stable volcanic rock sedimentary layers, and the lower part of the Zao 0 oil Formation of the first member of the Kongdian Formation is lake deposition, with a set of stable paste rock layers. Therefore, the target interval can be accurately identified and divided. Most of the wells can be drilled into the third oil group of the third member of the Shahejie Formation. In some areas, due to the influence of the central fault, the target strata have a formation loss phenomenon to varying degrees (Table 1).




3. SVM Classification Principle


Support Vector Machine (SVM), first proposed by Vapnik, is a new machine learning method based on statistical theory [18]. The basic approach is to map the nonlinear problem (input space) to a new high-dimensional feature space by introducing a kernel function, and then construct the optimal decision surface in the high-dimensional feature space and conduct sample classification (Figure 3). Support vector machines (SVM) have the advantages of high accuracy, fast speeds, strong versatility, and perfect theory when solving nonlinear problems related to research targets and multiple uncertain features [19].



SVM’s core idea is that, for a given learning task with a limited number of training samples, there is a trade-off between the accuracy of the given training set and machine capacity with the preferable generalization capability [20]. Since the final solution of the SVM is a convex optimization problem, the obtained solution must be the global optimal solution, which is not found in other algorithms, including neural networks.



This paper uses the support vector machine (SVM) algorithm with strong nonlinear processing ability to classify and identify thin layers. The structure diagram of the support vector machine algorithm and the thin layer division process are shown in Figure 4 and Figure 5. The implementation process of the algorithm is as follows: the known samples are selected to form learning samples to train the model, so as to establish the thin layer quantitative recognition model; the prediction model is verified by the test samples; and the thin layer of unknown samples is predicted by the verified prediction model.



3.1. Two-Class SVM


Assume that sample set    (   x i  ,  y i   )  , i = 1 , 2 , ⋯ , n ,  x i  ∈   R  d  ,  y i  ∈ y = { + 1 , − 1 }  . For the case of a linearly separable sample set separated by a hyperplane. Remember the hyperplane   w · x + b = 0  , where  w  is the normal line of the classification surface,  b  is the outlier that represents the position of the modified normal with respect to the origin [21]. The optimal hyperplane not only separates the two types of samples error-free, but also maximizes the classification interval. The problem of optimal hyperplane construction can be translated to calculate the minimum of the formula


   {      φ ( w ) =  1 2  ∥ w  ∥ 2        s , t ,  y i   (   x i  · w + b  )  ⩾ 1   i = 1 , 2 , ⋯ , n        



(1)







The problem can also be transformed into a simpler dual problem to calculate the maximum of the formula:


   {      Q ( α ) =   ∑  i = 1  n    a i    −  1 2    ∑  i = 1  n     ∑  j = 1  n    α i   α j   y i   y j   (   x i  ·  x j   )            s , t ,   ∑  i = 1  n    y i   α i    = 0    α i  ⩾ 0        



(2)




where,    α i    is the Lagrange multiplier for each sample. According to the condition of Kuhn-Tucher, the optimal solution must satisfy the following conditions:


   α i   [   y i   (  w ·  x i  + b  )  − 1  ]  = 0   i = 1 , 2 , ⋯ , n  



(3)







Therefore, only the support vector coefficients    α i ∗    are a non-zero value. If    α i    is the optimal solution,


   w *  =   ∑  i = 1  n    α i *     y i   x i   



(4)







By choosing the corresponding i when    α i  ≠ 0  , we can obtain the value of b using Formula (3). Then, the optimal classification function can be obtained by substituting w* and b into the formula   sgn (  w *  · x + b )  .



For a linearly inseparable case, we can introduce a slack vector ξ, which satisfies:


   {     y i   [   (  w ·  x i   )  + b  ]  − 1 ≥  ξ i       ξ i  ≥ 0   i = 1 , 2 , ⋯ , n      



(5)







The generalized optimal classification surface can be obtained by changing the objective to find the minimum value of formula   φ ( w , ξ ) =  1 2     ‖ w ‖   2  + C   ∑  i = 1  n    ξ i     , where C stands for penalty function, it shows the penalty for misclassification.



For nonlinear problems, it can be transformed into a linear problem in a higher dimensional space by nonlinear transformation and obtain the optimal classification surface. The linear classification of a nonlinear problem after transformation can be realized by using the proper kernel function. In this case, the classification function named SVM is:


  f  ( x )  = sgn  {   ∑   α i *   y i  K (  x i  , x ) +  b *     }   



(6)







The function’s remarkable feature is that data only appear in the inner product. It is not necessary to know the specific nonlinear mapping process before calculation, only to select an appropriate model to replace the inner product, so as to economize the complex calculation. It should be noted that the model here must satisfy the conditional kernel parameters.




3.2. Multi-Class SVM


SVM technology was originally proposed for the two-class problem, but the oil-water-dry layer identification problem belongs to the multi-class problem. In order to effectively use the SVM method to divide the oil-water-dry layers, it is necessary to extend the SVM and build a reasonable multi-class coding scheme [22,23]. At present, there are two main methods for constructing SVM multi-class: one is the direct method, represented by the multi-class algorithm proposed by Weston [22], which has a high degree of complexity and is difficult to implement. The other is the indirect method, which mainly includes “one-to-one”, “one-to-many”, and a SVM decision tree. This paper mainly adopts the “one-to-one” method and uses the Libsvm classifier for training [24]. Libsvm is a simple, practical, fast, and effective SVM pattern recognition and regression software package. The algorithm combines the ideas of SMO and SVM-Light, and adopts a voting strategy to support multi-class. By training k(k − 1)/2 classifiers, the samples are labeled with the highest votes. The principle of the “one-to-one” algorithm is as follows: if there are k types of data, select the i-th type of data and the j-th type of data to construct a classifier, where i < j, so that k(k − 1)/2 classifiers need to be trained. For the i-th and j-th types of data, a two-class problem needs to be solved:


     min      w   i j   ,   b   i j   ,   ξ   i j      1 2      (    w   i j    )    T    w   i j   + C   ∑ t     ξ  t  i j      



(7)







If     y  t  = i  ,


     (   w  i j    )   T  φ  (   x i   )  +  b  i j   ≥ 1 −   ξ  t  i j    



(8)







If    y t  = j ,      ξ t  i j   ≥ 0  ,


     (   w  i j    )   T  φ  (   x i   )  +  b  i j   ≤ − 1 +   ξ  t  i j    



(9)







Solve this problem by using the voting method: If   sign  [     (   w  i j    )   T  , φ  (   x i   )  +  b  i j    ]   , consider x as the i-th type, i-th type plus one vote; else j-th type plus one vote. Finally, x belongs to the type with the most votes.





4. Application of SVM in Thin Reservoir Identification


The identification of an oil layer, a water layer, and a dry layer belongs to the problem of multi-class discriminant pattern recognition, so it can be completed by using the SVM method to establish a fluid identification model. The basic idea is to collect modeling samples and perform data preprocessing to generate feature quantities first, and then perform parameter optimization to determine the best combination of parameters for modeling, and finally use the established model to predict targets and identify oil-water-dry layers.



4.1. Model Building


Model construction mainly includes the determination of the kernel function and penalty factor C. The most common kernel functions in SVM mainly include the Gaussian radial basis kernel function, the multi-layer perceptron kernel function, and the polynomial kernel function. In this section, the well logging curve is optimized, the sample points are collected, and then the kernel function is optimized to establish a model to identify the thin layer.



4.1.1. Sample Set Selection


The identification of an oil-water-dry layer is an important feature of logging evaluation. The logging curve indirectly reflects the properties of the fluid in the reservoir. Different logging curves will show a certain degree of difference and regularity for different fluid characteristics, such as oil-water-dry layers [25]. Through the description of logging characteristics, integrate the interpretation experience of experts and the correlation analysis and comparison of coring wells. Finally, we select the logging curves closely related to reservoir fluid, such as: acoustic (AC), true formation resistivity (RT), neutron (CNL), density (DEN), natural gamma ray (GR), spontaneous potential (SP); porosity (POR), used as input eigenvalues for the sample. The output positive integer represents the fluid identification result, where 1 represents the oil layer, 2 represents the water layer, and 3 represents the dry layer. By stratifying the logging curve and combining it with the oil test data, the typical characteristics of oil, water, and dry layers of seven wells were selected as the training objects and the remaining four wells were selected as the testing objects in the study area. Several reliable and representative logging data from each study interval were selected as training samples for this interval. Finally, a total of 203 logging data from 42 characteristic layers in seven wells were selected as the training sample dataset. According to the oil test data, the test sample dataset was obtained from the remaining four wells using a logging curve from twenty-one layers when building test samples.




4.1.2. Normalization of Sample Data


There is no standardized format data obtained from logging data. Therefore, the data should be normalized first [26] in order to avoid the difficulty of calculating the inner product of the kernel function caused by the difference of each parameter dimension and improve the prediction accuracy. This can avoid some eigenvalue ranges that are too large and other eigenvalue ranges that are too small, resulting in large numbers drowning the decimal.



The normalization formula adopted is:   X =  (  x −  x  min    )  /  (   x  max   −  x  min    )   , where x is the actual logging value, xmax, xmin are the maximum and minimum values among all sampling points of the logging curve, X is the log value after normalization,   X ∈ [ 0 , 1 ]  . The training and test samples are located in the normalized interval, which ensures the reliability of the classification results [27,28,29].




4.1.3. Model Selection


The identification of oil, water, and dry layers belongs to the problem of multi-class discriminant pattern recognition. In theoretical analysis, the determination of the classification function is mainly the determination of the kernel function r and penalty coefficient C. These two parameters have great influence on the prediction results, and their reasonable determination directly affects the accuracy and generalization ability of the model. The Gaussian radial basis function (GRBF) is usually used to establish the identification model of reservoir fluid. The cross-validation method is used to optimize the C and r [30,31,32,33,34]. The Gaussian radial basis kernel function has a wide convergence domain, has a high applicability for a variety of sample cases, and has only one kernel parameter r. It has a high flexibility, is currently the most widely used and the best effect of the classification kernel function. Therefore, the Gaussian radial basis kernel function is used to build the prediction model of support vector machine. The Gaussian radial basis kernel function formula is:


  K (  x i  , x ) = exp   −    ‖  x −  x i   ‖   2     r 2     



(10)







Finally, the optimal parameter combination is calculated as C = 4.1541 and r = 0.7218.





4.2. Application Effect and Analysis


Using MATLAB R2019a software, with forty-two logging data of eight single layers in seven wells of Wangguantun oilfield as training samples, the SVM model for identifying oil-water-dry layers in this area was established. The model was used to identify twenty-one layers in four other wells in the area. Finally, the identification results of inspection with the production testing results were compared, where 18 of the 21 layers were correctly identified; recognition accuracy was 85.71% (Figure 6), which was better than conventional cross-plot identification results at 80.95% (Figure 7).



In order to evaluate the reliability of the SVM method for layers fluid identification, the identified results were compared with the cross-plot method. The comparison results are shown in Table 2. Through comparison and analysis, the SVM method has the highest accuracy (85.71%) in identifying oil-water-dry layers, which is higher than the cross-plot identification accuracy (80.95%). The identification results show that the SVM method based on the principle of structural risk minimization has a more stable performance when solving thin reservoirs and small sample problems.



The method was applied to other wells in the study area to identify thin layer fluids, and well G9-14-4 was used as an example (Figure 8).





5. Conclusions


	(1)

	
The logging curves indirectly reflect the properties of the fluid in the reservoir. Well log data can be used to comprehensively identify the thin layers.




	(2)

	
The accuracy of the SVM method for reservoir fluid identification is obviously higher than that of the conventional cross-plot identification method.




	(3)

	
The SVM-based reservoir fluid identification model has high convergence accuracy and strong generalization ability, and can make full use of limited logging data information to obtain the optimal identification results. Especially in areas where the test data are lacking or the oil-water system is complex, this method can improve the identification accuracy of the oil-water dry layer. It has good reference values in actual logging reservoir evaluation and can be extended to lithology identification and reservoir parameter prediction.
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Figure 1. The tectonic location of study area. 
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Figure 2. Top structural map of Es33 in Guan187. 
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Figure 3. Support vector machine (SVM) classification principle [19]. 
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Figure 4. Structure chart of the support vector machine (SVM) method. 
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Figure 5. Flowchart of the support vector machine (SVM) method. 
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Figure 6. Confusion matrix of oil and water classification of training samples. Green means accurate prediction, pink means wrong prediction. 
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Figure 7. Crossplot of AC and RT of thin oil layer of Es33. 
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Figure 8. Identification of thin oil layer of well G9-14-4. 
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Table 1. Sedimentary characteristics of Guan187 of Wangguantun oilfield.
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Stratigraphic System

	
Oil Group

	
Lithologic Character




	
System

	
Series

	
Group

	
Section






	
Neogene

	
Pliocene

	
Minghuazhen Formation

	

	

	
Light gray green, gray green sandstone, brown, brown red mudstone




	
Miocene

	
Guantao Formation

	

	

	
Relatively thick light green, gray white sandstone, mixed with gray green, purple mudstone




	
Paleogene

	
Oligocene

	
Dongying Formation

	

	

	
Gray argillaceous siltstone, mudstone, the lower mudstone is rich in ostracoda fossils




	
Shahejie Formation

	
Sha1

	

	
It is mainly composed of biological limestone and dolomitic limestone, with oil shale and mudstone




	
Sha2

	

	
Light green and gray sandstone interbedded with purple red and gray mudstone




	
Sha3

	
Sha31

	
Biolithite limestone




	
Sha32

	
Thick layer volcanic rock segment, dark basalt




	
Sha33

	
Gray mudstone, mixed with thin layer of light green fine sandstone, medium sandstone




	
Eocene

	
Kongdian Formation

	
Kong1

	
Zao 0

	
Huge thick layer of paste rock




	
Zao I

	
Brown red mudstone, mixed with brown siltstone, fine sandstone




	
Zao II

	
It is mainly composed of gray-brown coarse sandstone and pebbled sandstone, mixed with gray-green and purplish red mudstone




	
Zao III

	
It is mainly composed of brown fine sandstone, coarse sandstone and pebbled sandstone, mixed with gray-green and purple-red mudstone, and the bottom is mainly purple-red mudstone




	
Zao IV

	
Grey sandstone, brown red mudstone




	
Zao V

	
Grey sandstone, brown red mudstone
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Table 2. Comparison table of identification results of test samples.
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Well

	
Layer

	
Production Testing Depth/m

	
Production Testing Result

	
SVM Identification Result

	
Cross-Plot Identification Result






	
G913-1

	
311

	
2235.6~2236.2

	
Dry

	
Dry

	
Dry




	
312

	
2243.7~2245.6

	
Oil

	
Oil

	
Oil




	
313

	
2250.4~2251.9

	
Oil

	
Oil

	
Oil




	
321

	
2259.0~2259.5

	
Dry

	
Dry

	
Dry




	
322

	
2263.0~2264.2

	
Dry

	
Dry

	
Dry




	
323

	
2270.7~2272.9

	
Dry

	
Dry

	
Dry




	
324

	
2284.1~2286.3

	
Water

	
Oil

	
Oil




	
G913-2

	
311

	
2228.5~2229.5

	
Dry

	
Dry

	
Dry




	
312

	
2237.6~2238.6

	
Oil

	
Oil

	
Oil




	
313

	
2243.6~2245.4

	
Oil

	
Oil

	
Oil




	
321

	
2252.3~2258.8

	
Dry

	
Dry

	
Dry




	
322

	
2262.9~2264.8

	
Dry

	
Dry

	
Dry




	
323

	
2272.8~2275.1

	
Dry

	
Dry

	
Dry




	
324

	
2280.4~2282.1

	
Water

	
Water

	
Water




	
G918-2

	
311

	
2203.1~2205.0

	
Dry

	
Dry

	
Dry




	
312

	
2226.1~2228.2

	
Dry

	
Oil

	
Oil




	
313

	
2230.0~2231.9

	
Dry

	
Dry

	
Dry




	
323

	
2239.3~2240.5

	
Dry

	
Dry

	
Dry




	
G12-13

	
321

	
2248.7~2251.0

	
Oil

	
Dry

	
Dry




	
323

	
2260.9~2262.3

	
Dry

	
Dry

	
Dry




	
324

	
2265.7~2268.0

	
Water

	
Water

	
Water




	
Accuracy

	

	
85.71%

	
80.95%
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