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Abstract

:

This paper describes an energy management strategy for a DC microgrid that utilizes a hybrid renewable energy system (HRES) composed of a photovoltaic (PV) module, a wind turbine based on a permanent magnetic synchronous generator (PMSG), and a battery energy storage system (BESS). The strategy is designed to provide a flexible and reliable system architecture that ensures continuous power supply to loads under all conditions. The control scheme is based on the generation of reference source currents and the management of power flux. To optimize the supply–demand balance and ensure optimal power sharing, the strategy employs artificial intelligence algorithms that use previous data, constantly updated forecasts (such as weather forecasts and local production data), and other factors to control all system components in an optimal manner. A double-input single-output DC–DC converter is used to extract the maximum power point tracking (MPPT) from each source. This allows the converter to still transfer power from one source to another even if one of the sources is unable to generate power. In this HRES configuration, all the sources are connected in parallel through the common DC–DC converter. The strategy also includes a long short-term memory (LSTM) network-based forecasting approach to predict the available energy production and the battery state of charge (SOC). The system is tested using Matlab/Simulink and validated experimentally in a laboratory setting.






Keywords:


double-input single-output converter; energy management; experimental validation; hybrid renewable energy system (HRES); prediction












1. Introduction


The recent challenges in energy management strategies in smart grids focus on the processes useful to supervise, control, and optimize the exploitation of power. Several approaches have been developed in recent years to monitor renewable energies (PV panel, wind turbine, geothermal, etc.) and to deal with data acquisition with power management systems due to the ever-growing demand in industrial, commercial, and domestic sectors [1]. Renewable energy-based hybrid renewable energy systems (HRESs) offer better options than single source-based systems. The goal of renewable energy integration is to enhance the design and operation of the electrical grid in order to minimize carbon emissions by expanding the usage of renewable energy, storage systems, and other green distributed power [2]. Indeed, HRES is proficient at enhancing some features of the global system in terms of decreasing power storage capacity, power quality, cost, reliability, and efficiency [3].



Coupled with the fast development in advanced power electronic interfaces, renewable power technologies, and safe electric infrastructure, some smart solutions could be evolved to meet the requirement imposed by the hybrid power management systems and to make the optimized use of various power sources and energy storage devices [4]. HRESs generally consist of distributed energy sources, such as a photovoltaic (PV) and a wind turbine (WT), a control system, an energy storage system (ESS), and an energy management strategy (EMS). WT-PV is a promising combination because of their complementary nature. Thus, there are various HRESs but the WT-PV system represents the most common hybrid system. Thus, hybrid systems with wind and solar power have experienced a notably accelerated growth in such sectors [5].



However, solar and wind energy are unpredictable in nature, as they are strongly correlated to the weather condition. To improve the dependability of a hybrid system based on WT-PV energy sources, other sources such as battery storage and fuel cells can also be incorporated as a backup system [6]. Therefore, ESS is used to overcome the intermittency of WT and PV outputs in the hybrid system and it is considered as the heart of HRES due to its importance. Thus, integrating ESS inside interconnected electrical networks is associated with improvements in controlling power features in terms of node voltage magnitude and phase angle. A correctly sized and located ESS can assist in meeting peak energy requirements, improving the benefits of integrating renewable power sources, and improving power quality control such explained in [7].



The intensive emergence of HRES opens the door to research on finding the best hybrid systems to obtain the most amount of power and on developing smart energy management strategies by designing mathematical models, intelligent techniques, and algorithms in order to share power in an efficient way that helps to balance the power supply and demands [8].



Thus, our project focuses on the design of a smart microgrid and on the development of an intelligent EMS which guarantees the balance between power demand and production while ensuring the security of the whole system system. The main contributions of our work are the implementation of an experimental test bench for solar energy conversion system, wind energy conversion system (WECS), and ESS, and application of MPPT algorithms to extract the maximum power from each source. In addition, the concept of a DISO DC–DC boost circuit is performed in real time and is used to integrate the two input sources (PV, WECS).



Finally, an EMS is developed and analyzed to operate the ESS and the power converters through adequate control in order to effectively share the power generated by the hybrid system, as well as to impose battery protection and power saving capabilities based on the forecasting algorithm which will consider several parameters such as the meteorological conditions, the forecasting production, and the battery SOC.



The rest of the paper is structured as follows. Section 2 illustrates some previous works; it shows how the key literature and EMSs were selected and reviewed. Section 3 describes, in detail, the modeling of the wind/PV/ESS for the synthesis of the control laws. Section 4 illustrates the control schemes that help to achieve an effective EMS. Section 5 explains the proposed EMS algorithm. Constructed DC microgrid and experimental verifications are presented in Section 6. Power production forecasting and the battery SOC prediction results are discussed in Section 7. Section 8 comprises a discussion of the key findings of our work and a synthesis of future paths to bridge research gaps. Lastly, a conclusion is given in Section 9.




2. Literature Review


Researchers are currently investigating several methods to design effective EMSs which may be good solutions to achieve an optimal operation and resilience of the systems, to smooth the integration of renewable energy, to save energy, and to solve the problems that result from traditional electrical systems [9,10].



Different EMSs have been proposed in the literature [11,12] and these EMSs are dependent on various factors such as the power generation from hybrid sources, the control approaches, the considered scenarios, the load requirement, the cost,... etc. [13].



Some hybrid systems are conceived due to the enhanced efficiency achieved by these sources. A hybrid system based on PV and micro-hydro generator is studied in [14]. This system depends on the energy generation of each source, where the production of the micro-hydro generator strictly depends on the water flow availability. In the rainy season, the water flow is sufficiently present to gather the required energy from the micro-hydro generator, but during the dry season, it is hard to obtain enough energy, which is an evident problem.



In [15], the authors conducted a study of a hybrid solar PV and biomass generator-based supply system with energy storage units for sustainable powering of the base stations with high quality of services. In addition, researchers studied the deployment of many hybrid systems such as wind and fuel cells [16], solar and biomass [17], wind and biomass [18], solar–wind-biomass [19], and solar–wind–hydraulic accumulator [20].



Recently, the crucial concern of researchers is to optimize hybrid power systems to give the largest amount of power to enhance the efficiency. Many conducted studies are currently concentrating on the energy of the sun and the wind. Therefore, most of the researchers propose the integration of a hybrid power system based on PV and wind energy using a suitable energy storage tool to ensure an uninterrupted power supply [21]. Both solar and wind power are not persistently available and are highly dependent on seasonal or daily climatic conditions. In addition, the two sources are characterized by a high degree of complementarity. Thus, the best solution to optimize the generated power of the whole system is to merge the two resources.



However, control coordination and energy management of a hybrid power system based on a PMSG, a PV system, and ESS have attracted little research attention. On the other, with the fast development of artificial intelligence (AI) technologies, climatic prediction (temperature, solar radiation, wind speed) helps in finding the best way to extract energy from the wind and the sun. In addition, the process of forecasting the behavior of the energy system (production and consumption) leads to avoid any problems because of the irregularity of the load, to mitigate energy potential uncertainties, and consequently protecting the electrical grid [22].



Different EMSs of the hybrid solar and wind microgrids were proposed in [23,24,25]. In these works, various control approaches were designed to control the different converters integrated into each system and then validated experimentally. In [26], a simple power management for a PV-fed DC-microgrid was proposed. The overall microgrid consisted of a cluster of four nanogrids connected through a common DC bus with a single ESS. The proposed power management integrates the power sharing capability among the nanogrids. However, using the power switching circuit in each nanogrid can increase the power loss. Authors in [27] also tackled a novel genetic optimized multicontrol adaptive fractional order PID (AFOPID) for a photovoltaic (PV) and wind connected grid system. This work treated the control of the proposed system without introducing an energy management strategy to supervise the entire system. Nonetheless, the numerous types of power converters increase the complexity of the system and make it compact. In addition, the weather and the consumption forecasting were ignored.



Therefore, our work focuses on the use of the dual-input single-output converter as a kind of multi-input converter which decreases the complexity of the entire system and then facilitates the control process. In addition, power production and the battery state of charge (SOC) predictions are introduced to achieve the reliability of the system.




3. HRES Configuration


The investigated HRES used in this work consists of solar PV, wind-turbine-based PMSG generator, dual-input DC–DC converter, battery energy storage system, a DC load, and some additional components. The power sources (PV, wind, battery) are connected to the common DC bus to supply the DC load. The PV–wind power generators are coupled to the DC bus via the dual-input single-output DC–DC converter and the battery is connected through the bidirectional buck–boost converter. The overall scheme of the proposed HRES is described in Figure 1. The energy conversion PV and wind resources are reciprocal to each other with respect to meteorological conditions. Therefore, the combination of PV and wind hybrid renewable systems is more effective with regard to energy generation as compared to a single source. However, the PV–wind power system requires energy storage system backup under unfavorable conditions for a standalone microgrid to achieve better performances, which influences hybrid system reliability, efficiency, cost, and environmental emission [28]. In addition, the PV–wind hybrid system operation depends on the each element behavior. Therefore, rectifying each renewable power source performance is essential to attain optimal microgrid operation. Each component of the entire system is modeled and discussed in this section.



3.1. Power Sources Modeling


3.1.1. PV Modeling


Solar or photovoltaic (PV) energy has witnessed increased attention as a prominent renewable power source nowadays. Thus, it is considered as one of the prime renewable power resources because it is pollution-free, abundant and recyclable. Indeed, a photovoltaic cell is often presented as an electric current generator whose behavior is equivalent to a current source shunted by a diode. The diode is formed by a p–n junction. The physical phenomena at the level of the cell have been studied by incorporating two series and parallel intrinsic resistors   R s   and   R p   into the model level, as shown in Figure 2.



Therefore, the process of modeling the solar cell can be represented through Equations (1)–(3) in terms of the photocurrent   I  p h   , the current   I d   via the diode, and the leakage current   I  s h    [29]. Furthermore, electrical proprieties of the cell differs somewhat from those of a diode. Therefore,   I d   is represented using the Shockley equation, as shown below:


   I d  =  I s   [ e x p  (    V  p v   +  R s   I  p v     n  V  T h     )  − 1 ]  .  



(1)







The leakage current caused by the shunt resistance   R p   is as follows:


   I  s h   =    V  p v   +  R s   I  p v     R p   .  



(2)




The net current   I  p v    supplied by the cell can be stated in the following way:


   I  p v   =  I  p h   −  I d  −  I  s h   .  



(3)




Thus, replacing   I d   and   I  p h    by their expressions in the above governing equation allows it to be written as follows:


   I  p v   =  I  p h   −  I s   e x p     V  p v   +  R s   I  p v     n  V  T h      − 1  −    V p  +  R s   I  p v     R p    



(4)




with


   V  T h   =   K T  q   



(5)







	
  I  p h   : the net produced current;



	
  I d  : the diode current;



	
  I  p h   : the photocurrent in shunt;



	
  I s  : the saturation current of the diode;



	
q: the electron charge (  q = 1.6 ×  10  − 19    C);



	
  R s  : the cell intrinsic series resistance;



	
  R p  : the cell intrinsic shunt or parallel resistance;



	
n: the diode ideality factor which is between 1 and 2;



	
K: the Boltzmann constant (  k = 1.38 ×  10  − 23     J/K);



	
T: the temperature of the junction during its operation (K).






A photovoltaic generator consists of a set of elementary photovoltaic cells connected in series and/or in parallel. Therefore, the following equation describes the current delivered by the PV panel as a function of the number of cells in series   N s   and parallel   N p   [30]:


   I  p v   =  N p   I  p v   −  N p   I s   e x p     V  p v   +  R s   I  p v     n K T  N s     − 1  −   N p  q      V  p v   +  R s   I  p v      N s   R p     .  



(6)








3.1.2. WECS Modeling


A. Wind Turbine Modeling


WECSs have achieved continued growth in power generation over the recent decades. These systems capture the kinetic energy of the wind through the aerodynamic blades of the wind turbine and use it to rotate the generator (PMSG), which in turn generates electrical power. The fundamental equation describing the mechanical power of the wind turbine is given by:


   P  a e r   =  1 2  ρ π  R 2   V  w  3   C p   ( λ , β )   



(7)




where R is the blade turbine radius and   C p   is the aerodynamic power coefficient, which is a function of the tip speed ratio (TSR)  λ  and the pitch angle  β . The relation between these parameters can be illustrated as [31]:


   C p   ( λ , β )  = 0.22   116  λ i    − 0.4 β − 5 )    e    − 12.5     λ i      



(8)






  w i t h   1  λ i   =  1  λ + 0.08 β   −   0.035    β 3  + 1   .  



(9)




The coefficient  λ  is a specific parameter that characterizes the aerodynamics of wind turbines. It is defined as the ratio of the tangential velocity of the blade tip to the free stream velocity. The TSR  λ  is given as:


  λ =    ω m  R   V w    



(10)




where   ω m   is the angular speed (rad/s).




B. PMSG Modeling


The electrical model of the PMSG can be expressed in the park reference as [32]:


          u d  =  R s   i d  +    d  ψ d    d t    −  ω e   ψ q         u q  =  R s   i q  +    d  ψ q    d t    +  ω e   ψ d          



(11)








	
  d , q   are the synchronous rotating reference frame.



	
  R s   is the stator resistance.



	
  ω e   presents the electric pulsation.



	
  i d  ,   i q   are the stator currents expressed in the   d − q   reference.



	
  u d  ,   u q   are the stator voltages expressed in the   d − q   reference.



	
  ψ d   and   ψ q   define the totalized fluxes in each phase and are given as:










       ψ d  =  L d   i d  +  ψ m         ψ q  =  L q   i q       



(12)




where   L d   and   L q   are the stator inductances in the   d − q   reference, and   ψ m   defines the generator rotor flux. The electromagnetic torque of the PMSG can be determined from the expression of the electromagnetic power given by Equation (13):


   P e  =  ω m   T e  =  3 2   ω e   (  ψ d   i q  −  ψ q   i d  )   



(13)




Similar to    ω e  =  p 2   ω m   , where p is the number of poles pairs, the electromagnetic torque can be deduced as:


   T e  =  3 2   p 2   (  ψ d   i q  −  ψ q   i d  )   



(14)




Considering that    L d  =  L q  =  L s   , then the expression of the torque becomes the following:


   T e  =  3 2   p 2   ψ m   i q   



(15)




The fundamental mechanical equation is expressed as:


   T t  =  T e  + f  ω m  +  T d  + J    d  ω m    d t     



(16)








	
  T t  : the aerodynamic torque.



	
f: the friction coefficient.



	
  T d  : the dry friction torque.



	
J: the moment of total inertia.








The active and the reactive powers are represented as:


          P =  u d   i d  +  u q   i q        Q =  u d   i q  −  u q   i d       .     



(17)









3.1.3. DISO Converter Modeling


This section provides an overview of the converter under consideration. In reality, the design of its control system necessitates a thorough understanding of the converter topology, working principle, and average state model. Figure 3 depicts the boost–boost converter. This converter is investigated, analyzed, and evaluated in [33] to provide a more in-depth understanding of the operating principles and recommended control approaches.



The proposed DISO DC–DC converter’s circuit topology includes two input voltages   V 1   and   V 2  , two resistors (  R  L 1   ,   R  L 2   ), two inductors (  L 1  ,   L 2  ), two controllable switches (  S 1  ,   S 2  ), and two diodes (  D 1  ,   D 2  ). The diodes   D 1   and   D 2   are linked to prevent current passage from   V 1   to   V 2   and vice versa. The source   V 1   is a photovoltaic (PV) source, while the source   V 2   is a wind turbine generator. The two voltage sources   V 1   and   V 2   are connected to the DC link capacitor (C) to supply the load.



The illustrated topology may deliver power to the load from the two integrated renewable power sources either concurrently or separately by applying suitable gate signals to the switches. This converter includes four operational modes.



	
mode 1: Both switches are turned on;



	
mode 2:   S 1   is off and   S 2   is on;



	
mode 3:   S 1   is on and   S 2   is off;



	
mode 4: Both switches are turned off.







3.1.4. Battery Modeling


The BESS is an important implement for reducing the differences between energy production and consumption that can be notably hard to control when generation is supplied by variable renewable power sources such as wind and solar energy. Variable production sources must generally be converted and conditioned, adopting power electronics to serve the load either in a microgrid or on the utility grid. Batteries are one of the most current electronic devices utilized for adding resilience to smart electric micogrids and saving electrical energy, since it helps to deal with the unpredictability of renewable sources. In the field of battery modeling, there are various electrochemical models that have been proposed in the literature such as internal resistance battery model, one RC network battery model, and Randles circuit [34]. One of the most precise models, the Shepherd model, is shown in Figure 4, and the corresponding electrical behaviors are expressed as follows:


   V  b a t   = E −  R  i n   .  i  b a t    



(18)






  E =  E 0  − K  Q  Q − i t   + A  e  − B i t    



(19)




where E is the no-load voltage (V),   E 0   denotes the battery constant voltage (V),   R  i n    is the internal resistance ( Ω ), K presents the polarization constant (Ah−1) and Q is the battery capacity (Ah), A denotes the exponential voltage (V), and B is the exponential capacity (Ah−1).






4. Control Strategies


The major goal of the suggested control approach is to achieve an uninterrupted power feed. The wind and the PV rated powers are chosen to fulfill the peak load power demand. This implies that the load can be totally powered from at least one power source. In order to assure a continuous electrical energy, control mechanisms are being developed for both renewable power sources and the BESS. Vector control strategy is applied to reach the maximum power tracking for the PMSG. For the control of the PV emulator, the perturb and observe (P&O) algorithm is implemented as an MPPT method in order to extract the maximum generated power. The MPPT principle is to control the duty cycle for the pulse width modulation block that controls the power converter to supply maximum electrical energy to the load. In our work, the DISO boost converter is controlled via the two IGBT switches   S 1   and   S 2   to power the load, as shown in Figure 3.



4.1. MPPT Control for the Wind PMSG Turbine


A vector control approach is applied for controlling the PMSG, as clearly depicted in Figure 5. The complete PMSG drive system includes a three-phase power converter, machine side speed, generator, and current controllers. The vector controller generates PWM signals through a current regulator. This optimal control has two current regulators which are exploited to regulate the component currents   i d   and   i q   corresponding to the desired torque   T  r e f   . As a result, the rated value of flux is preserved. The reference torque is also obtained via an outer-controller-based speed control. The equations used to design the control process are given as:


   ω  e r r o r   =  ω  r e f   −  ω m   



(20)






   T  r e f   =  K p   ω  e r r o r   +  K i  ∫  ω  e r r o r    ( t )  d t  



(21)






   i  q  *  =   2  T  r e f     3 p  ψ m     



(22)






   i  d  *  = 0  



(23)




  i  d  *   and   i  q  *   designate the reference values of the direct and quadrature components of stator current in rotor reference frame, respectively.



Equations (20) and (21) are used in modeling the speed controller and Equations (22) and (23) are used for modeling the current regulators.




4.2. MPPT Control for the PV System


To optimize the effectiveness of the PV generator, it is important to generate the maximum output energy of the PV system by applying so-called MPPT control approaches. The MPPT control allows the PV generator to operate at optimum current and voltage. Thus, the extraction of maximum electrical energy is ensured. Indeed, various techniques for maximizing the power generated by renewable energy source have been discussed in the literature. The MPPT algorithms involve perturb and observe (P&O), incremental conductance (IC), hill climbing (HC), maximum power voltage (MPV) technique, fuzzy logic (FL) algorithm, and neuro-fuzzy approach [35]. Because of its simplicity of implementation, the P&O MPPT algorithm is applied under uniform weather conditions to track the maximum power point of the disposable power. The flowchart of the adopted P&O algorithm for the PV system is given in Figure 6.




4.3. BESS Control


The proposed BESS consists of a battery and a bidirectional DC–DC buck–boost converter linked to the DC bus of the hybrid system. The role of this power converter is to control the charging/discharging process according to power generation and load demand. Indeed, the adopted converter is able to transfer power between its two ports, supporting both negative and positive currents. The DC bus voltage is controlled in the BESS through a PI control cascade strategy. When the DCs less than the reference voltage it will discharge to the load. Again, when the DC voltage is greater than the reference voltage, it will charge the battery. Depending on the voltage   V  D C   , the controller drives the two IGBTs of the converter. The final output of the BESS controller is two switching signals (  g 1  ,   g 2  ) which are complementary to avoid battery short-circuit. Figure 7 shows the BESS controller.





5. EMS Algorithm


Chiefly, the EMS of a system aims at optimizing the exploitation of the different energy sources integrated in the hybrid network. This strategy consists of making the right decisions regarding the different scenarios that the multisource system will face during its operation. To achieve its objectives, the management process of the HRES must generally follow the strategic approach described in Figure 8.



The aim of the EMS is to maintain the power balance of the HRES and power the load continuously under different generation and load demand condition. The power balance equation of the proposed microgrid is provided as follows:


    P  P V   +  P  W T   =  P L  +  P  b a t   .  



(24)







The proposed EMS algorithm used in this work is illustrated in the flowchart of Figure 9.



This power management strategy is a power system comprising a supervisory control module that monitors the required real-time parameters from the wind–PV–battery system, multiple current and voltage sensors, and different controllers for each of the power electronic converters. According to the variation of the controlled parameters, the EMS decides the scenarios and selects appropriate control approaches to be applied to the used converters to insure a reliable power environment. The suggested EMS has several modes of operation.



Each mode of operation depends on two factors: power generation and the battery’s SOC. Thus, the main operation modes can be listed below as:




	
Mode 1:    P  P V   +  P  W T   ≥  P L   , in this mode, we considered two cases:



	–

	
1a: If   t h e  P  W T   ≥  P L    and   S O C ≤ S O  C  m a x    , then the WT is in the MPPT mode and the battery is in the charging mode.




	–

	
1b: If   t h e  P  P V   ≥  P L    and   S O C ≤ S O  C  m a x    , then the PV is in the MPPT mode and the battery is in the charging mode.







	
Mode 2:    P  P V   +  P  W T   =  P L   ; in this case, the PV or the WT are in the MPPT mode.



	
Mode 3:    P  P V   +  P  W T   ≤  P L    and   S O  C  m i n   ≤ S O C ≤ S O  C  m a x    .








In this case, the PV and the WT are in the MPPT mode and the battery is in the discharging mode. Otherwise, if   S O C ≤ S O  C  m i n    , in this case, the battery is disconnected and the load is in the shedding mode.



These modes are explained with various proposed scenarios in detail in the flowchart of Figure 9, and a summary of this algorithm is as follows:



The desired mode is obtained when the power provided by the PV generator and WECS exceeds the load demand. During this operation, the battery is charged until   S O  C  m a x    ; if the battery SOC reaches   S O  C  m a x    , then the MPPT controller is switched to off-mode which limits solar power output since total power generation exceeds demand and the excess generated power can no longer be used to charge the battery. When the power delivered by the solar and wind energy sources does not satisfy the load requirement, the power shortfall is supplied by the battery until the SOC reaches   S O  C  m i n    , at which point load shedding is required to maintain power balance since the power supply is less than demand. If the generated energy is higher than the load demand, the DC bus voltage rises. Thus, the BESS is charged with excess power and load power stays constant. If the generated power is less than the load need, the DC bus voltage decreases, so the BESS discharges required power to the load.




6. EMS Implementation


The experimental setup to emulate the hybrid wind–PV energy conversion system with BESS and experimental results are presented and discussed in this section. In this paper, a PV/wind/battery DC microgrid is set up, and the system parameters are listed in Table 1 and Table 2. The hardware setup of the proposed system is illustrated in Figure 10. The system includes circuits to measure the PV module, the WT generator, the battery, the load output variables, and the developed DC–DC (DISO boost–boost, buck–boost) converters that are presented in Figure 3 and Figure 7.



The current and voltage sensors were used for current and voltage measurement, respectively. The control system was implemented on a controller board designed by our team laboratory. The converter switching frequency   f s   = 20 MHz was chosen to the limitation of the microcontrollers and the dSPACE 1104 board. Our control strategy was successfully tested on dSPACE1104 which contains two DSP (Texas Instruments TMS320F240 and Motorola PowerPC604). This card is manufactured in Germany. The DS1104 board upgrades a PC to a development system for rapid control prototyping. The experimental data were saved in “mat” format by the dSPACE 1104 card, and then the curves were plotted using MALTAB.



To validate the EMS, the system was tested under various operating conditions (solar irradiation, wind speed, and load). Thus, to realize a precise analysis of the performance of the different control and management techniques, they were experimentally tested, taking into account the different wind speed and irradiation diagrams. A random change in the wind turbine generator was used in this case, as shown in Figure 11. The variation of the solar irradiance is illustrated in Figure 12. Figure 13 and Figure 14 describe the variation of the rectified output voltage of the PMSG generator and the output voltage of the PV emulator, respectively, depending on the weather conditions. As shown, the wind turbine voltage and the PV voltage are proportional to the wind speeds and the solar irradiance, respectively. Figure 15 and Figure 16 give the current variations on the two power sources (the PMSG generator and the PV emulator). As clearly observed, the two output currents well follow their references which are determined by the MPPT algorithms, and the angular speed of the wind turbine generator also well follows the reference value as shown in Figure 17. These results demonstrate the effectiveness of the control system. Figure 18 and Figure 19 show the generated power of the PMSG generator and the PV emulator as the principle power sources. These powers are highly dependent on the weather conditions and the control strategies which are designed to extract maximum power under any circumstance. Figure 20 gives the power load demand and Figure 21 shows battery power variation which is dynamically dependent on the produced and required power. In our experimental test, the generated power is greater than the load power, and consequentially the battery is used as a storage system. Its charging current is negative; therefore, the charging power is also negative.




7. LSTM and Forecasting Technique


7.1. Power Potential Forecasting


Detailed information on energy production and consumption predictions is a crucial element for the management strategies and the good operation of microgrids. Reliable forecasts for the generation of intermittent renewable power sources permit less use of storage systems and better integration of higher quantities of RES. Depending on this prediction, decisions and control strategies can be applied. The forecasting approaches are often designed in a collaboration between the producer, the network operators, and the forecasters to define the context and the aims of their application. Forecasting is an estimate of the short, medium, or long-term variation of a variable or phenomenon. It is employed in intermittent energies to expect future production. As part of intermittent renewable energy contribution in the energy mix, the electrical grid operator requires production predictions to achieve high performances, efficiency, and a secure electricity supply system. In summary, power production approaches can be classified into various categories based on mathematical, statistical, physical, artificial intelligence (AI), and hybrid. Advanced approaches, such as artificial neural networks (ANNs), are used in AI methodologies to anticipate energy output and demand variations for providing flexibility to the electrical systems [36]. This method is used to identify data models from learning datasets. However, the necessity for a large amount of historical data to develop the ANN and anticipate electricity generation is a significant drawback [37].



In this work, we propose to integrate neural network techniques to forecast PV power production as a kind of renewable source and the battery’s SOC. They allow us to achieve a better decision-making and management strategy. This contributes greatly to the improvement of the performance of a hybrid power system. In the following, we will use the LSTM as a neural network forecasting algorithm.




7.2. LSTM Neural Network Architecture


The LSTM networks are a form of recurrent neural network that can handle nonlinear approximation tasks of time series. The LSTM network is based on the inclusion of a cell memory in the RNN which offers a promising solution for preventing the gradient disappearance. Their contribution is especially noticeable in extended sequences of events. It has also demonstrated a considerable improvement in terms of forecasting stability. The LSTM method can provide more reliable predicting power in time-series forecasting, compared to traditional neural networks [38]. Figure 22 depicts the internal structure of an LSTM network which is made up of numerous perceptrons that are linked in a well-organized manner. Every perceptron may be modeled as a gate, and these gates can feed forward the information stored inside in them; the units are the input gate, output gate, the cell gate, which includes the update of information, and, finally, the forget gate, which can erase information from the next time step output [39].



The gates are triggered via   s i g m o i d a l ( )   and   t a n h ( )   activation functions. The equations that characterize the relationships between the LSTM output, the cell state, and the various gates are as follows [40]:


          a t  = σ  (  w a  ∗  x t  +  u a  ∗  h  t − 1   +  b a  )         i t  = t a n h  (  w i  ∗  x t  +  u i  ∗  h  t − 1   +  b i  )         f t  = σ  (  w f  ∗  x t  +  u f  ∗  h  t − 1   +  b f  )         o t  = σ  (  w o  ∗  x t  +  u o  ∗  h  t − 1   +  b o  )         c t  =  a t  ∗  i t  +  f t  ∗  c  t − 1          Y t  =  h t  = t a n h  (  c t  )  ∗  o t          



(25)




where   x t   is the LSTM inputs,   i t  ,   a t   are the input gates,   f t  ,   o t  , and   c t   represent, respectively, the forget gates, the output gates, and the cell state. The LSTM output is   Y t  .  σ  is the sigmoidal activation function and it can be defined as:


  σ  ( x )  =   ( 1 +  e  − x   )   − 1    



(26)




  w = [  w a    w i    w f    w o  ]   present the network feed-forward weights,   u = [  u a    u i    u f    u o  ]   are the network recurrent weights, and, finally,   b = [  b a    b i    b f    b o  ]   designate the network bias weights.



7.2.1. Data Preprocessing


The dataset used in our work was collected from two sources. For the PV generator, the data were obtained from the Photovoltaic Geographical Information System (PVGIS) website, and the battery’s SOC was obtained from the registered data on the evolution of the SOC of a battery in our laboratory throughout a year.



After the collection of data, we were interested in the preprocessing step. Indeed, because the gathered data tend to be partial and incoherent, preprocessing seeks to eliminate noise, fill in missing values, and rectify inconsistencies in the data. Therefore, we utilized the simple moving average (  S M A  ) technique to fill in the missing information. Then, we used the   Z  s c o r e    to normalize the data, which seeks to place values within specific ranges and accelerate the model’s execution. The   S M A   and the   Z  s c o r e    are calculated as [41]:


  S M A =    a 1  +  a 2  + ⋯ +  a n   n   



(27)




where




	
a is the average in period n;



	
n designates the number of time periods.










   Z  S c o r e   =   x −  x  m e a n     x σ    



(28)




where:


   x σ  =    1  n − 1    ∑  i = 1  n    (  x i  −  x  m e a n   )  2     



(29)






   x  m e a n   =  1 n   ∑  i = 1  n   x i  .  



(30)








7.2.2. Train and Test of the LSTM Model


The dataset was split into two parts: training and testing. In this work, as an example, to forecast 24 h of PV power and battery ‘SOC’, the training group consisted of   75 %   of the whole dataset. This percentage was chosen to produce accurate predicted values. Indeed, the prediction model was built on the training group. The remaining   25 %   of the dataset was designated as the test group for model evaluation. For the prediction of PV production and SOC, we trained the LSTM model using a single hidden layer that includes 80 and 100 hidden units, respectively. We employed the ADAM optimizer, which is one of the optimization strategies used in deep learning. The learning rate was 0.01 and decayed every 50 epochs.





7.3. Predictive Simulation Results


The main goal of the forecasting process is to investigate the behavior of the power system under several stresses. Figure 23 shows the monthly PV power production, while Figure 24 shows the monthly battery’s SOC.



Figure 25 depicts the predicted PV power, and Figure 26 presents the predicted battery SOC. We employed the well-known LSTM neural network forecasting; with our approach, we can forecast 24 h from four previous consecutive days of data.



As clearly observed, the predicted values of PV production or the battery SOC are very similar to the corresponding actual values, which prove the effectiveness of the proposed algorithm. A more overall view of the PV production over 25 days in the future is represented in Figure 27 and the zoomed version of this prediction is illustrated in Figure 28. Figure 29 show also the SOC forecasted values for the next 25 days and the zoomed version of this forecast is shown in Figure 30.



The efficacy of the proposed predictive algorithm will be evaluated in terms of the root mean square error (RMSE) and the mean absolute error (MAE) [36]. Table 3 gives the performance criteria RMSE and MAE of the PV power production and the SOC battery forecasting.



From Figure 25, Figure 26, Figure 27, Figure 28, Figure 29 and Figure 30 and Table 3, we can easily observe that the predicting error is often close to zero, with an inevitable small error. The forecasted values are close, and representative of the real values for the different studied data.





8. Discussion


In this project, we worked on two main axes: development with validation of an EMS in real time and forecasting of power production using the ANN algorithm. As a conclusion from experimental results shown in Figure 11, Figure 12, Figure 13, Figure 14, Figure 15, Figure 16, Figure 17, Figure 18, Figure 19 and Figure 20, all system components were successfully controlled, which proves the effectiveness of the proposed energy management and supervision system. On the other hand, for the forecasting algorithm, we can deduce that the LSTM architecture gives very satisfactory results and the prediction outcomes are precise and reliable. Indeed, the evaluation metrics RMSE and MAE for the proposed LSTM model were substantially smaller. Table 3 summarizes the achieved numerical performance and precision of our algorithm.



Thus, based on the reviews and obtained results in this study, the following recommendations are summarized:




	
In the future, optimal sizing and energy management strategies should be thoroughly researched based on artificial intelligence and validated experimentally in order to obtain optimal results and be able to meet the load requirement while guaranteeing the stability of the whole power system.



	
With the continuous development of renewable energies, power forecasting will continue to play a significant part in energy management systems. To better predict produced power from large-scale PV and wind farms, more advanced and cost-effective prediction systems must be developed. New hybrid approaches, such as integrating numerical simulations and neural networks, as well as more sophisticated combinations, such as ensemble learning techniques, are explicitly encouraged.



	
The advancement of current computers and storage systems allows for the management of bigger databases. Meanwhile, the growing database size has created new obstacles in data pretreatment and error post-processing. Future research should concentrate on creating less computationally intensive approaches and reducing noise from raw data.









9. Conclusions


This paper presents the implementation of a lab-scale (standalone) hybrid power system featuring a wind turbine based on a PMSG generator coupled with a PV emulator through a DISO DC–DC boost converter, satisfying a DC load demand. The experimental test bench comprises the two emulated renewable power sources which are considered as primary sources, BESS, which is used to store the excess of power or supply the deficit power when primary sources cannot meet the load demand. When the storage device is fully charged, the surplus power can be dumped. This case was not investigated in this work because of limited resources of the experimental test bench (no availability of a dump load), but it can be added to the hybrid power system in future works. Many real tests will be carried out for validation besides the simulation results. Our goal is to implement the proposed system on a connected microgrid. The main objective of this work was to also control and manage the power flux according to the forecasted power availability of the system production and the predicted battery SOC. All experimental predictions have an RMSE ranging between   0.0221   and   0.0790   and an MAE ranging between   0.0177   and   0.0431  , which demonstrates the efficiency of the proposed technique. It presents a key challenge for energy management in smart grids. In fact, it will allow improving the electrical system based on previous data and the constantly updated forecasts (weather, habits of inhabitants, SOC, etc.). This sophisticated technology can assist in making automatic decisions such as load shedding, connecting, or disconnecting batteries.
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Abbreviations


The following abbreviations are used in this manuscript:



	HRES
	Hybrid Renewable Energy System



	PV
	Photovoltaic



	WT
	Wind Turbine



	PMSG
	Permanent Magnetic Synchronous Generator



	BESS
	Battery Energy Storage System



	DC
	Direct current



	DISO
	Double-Input Single-Output



	MPPT
	Maximum Power Point Tracking



	SOC
	State Of Charge



	LSTM
	Long Short-Term Memory



	ESS
	Energy Storage System



	EMS
	Energy Management Strategy



	AI
	Artificial Intelligence



	WECS
	Wind Energy Conversion System



	TSR
	Tip Speed Ratio



	IGBT
	Insulated-Gate Bipolar Transistor



	PWM
	Pulse Width Modulation



	P&O
	Perturb and Observe



	IC
	Incremental Conductance



	HC
	Hill Climbing



	MPV
	Maximum Power Voltage



	FL
	Fuzzy Logic



	PI
	Proportional–Integral



	ANN
	Artificial Neural Network



	SMA
	Simple Moving Average



	RMSE
	Root Mean Square Error



	MAE
	Mean Absolute Error
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Figure 1. PV/wind HRES representation. 
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Figure 2. The equivalent circuit of a photovoltaic cell. 
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Figure 3. Boost–boost converter circuit diagram. 
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Figure 4. The generic battery model. 
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Figure 5. Control scheme of the WECS. 
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Figure 6. P&O MPPT algorithm. 
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Figure 7. BESS and control structure. 
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Figure 8. Global EMS control scheme. 
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Figure 9. Flowchart of the EMS. 
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Figure 10. Experimental test bench: 1. PC interface; 2. PV simulator; 3. WT simulator; 4. ESS; 5. Load; 6. DISO converter; 7. Bidirectional converter; 8. Frequency variator; 9. dSPACE 1104 board; 10. Controller board; 11. Current sensor; 12. Voltage sensor. 
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Figure 11. Wind speed variation. 
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Figure 12. Solar irradiation variation. 
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Figure 13. Output voltage of the PMSG. 
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Figure 14. Output voltage of the PV emulator. 
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Figure 15. Output current of the PMSG. 
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Figure 16. Output current of the PV emulator. 
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Figure 17. Angular speed variation. 
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Figure 18. Output power of the PMSG. 
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Figure 19. Output power of the PV emulator. 
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Figure 20. Output power of the DC load. 
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Figure 21. Power of the battery emulator. 
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Figure 22. The internal structure of the LSTM model. 
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Figure 23. PV monthly power production. 
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Figure 24. Monthly SOC battery. 






Figure 24. Monthly SOC battery.



[image: Energies 16 01883 g024]







[image: Energies 16 01883 g025 550] 





Figure 25. Hourly PV panel power forecasting. 
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Figure 26. Hourly SOC battery forecasting. 
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Figure 27. PV panel power forecasting over 25 days. 
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Figure 28. Zoom version of the PV panel power forecasting over 25 days. 
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Figure 29. Battery SOC forecasting results over 25 days. 
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Figure 30. Zoom version of the battery SOC forecasting results over 25 days. 
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Table 1. WT and PMSG specifications.
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	Parameter
	Symbol
	Value
	Unit





	Radius
	R
	0.62
	m



	Number of poles pairs
	p
	3
	-



	Stator resistor
	   R s   
	1.4
	  Ω  



	Stator inductance (axis d)
	   L d   
	26
	nH



	Stator inductance (axis q)
	   L q   
	26
	nH



	Moment of inertia
	J
	0.0016
	kgm2



	Friction coefficient
	f
	0.00038818
	-
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Table 2. PV emulator specifications.
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	Parameter
	Symbol
	Value
	Unit





	Maximum power
	   P  m a x    
	35
	W



	Maximum power point voltage
	   V m   
	31.8
	V



	Maximum power point current
	   I m   
	1.1
	A



	Open-circuit voltage
	   V  o c    
	32
	V



	Short-circuit current
	   I  s c    
	5
	A
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Table 3. Performance criteria of the prediction.
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Forecasting Parameter

	
Evaluation Indices

	
Number of Days to Predict




	
1 Day

	
25 Days






	
PV power

	
RMSE

	
0.0790

	
0.0663




	
MAE

	
0.0177

	
0.0185




	
SOC

	
RMSE

	
0.0221

	
0.0753




	
MAE

	
0.0431

	
0.0392
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