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Abstract: Non-uniform temperature distributions in air-conditioned areas can reduce the energy
efficiency of air conditioners and cause uncomfortable thermal sensations for occupants. Furthermore,
it is impractical to use physical sensors to measure the local temperature at every position. This
study developed a soft-sensing model that integrates the fundamentals of thermodynamics and
transport phenomena to predict the temperature at the target position in space. Water experiments
were conducted to simulate indoor conditions in an air-conditioning cooling mode. The transient
temperatures of various positions were measured for model training and validation. The velocity
vectors of water flow were acquired using the particle image velocimetry method. Correlation
analysis of various positions was conducted to select the input variable. The soft-sensing model was
developed using the multiple linear regression method. The model for the top layer was modified
by the correction of dead time. The experimental results showed the temperature inhomogeneity
between different layers. The temperature at each target position under two initial temperatures and
two flow rates was accurately predicted with a mean absolute error within 0.69 K. Moreover, the
temperature under different flow rates can be predicted with one model. Therefore, this soft-sensing
model has the potential to be integrated into air-conditioning systems.

Keywords: soft sensor; air conditioning; transient temperature; flow visualization; multiple linear
regression; energy saving

1. Introduction

The emission of large amounts of greenhouse gases, mostly CO2 as a result of world
industrialization and the excessive use of non-renewable energy sources, has led to global
climate change and serious environmental problems [1]. It is necessary to achieve carbon
neutrality, which refers to balancing the emission and removal of CO2, to mitigate the
global warming trend [2]. Notably, buildings consume a lot of energy and contribute to
about one-third of global CO2 emissions [3]. As global temperatures rise, the demand
for indoor cooling systems will increase their subsequent energy consumption, especially
in some hot and densely populated zones, such as South and Southeast Asia [4]. In
Singapore, electricity consumption for cooling can account for 60% of the building sector [5].
Increasing the efficiency of energy utility is one of the effective ways to reduce carbon
emissions [6]. Therefore, reducing energy consumption in an air-conditioning cooling
model can contribute to carbon neutrality.

Conventional fixed-frequency air conditioners use an ON/OFF control scheme to
introduce cooled or uncooled air into the room based on feedback from a temperature
sensor installed inside the unit [7]. However, the distribution of indoor temperature is
not uniform in the air-conditioning zones [8]. The temperature difference in the vertical
direction is often larger than in the horizontal direction [9]. Furthermore, the low energy
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efficiency of air conditioners and uncomfortable thermal sensations for occupants are
caused by unevenly distributed indoor local temperatures [10]. However, it is impractical
to install a large number of physical sensors in a room to measure local temperatures.
Therefore, the accurate and rapid prediction of indoor local temperatures is the first step
toward the more effective control of air-conditioning systems, resulting in better human
comfort and more efficient energy utility.

Because of the limitations of physical sensor installation and economics, soft sen-
sors are becoming more widely used [11]. Soft sensors are mathematical models that
use easy-to-measure variables to predict hard-to-measure variables [12]. New real-time
information about the process is created by the combination of analytical hardware data
and mathematical models [13].

1.1. Literature Review

Recently, some reports have focused on the applications of soft sensors in heating, ven-
tilation, and air-conditioning systems. Vadamalraj et al. [14] designed a hybrid ventilation
system implemented by soft sensors and predictive control. The cooling load and indoor
air quality were predicted using soft sensors based on neural networks. Ran et al. [15]
developed a virtual flowmeter model based on energy and flow balance to predict the
flow rate of water in individual air-handling units. Alonso et al. [16] estimated cooling
production and assessed the coefficient of performance in chillers by employing a soft-
sensor model based on the electric power, gas temperatures, and gas pressures in each
refrigeration circuit. The separable 2D convolutional neural network method was selected
to build the soft sensor after comparing six modeling approaches.

Moreover, some researchers have focused on using soft sensors to forecast indoor
temperatures. Attoue et al. [17] predicted indoor temperatures in an old building using an
artificial neural network model that considered outdoor conditions. A relevance analysis of
many input parameters was conducted to select pertinent input parameters. Xu et al. [18]
proposed a new deep learning model based on long short-term memory to predict indoor
temperatures in public buildings. The long short-term memory model was revised by
incorporating error correction, and the directional forecasting accuracy was significantly
improved. Candanedo et al. [19] proposed a random forest model and a multiple linear
regression model to reconstruct the database of indoor temperatures for a passive house
based on incomplete data. Two regression models were evaluated using the root-mean-
square error as a key performance indicator.

As can be seen from the literature, the above studies incorporated fewer process
mechanisms in the building and analysis of soft-sensor models used to predict indoor
temperatures in air-conditioning areas. They focused more on the data-driven model
without any process mechanism. Moreover, they did not focus on the prediction of the
local temperature at a point (including the horizontal and vertical directions) in the room.
In our previous work [20], we proposed a multiple linear regression model for predicting
temperature changes at target points under cooling conditions. However, temperature
hysteresis of the top layer affected the model accuracy. Further investigation is necessary
to find a correction method for precision improvement. Overall, soft sensors exhibit the
potential for monitoring local temperatures in air-conditioning areas.

1.2. Research Objective and Paper’s Organization

In this paper, a soft sensor that can forecast the real-time indoor local temperature in
an air-conditioning cooling model was further investigated. The major contributions of
this study are summarized as follows:

• A new soft-sensor model used to predict the transient local temperature at the target
position in space is developed based on the heat transfer process mechanism, and
the effects of fluid transport on the temperature variations and model coefficients are
understood by the flow visualization;
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• The transient local temperature of each target position is accurately predicted by the
proposed model. The accuracy of the model for the top layer is improved by a dead
time correction;

• The model accuracy is barely affected within a 10% flow rate difference. The efforts in
the soft sensor development of the air-conditioner system in practice can be reduced.

This paper is organized as follows: The next section introduces the experimental
setup and methods for temperature data collection and flow visualization, as well as the
multiple linear regression model used in this study. Subsequently, the experimental results
of temperature variation and flow visualization, as well as the results of model training
and validation, are presented and discussed. Conclusions are given at the end of this paper.

2. Methodology

The research methodology of this paper follows our previous work [20]. For the exper-
iments, the state of indoor air in the air-conditioning cooling model was simulated by the
temperature change and flow state of water in an enclosed space. The collected temperature
data were used for model training and validation. The velocity field was investigated by
visualizing the flow to explain the effects of fluid transport on the temperature variations
and model coefficients.

2.1. Experimental Setup and Methods

A schematic of the experimental setup for temperature data collection is shown in
Figure 1. A water circulator (No. 1) was used for heating, cooling, and circulation of water.
Water in an acrylic box (No. 6) was initially adjusted to a constant designated temperature,
the initial temperature, to simulate the initial state of the air-conditioned room. After the
cold water in a water container (No. 4) reached a constant designated temperature, the
feed temperature, the cold water was continuously supplied to the acrylic box through a
feed nozzle (No. 7) to simulate the operating state of the air-conditioning cooling model.
The excess water in the acrylic box was removed by an aspirator (No. 9) through a drain
nozzle (No. 8) and discharged into a recovery container (No. 10). A three-way valve (No. 5)
was used to control the start and stop of the water supply. Two needle valves (No. 2)
were used to adjust the flow rate. In addition, 39 K-type thermocouples (13 horizontal
× 3 vertical) were installed at different locations inside the acrylic box for temperature
collection. Figure 1b,c show the specific positions of thermocouples, with an equal distance
between different layers and symmetrical distribution at the same layer. The acrylic box
was wrapped with thermal insulation, and the interior of the box was fitted with thermal
insulation to simulate the ceiling. The thermal conductivity of thermal insulation was
0.028 W/(m·K). The feed temperature was measured using a K-type thermocouple in
the feed nozzle. The experimental conditions for temperature data collection were set as
follows: the initial temperatures were 25 and 35 ◦C, the feed temperature was 10 ◦C, the
flow rates were 770 and 850 mL/min, and the sampling time was 100 ms.

A schematic of the experimental setup for flow visualization is shown in Figure 2. The
main difference compared with the temperature data collection setup was the addition of a
tracer filter (No. 10), a syringe pump (No. 9), a laser source (No. 13), and a camera (No. 14).
The water circulation method of flow visualization was the same as that of the temperature
data collection. The tracer particle flowed into the feed water using the syringe pump. The
central cross-section of the acrylic box (entire C surface) was vertically illuminated by the
laser source. The illuminated surface was observed using the camera installed in front
of the acrylic box. The flow regime was analyzed using the particle image velocimetry
(PIV) method (PIV software: FLOW EXPERT 2D2C Ver.1.3.3.1, Kato Koken, Japan). The
experimental conditions of flow visualization were set as follows: the tracer particle was
a fluorescent red polyethylene microsphere (UVPMS-BR-0.995, COSPHERIC LLC, USA)
with a diameter of 75–90 µm and a density of 0.995 g/cm3, the frame rate of the video was
120 fps, the initial temperatures were 25 and 35 ◦C, the feed temperature was 10 ◦C, and
the flow rate was 770 mL/min.
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Figure 1. A schematic of the experimental setup for temperature data collection: (a) water circulation
system; (b) vertical view of the acrylic box; (c) front view of the acrylic box.
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2.2. Mathematical Model

Multiple linear regression is a statistical method used for describing the simultane-
ous relationships of multiple variables with one continuous outcome, and the model is
expressed as follows [21]:

y = β0 + β1x1 + · · ·+ βnxn + ε (1)

where y is the dependent variable, and x is the independent variable. This approach
provides a more accurate understanding of the relationship between each independent
variable and the outcome, as well as the relationships among independent variables [22].
Considering the computational cost and speed, as well as the simplicity of the model, a
multiple linear regression model was used for temperature prediction. In this research,
independent variables are easy-to-measure data and the dependent variable is hard-to-
measure data. It is not possible to install a new physical sensor in the interior space of the
room; however, it can be mounted on the wall. Thus, the temperatures of locations on the
wall of the acrylic box, such as C1, E1, D1, and so on, are the candidates of an input variable.
The correlation coefficients between temperatures at different locations are calculated for
variable selection, as follows:

rXY =
1
n ∑n

i=1
(
Xi − X

)(
Yi −Y

)√
1
n ∑n

i=1
(
Xi − X

)2
√

1
n ∑n

i=1
(
Yi −Y

)2
(2)

where rXY is the correlation coefficient, Xi and X are the ith temperature data and mean
temperature data at a certain position, respectively, and Yi and Y are the ith temperature
data and mean temperature data at another position, respectively. The temperature predic-
tion model was built based on the heat transfer process mechanism according to Newton’s
law of cooling and Fourier’s law of heat conduction, as follows:

Tpredicted = a + bTmeasured + c(Tmeasured − Ts) + d
dTmeasured

dt
(3)

where Tpredicted is the predicted temperature at the target location; Tmeasured is the measured
temperature, which is the variable selected by the correlation analysis; Ts is the feed temper-
ature, Tmeasured − Ts is the convective heat transfer term; dTmeasured/dt is the assumption for
heat conduction obtained by polynomial fitting in a variation of the measured temperature;
and a represents the influence or error caused by other parameters, such as radiation. After
arrangement, the final model is shown in the following equation:

Tpredicted = α + βTmeasured + γTs + δ
dTmeasured

dt
(4)

where α, β, γ, and δ are model coefficients calculated using the least squares method with
the training data. The experimental data at a given location, which has the same distance
from the wall and feed nozzle as the corresponding location in the training data, are chosen
for model validation. The assumptions of the proposed model are linearity, absence of
multicollinearity, normal distribution, and freedom from extreme values [21]. Notably,
Tmeasured, Ts, and dTmeasured/dt are not independent variables. However, the presence of the
predictor variables that are correlated among them does not affect the prediction accuracy
and goodness-of-fit of the model when the purpose of the model is for prediction [23].

3. Results and Discussion
3.1. Experiments
3.1.1. Temperature Variation

As shown in Figure 1b,c, A1, A2, A3, B1, B2, and so on represent the specific position in
the horizontal direction, and the suffixes T (top), M (middle), and B (bottom) represent the
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position in the vertical direction. The typical temperature variation comparisons between
E1T, E1M, and E1B are shown in Figure 3. It takes about 600 s for the initial temperature of
25 ◦C and about 700 s for the initial temperature of 35 ◦C to reach homogeneity between
layers. Before the temperature of each layer becomes consistent, the temperature difference
between the middle layer and the bottom layer is smaller, and the temperature difference
between the top layer and the other layers is larger. A temperature-drop hysteresis occurs in
the top layer at the initial stage. This period without any response is called dead time [24].
In this system, the elapsed time when the temperature variation rate reaches a preset
threshold for the first time is defined as dead time. The temperature inhomogeneity is more
obvious at the initial temperature of 35 ◦C compared with 25 ◦C because of the greater
temperature difference between the feed and initial temperatures.
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Figure 3. Temperatures variation comparisons between E1T, E1M, and E1B under the flow rate of
770 mL/min: (a) the initial temperature of 25 ◦C; (b) the initial temperature of 35 ◦C.

Moreover, the temperature variation trends at other locations are similar to E1, in
addition to C2, A1, A3, and C3T. The temperature drops faster in each layer of C2, and
there is no hysteresis in the temperature drop in the top layer because C2 is located directly
below the feed nozzle. The temperatures of A1B and A3B located in the corner of the acrylic
box decrease slower than A1M and A3M. Compared with C1T, C3T has a faster response
with a shorter dead time because the location is very close to the drain nozzle.

The typical temperature variation comparisons between different flow rates of 770
and 850 mL/min at the initial temperature of 35 ◦C are shown in Figure 4. There is no
difference in temperature responses between different flow rates in the middle and bottom
layers. However, in the top layer, the temperature at the flow rate of 850 mL/min decreases
faster with a shorter dead time compared with 770 mL/min. The decrease in dead time is
caused by enhanced fluid transport at the increased flow rate [24]. These phenomena are
also observed using the initial temperature of 25 ◦C.
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3.1.2. PIV Analysis

The PIV method was used to obtain mean velocity vectors at the flow rate of 770 mL/min.
Figure 5 shows the mean velocity vectors obtained under the initial temperature of 35 ◦C.
Cold water flowing out from the feed nozzle first reaches the bottom surface and flows
along the bottom surface to the wall surface, and symmetrical vortices are formed after
touching the wall surface. Forced convection plays a dominant role in the middle and
bottom layers. Moreover, the flow velocity along the bottom layer is larger than that along
the wall surface and in the vortices. At the elapsed time of 90 s, there are only a few or no
random velocity vectors above the middle layer, which corresponds to a delayed response
in the top layer. This region is considered to be dominated by natural convection and heat
conduction. At the elapsed time of 540 s, the vectors become ordered and fill the space.
The temperature tends to be homogeneous between the layers. Moreover, fluid transport at
the location close to the drain nozzle is accelerated by water suction, resulting in a faster
C3T response.
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Figure 5. Mean velocity vectors under the initial temperature of 35 ◦C and flow rate of 770 mL/min:
(a) the elapsed time of 90 s; (b) the elapsed time of 540 s.

3.2. Model Training and Validation
3.2.1. Correlation Analysis

According to the results of the correlation analysis, the transient temperature at C1M
has a significant positive linear correlation with the transient temperature at each location.
The correlation coefficients of the transient temperature at C1M with transient temperatures
at partial locations are shown in Table 1. In addition, physical sensors for online data
collection can be integrated into the remote control panel of the air conditioner located in
the middle of the room’s wall. This has the advantages of space and cost savings. Thus, the
measured data of C1M are chosen as input data.

Table 1. The correlation coefficients of the transient temperature at C1M with transient temperatures
at partial locations under the flow rate of 770 mL/min.

Initial Temperature B1T B1M B1B D2T D2M D2B

25 ◦C 0.974 0.990 0.988 0.981 0.995 0.984
35 ◦C 0.967 0.996 0.995 0.968 0.998 0.993

3.2.2. Case Study

The model is divided into sub-models according to different locations and different
experimental conditions. The C1M-B1M model is acquired by calculating the coefficients of
Equation (4) using the experimental data of C1M and B1M as training data. The C1M-B1M
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model under the initial temperature of 35 ◦C at the flow rate of 770 mL/min is expressed
as follows:

TB1M(t) = −0.536 + 0.916TC1M(t) + 0.090Ts(t)− 14.380
dTC1M(t)

dt
(5)

where TB1M(t) is the transient temperature of B1M, TC1M(t) is the transient temperature of
C1M, and Ts(t) is the transient feed temperature. The position of B2M is similar to B1M, and
the position of A2M is similar to C1M. Thus, the transient temperature of B2M is predicted
using the experimental data of A2M and the coefficients of Equation (5) to validate the
C1M-B1M model, as follows:

TB2M(t) = −0.536 + 0.916TA2M(t) + 0.090Ts(t)− 14.380
dTA2M(t)

dt
(6)

where TB2M(t) is the transient temperature of B2M, and TA2M(t) is the transient temper-
ature of A2M. The coefficient of determination (R2), the temperature difference between
experimental data and predicted data (∆T), and the mean absolute error (MAE) are used to
evaluate the model accuracy, and they are expressed as follows:

R2 = 1− ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − yi)

2 (7)

∆Ti = yi − ŷi (8)

MAE =
∑n

i=1|yi − ŷi|
n

(9)

where yi, ŷi, and yi are experimental data, predicted data, and the mean value of experi-
mental data, respectively.

The training data at B1M are fitted well by the C1M-B1M model, with an R2 value of
0.993. The validation result of the C1M-B1M model is shown in Figure 6. The experimental
data of B2M agree well with the predicted data, with an MAE value of 0.38 K. ∆T can
be controlled within about ±1 K. Therefore, good accuracy is obtained by the C1M-B1M
model under the initial temperature of 35 ◦C and flow rate of 770 mL/min.
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Figure 6. Validation result of C1M-B1M model under the initial temperature of 35 ◦C and flow rate
of 770 mL/min: (a) comparison between predicted and experimental data of B2M; (b) ∆T.

For the middle layer at other locations, the bottom layer, and different initial tempera-
tures, the model is obtained using the same method. The coefficients, R2, and MAE of the
model for the middle layer and bottom layer under the initial temperatures of 25 and 35 ◦C
are summarized in Table 2. The R2 values of 0.975–0.997 and MAE values of 0.15–0.69 K
demonstrate the acceptable accuracy of the model for the middle layer and bottom layer
under the two initial temperatures of 25 and 35 ◦C. γ is the coefficient of Ts, which is related
to the convection. At the same initial temperature, the coefficient γ in the bottom layer is



Energies 2023, 16, 2870 9 of 13

higher than that in the middle layer. This means that the bottom layer is more strongly
influenced by convection, which corresponds with the higher flow velocity in the bottom
layer, as observed by PIV analysis. However, A1B is a special case because of the location
in the corner, where fluid transport is difficult.

Table 2. The coefficients, R2, and MAE of the model for the middle and bottom layers at the flow rate
of 770 mL/min.

Initial Temperature Position α β γ δ R2 MAE (Training) MAE (Validation)

25 ◦C

B1M 2.537 0.668 0.066 −87.789 0.982 0.40 0.31
B1B 3.000 0.577 0.122 −89.831 0.980 0.38 0.34

A1M 2.135 0.886 −0.062 −27.331 0.991 0.28 0.32
A1B 4.046 0.902 −0.127 7.548 0.986 0.31 0.31
C1B 0.175 0.834 0.155 −9.052 0.996 0.15 0.46
D1M 2.915 0.802 −0.042 −54.226 0.982 0.40 0.22
D1B 1.091 0.794 0.133 −28.877 0.988 0.31 0.37
E1M 3.081 0.755 −0.047 −76.419 0.984 0.38 0.30
E1B −0.251 0.902 0.143 11.478 0.997 0.15 0.32
D2M 1.195 0.854 0.030 −38.915 0.990 0.30 0.31
D2B 3.130 0.513 0.184 −89.685 0.975 0.41 0.40

35 ◦C

B1M −0.536 0.916 0.090 −14.380 0.993 0.42 0.38
B1B 0.964 0.776 0.103 −28.760 0.992 0.40 0.39

A1M 0.835 0.984 −0.023 1.074 0.996 0.28 0.42
A1B 3.430 0.976 −0.100 21.437 0.995 0.30 0.34
C1B −0.084 0.882 0.131 4.499 0.997 0.23 0.69
D1M 0.479 1.006 −0.010 8.852 0.993 0.42 0.25
D1B 0.511 0.927 0.056 9.821 0.993 0.36 0.46
E1M 0.320 0.982 0.006 2.203 0.992 0.43 0.35
E1B 0.274 0.918 0.074 5.558 0.997 0.22 0.37
D2M −0.317 0.963 0.041 −11.902 0.996 0.32 0.39
D2B 1.089 0.711 0.164 −31.064 0.990 0.43 0.45

A multiple linear regression model used to predict the real-time indoor temperature
in a mobile container was reported [25]. The wind speed, environment temperature, global
solar irradiance, and modeled indoor temperature at the previous time step were used as
inputs. The results showed that the MAE values in the two validation cases for predicting
the indoor temperature of two validated days were 0.28 and 0.49 K, respectively. The
models and validation results of the above study are similar to our study; however, the
proposed model in our study was trained and validated by the experimental data from
water experiments. The density of water is much larger than that of air, and the heat transfer
rate is much slower. Therefore, the model is substantially different from the proposed one.
Moreover, the study did not focus on the local temperature [25].

3.2.3. Dead Time Correction

Training data of the top layer, including dead time, cannot be fitted well by the model
using the above method. One reason is that the differential term in the model cannot fit
the almost constant temperature during dead time. Another reason is that the response
of the top layer is delayed by a dead time compared with the input data, resulting in an
unsynchronized response. It is necessary to eliminate the effect of dead time on the model
for the top layer to improve accuracy. Thus, the model for the top layer is modified by
dividing it into a dead time part and a response part. The C1M-B1T model under the initial
temperature of 35 ◦C and flow rate of 770 mL/min is given by the following equation:

TB1T(t) = Tinitial (0 ≤ t < t0)

TB1T(t) = −2.249 + 0.850TC1M(t− t0) + 0.201Ts(t− t0)− 2.494 dTC1M(t−t0)
dt (t ≥ t0)

(10)
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where TB1T(t) is the transient temperature of B1T, t0 is the dead time, and Tinitial is the initial
temperature. The response of B1T is shifted forward by a dead time. The experimental
data of B2T, with a similar position to B1T, are used for validation. Model training and
validation of the top layer at location B are shown in Figure 7. The coefficients, R2, and MAE
of the model for the top layer at the initial temperatures of 25 and 35 ◦C are summarized
in Table 3. An acceptable accuracy, with the MAE values of 0.27–0.63 K, is obtained after
correcting for the dead time. Moreover, the γ becomes too high for the top layer after
removing the dead time.
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Figure 7. Model training and validation of the top layer at location B under the initial temperature of
35 ◦C and flow rate of 770 mL/min: (a) training; (b) validation.

Table 3. The coefficients, R2, and MAE of the model for the top layer at the flow rate of 770 mL/min.

Initial Temperature Position α β γ δ R2 * MAE (Training) MAE (Validation)

25 ◦C

B1T 0.693 0.613 0.260 −27.573 0.976 0.33 0.36
A1T 7.355 0.333 0.132 −99.007 0.981 0.29 0.29
C1T 6.293 0.299 0.124 −143.902 0.988 0.28 0.33
D1T 0.777 0.719 0.197 −38.374 0.982 0.33 0.31
E1T 6.045 0.293 0.143 −154.540 0.988 0.27 0.30
D2T 3.988 0.417 0.173 −129.026 0.985 0.32 0.33

35 ◦C

B1T −2.249 0.850 0.201 −2.494 0.988 0.44 0.63
A1T 1.334 0.861 0.135 31.497 0.993 0.33 0.44
C1T −1.602 0.972 0.098 25.296 0.994 0.33 0.42
D1T −1.872 0.967 0.149 29.672 0.992 0.38 0.43
E1T −1.849 0.990 0.093 20.269 0.992 0.39 0.39
D2T −2.435 0.985 0.113 18.534 0.990 0.47 0.50

* The R2 of the model for the top layer is calculated from the response part.
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3.2.4. Model Comparison between Different Flow Rates

The model with the flow rate of 850 mL/min is obtained using the same method as
that of 770 mL/min. The coefficients, R2, and MAE of the model at the flow rate of 850
mL/min are shown in Table S1 of Supplementary Materials. The R2 values of 0.977–0.998
and MAE values of 0.15–0.62 K demonstrate the acceptable accuracy of the model at the
flow rate of 850 mL/min.

Figure 8 shows the results of using the model for 770 mL/min to predict the experimen-
tal data of 850 mL/min. The MAE values of B1T, B1M, and B1B at the initial temperature of
35 ◦C are 0.55 K, 0.42 K, and 0.43 K, respectively. At the same time, the experimental data
of 770 mL/min are predicted by the model for 850 mL/min. The MAE values of B1T, B1M,
and B1B at the initial temperature of 35 ◦C are 0.50 K, 0.42 K, and 0.42 K, respectively. Both
validations using the model for one flow rate to predict the experimental data of another
flow rate have acceptable accuracy. In the case of a 10% difference between the flow rates,
it can be considered to use one model for prediction.
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Figure 8. The results obtained using the model built at the flow rate of 770 mL/min to predict the
data at the flow rate of 850 mL/min under the initial temperature of 35 ◦C: (a) top layer; (b) middle
layer; (c) bottom layer.

4. Conclusions

This paper proposed a soft sensor built using an experimental investigation and
multiple regression analysis to predict the local transient temperature. Temperature mea-
surements and flow visualization in an enclosed space were conducted under various
conditions using different initial temperatures (25 and 35 ◦C) and flow rates (770 and
850 mL/min). A multiple linear regression model was developed based on heat transfer
processes, which we combined with correlation analyses of different locations to determine
the input variable, which was trained and validated using the experimental data. The
PIV analysis provided an understanding of the effects of fluid transport on temperature
variations and model coefficients. The model accuracy was evaluated using the indicators
of R2, ∆T, and MAE. The model of each target location demonstrated good accuracy with
the MAE values within 0.69 K for multiple initial temperatures and flow rates. For the
top layer, the dead time correction was used to improve the model. Furthermore, the
experimental data of one flow rate were predicted well by the model of another flow
rate and vice versa. Within a 10% difference in flow rates, one model is recommended to
predict the temperature change at different flow rates This means that the model accuracy
is hardly affected when the air conditioner’s airflow is slightly adjusted or when the airflow
fluctuates because of disturbances, such as dust.
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By integrating this fast-response soft sensor into the control system of the air condi-
tioner, optimal control can be realized by the accurate prediction of local temperatures to
maintain efficient energy management and human comfort. Therefore, this study has great
potential to contribute to the development of air-conditioner systems. In future work, it
is necessary to assess the performance of the soft-sensing model for monitoring heating
conditions, especially because heating modes typically require more energy and receive
more thermal complaints than cooling modes.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/en16062870/s1. Table S1. The coefficients, R2, and MAE of the
model at the flow rate of 850 mL/min.
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Nomenclature

MAE Mean absolute error
rXY Correlation coefficient
R2 Coefficient of determination
t0 Dead time, s
Tinitial Initial temperature, ◦C
Tmeasured Measured temperature, ◦C
Tpredicted Predicted temperature, ◦C
Ts Feed temperature, ◦C
∆T Temperature difference between experimental data and predicted data, K
x Dependent variable

Xi, X
ith temperature data and mean temperature data at a certain position for
correlation analysis

Yi, Y
ith temperature data and mean temperature data at another position for
correlation analysis

y Independent variable
yi Experimental data
ŷi Predicted data
yi Mean value of experimental data
α, β, γ, δ Coefficients of the mathematical model
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