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Abstract: Renewable energy resources and energy efficiency measures are effective means of curtail-
ing CO2 emissions. Solar and wind technologies have been mostly developed to meet the energy
demand of off-grid remote areas or locations without grid connections. However, it is well-known
that the power generation of these resources is affected by daily fluctuations and seasonal variability.
One way to mitigate such an effect is to incorporate hydrokinetic resources into the energy system,
which has not been well investigated yet. Therefore, this study examines the prospects of designing a
hybrid system that integrates hydrokinetic energy to electrify an off-grid area. Hydrokinetic energy
generation depends on water flow velocity (WFV). We estimate WFV by a model-based approach
with geographical and weather data as inputs. Together with the models of the other components
(wind turbine, PV panel, battery, and diesel generator) in the micro-grid, an optimization problem is
formulated with the total net present cost and the cost of energy as performance criteria. A genetic
algorithm (GA) is used to solve this problem for determining an optimal system configuration. Ap-
plying our approach to a small community in Nigeria, our findings show that the flow velocity of a
nearby river ranges between 0.017 and 5.12 m/s, with a mean velocity of 0.71 m/s. The resulting
optimal micro-grid consists of 320 kW of PV, 120 units of 6.91 kWh batteries, 2 (27 kW) hydrokinetic
turbines, an 120 kW converter, zero wind turbines, and a 100 kW diesel generator. As a result, the
total energy generated will be 471,743 kWh/year, of which 12% emanates from hydrokinetic energy.
The total net present cost, the cost of energy, and the capital cost are USD 1,103,668, 0.2841 USD/kWh,
and USD 573,320, respectively.

Keywords: hydrokinetic energy; flow velocity model; net present cost; hybrid renewable energy
system; optimal design

1. Introduction

It is reported that around 860 million people worldwide lack access to electricity,
and more than two-thirds emanate from Africa [1]. Furthermore, the global population
projection indicates an increase of 2 billion people in the next 30 years; this will trigger a rise
in energy demand by 1.3% annually up to 2040 [2,3]. Presently, a significant share of energy
production comes from fossil fuel sources, such as coal, oil, and gas. With global oil reserves
dwindling and the adverse climatic impact attributed to continuous energy generation
from these conventional means, a more sustainable and environmentally-friendly approach
is needed to meet energy demand that involves integrating renewable energy sources (RES)
into the mix.

Renewable energy technologies have recently gained momentum, as seen in the
RES share, which increased from 24% in 2000 to 44% of the total power capacity at the
start of 2016 [4]. For the first time in the European Union, in 2021, 38% of end-user
electricity was supplied by renewable resources, whereas 37% was supplied by fossil
fuels [5]. Amongst other RES, the current trend shows that solar and wind resources are
gradually becoming the major players in the quest for clean and sustainable energy. Most
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studies are geared towards this direction [6] for off-grid and on-grid applications in the area
of health centers [7–9], educational facilities [10–12], telecommunication stations [13–15],
residential households [16–18], and rural communities [19–22]. Moreover, about 100 GW
and 60 GW of solar and wind power projects were, respectively, completed worldwide in
2019 [23].

Beside wind and solar, other forms of RES are predicted to increase as envisaged by the
International Energy Agency, which forecasted that, between 2019–2024, hydropower will
remain the primary source and the capacities of bioenergy and geothermal will increase by
34% and 28%, respectively [24]. Moreover, a resource assessment study conducted by the
EPRI [25] indicates that the potential of rivers in the US for harnessing hydrokinetic power
is estimated at 1381 TW h/y. The flow velocity is significant in evaluating the hydrokinetic
energy potential of rivers. The higher the flow velocity, the higher the possibility of
generating sufficient energy. Therefore, studies have been conducted on flow velocities
and energy potentials. Mean flow velocities for some studied rivers in the US show values
ranging between 0.46 and 1.01 m/s [26]. Similarly, the authors in [27] indicate that the
discharge in some rivers across Nigeria has average discharge values from 2.2 to 6635 m3/s,
and the hydrokinetic potential in the northern part of the country is estimated at 66.18 MW,
while that of the southern part is 42.97 MW. Chen et al. [28] observed that the discharge
at the Yangtze River in China has an annual average of 3.0 × 104 m3/s. The authors
in [29] proposed a flow velocity model for assessing the available hydrokinetic energy in
Amazon in Brazil. The authors concluded that the highest and lowest average velocities
in the Amazon River were 2.27 m/s and 0.735 m/s, respectively, and the energy potential
ranges between 0.1 and 1488.6 kW. In comparison to meteorological data, which are readily
available and used for solar and wind energy applications, there is a paucity of information
for a worldwide database that evaluates the flow velocity and energy potential of each
river network [30], hence, limiting the application of hydrokinetic power. Moreover, the
predominance of hydropower, due to its predictability, high efficiency, and high energy
output, has made hydrokinetic power less of a focus. However, rural and remote areas
without a grid connection can benefit from clean, safe, and sustainable energy emanating
from free-flowing water [31].

Hybrid renewable energy systems (HRES) as a micro-grid have been extensively
studied in recent years. A techno-economic feasibility study was made by simulating two
different configurations (PV/battery and diesel/battery) to supply the load demand of
a mobile station, where a net savings of 59.6% in the net present cost for the PV/battery
configuration is obtainable [14]. A solar–wind power on-grid system was proposed for a
region in Columbia [32], showing that the optimal system configuration comprises 441 kW
PV and three (1.5 MW) wind turbines (WTs), and the net present cost is USD 11.8 million. In
Sub-Saharan Africa, a 100% off-grid renewable energy supply system was investigated [33],
resulting in an optimal system architecture with an 81.8 kW PV array and a 15 kW biogas
generator. Oviroh and Jen [34] proposed a PV-diesel system for a load range of 4 kW to
8 kW and the results showed an optimal LCOE range between 0.156/kWh and 0.172/kWh
for an 8 kW load. Similar related studies were conducted regarding HRES with case study
applications in India, the United Kingdom, Nigeria, Oman, Egypt, South Africa, Brazil,
Namibia, and Bangladesh [35–49]. These studies mainly focused on PV and wind systems
as renewable energy generating sources, battery and hydrogen storage as the storage
component, and diesel generators as the backup source. However, hydrokinetic energy
sources as a component of an HRES were not considered.

Hydrokinetic energy is a form of renewable energy extractable from lakes, waves,
rivers, tidal currents, ocean currents, and other water courses. The technology involves
converting the kinetic energy of flowing water to electric power using a hydrokinetic
turbine (HKT). The hydrokinetic power (HKP) obtainable from a river channel is a function
of the density of water, the cross-sectional area of the flowing river (or the swept area of
the turbine), and the velocity of water [31]. In addition, temporal and spatial flow analysis
needs to be conducted to predict the power of a given river [50]. Nevertheless, the velocity
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of the flowing water is crucial, since the power increases with the velocity cubed. Unlike
hydropower, which requires dam construction for a potential head, there is little or ‘zero
head’ needed in HKP generation [51]. Hence the financial burden of constructing a dam or
reservoir is avoided, provided there is a sufficiently high flow velocity.

As hydrokinetic energy gradually receives attention, available studies in this area
have focused on modeling and turbine design [52], HKT enhancement techniques [51],
turbine selection [26], and energy conversion mechanisms and technology [31,50]. For a
holistic approach to hydrokinetic energy utilization, the research focus should encompass
turbine selection and enhancement, energy conversion efficiency, environmental impacts,
and assessment studies [31]. A few recent studies considered resource assessment and
potential prospects of hydrokinetic technology [27,53–55], but not in the context of a
HRES. Moreover, the authors in [56–60] incorporated hydrokinetic energy in the HRES
sizing. John et al. [56] considered a hydrokinetic–PV-battery standalone system for tropical
climate conditions. The authors obtained an optimum system configuration with 5 HKTs.
The HOMER software was utilized to perform a techno-economic analysis of a micro-
hydro system in a rural area in eastern India [57]. The result shows that the optimal
configuration consists of 24 HKTs and 187 batteries. The authors in [58] investigated the
techno-economic feasibility of an off-grid integrated solar/wind/hydrokinetic plant for
the cogeneration of electricity and hydrogen to supply a remote community. The result
shows that the TNPC and LCOE are USD 333,074 and 0.1155 USD/kWh, respectively.
In the same vein, Islam et al. [59] performed a techno-economic optimization of a zero-
emission energy system for a coastal community in Newfoundland, Canada. The authors
revealed that integrating hydro into a PV/wind/PHS system reduces the cost of energy
by 58%. Moreover, the economics of a hydrokinetic turbine for off-grid application were
investigated in Ethiopia [60]. The findings show that HKT technology is an economically
and technically viable option for off-grid electrification. The studies described so far utilized
direct, observed, or measured flow velocities from the closest hydrological stations for
their assessment and optimal sizing applications. However, measurements of direct flow
velocities are not feasible in many real cases, due to diverse reasons, ranging from high
financial cost to the difficulty of access to study area [61]. Therefore, we propose a model-
based approach to evaluate flow velocities for a given river based on the meteorological,
land use, and soil conditions. We then optimize and evaluate the potential of utilizing
hydrokinetic energy, as a component of a hybrid renewable energy system for off-grid
rural electrification.

The present study investigates the prospects of integrating hydrokinetic energy into a
HRES for an off-grid application. The framework of this study is illustrated in Figure 1.
Wind and solar data for different locations are readily available from NASA, NREL, and
the European Commission, etc., but flow velocities for a given river network, especially
in developing countries, are still challenging [62]. Therefore, based on the fundamental
water cycle mechanism, we at first perform a detailed modeling to estimate water velocity
relating to precipitation and runoff for a given river basin. Based on the flow velocities
estimated, an off-grid HRES model incorporating HKT, WT, PV, battery storage, and a
diesel generator is then developed. The battery is used as a backup when the renewable
energy sources are insufficient to meet the required load demand. The total net present
costs for installing and operating the system over its lifetime and the cost of energy are
used as the performance criteria, respectively. A genetic algorithm (GA) is employed to
determine the optimal system design. The energy supply for a community in the south of
Nigeria is taken as a case study. Based on the data from the studied area, the results shows
a significant contribution from the hydrokinetic energy from a nearby river.

The rest of the paper is organized as follows. Section 2 provides the model to estimate
the flow velocity. Section 3 presents the off-grid HRES modeling and economic criteria
for optimal design. The optimization problem is formulated, and the solution approach is
discussed, in Section 4. A breakdown of the case study and component specification are
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given in Section 5. The computation results are presented in Section 6, while the conclusion
is given in Section 7.
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2. Evaluation of Flow Velocity

A river basin can be defined as an open channel with a free surface and modeled
as a water cycle compartment. The cycle entails all activities relating to the continuous
utilization of water, such as irrigation, land management, crop growth, reservoir routine,
etc. To evaluate the flow velocity, it is necessary to model the hydrological process of water
transportation. Depending on the application area, the output depends on precipitation,
evapotranspiration, soil water content, surface runoff, evaporation from the reservoir,
and sediment yield. From Figure 2, precipitation in the form of rainfall hits the Earth’s
surface, and, depending on the surface and the elevation of that location, some precipitation
infiltrates into the ground, some remains on that surface, while some runs to the stream or
river. In addition, some rainfall evaporates to the air and is transpired through plants.

The fundamental governing equation for a water stream can be derived by the water
balance that depicts the rainfall-runoff relationship given as [63], as follows:

QRS = P− L (1)

where QRS is the quick or direct runoff to a river or stream, P is the precipitation or rainfall,
and L is the total water loss. This loss can result from infiltration (to soil moisture and
ground water), evaporation, transpiration, and surface storage [63]. Due to these losses,
Equation (1) gives [63]:

QRS = P− I − E− T − S (2)
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where I is the infiltration, E is the evaporation, T is transpiration, and S is the surface storage.
Evaporation and transpiration can be combined as evapotranspiration. Furthermore,
infiltration and surface storage can be cumulatively estimated as abstraction. This implies
that Equation (2) can also be expressed as follows:

QRS = P− Fa − Ea (3)

where Fa is the cumulative abstraction and Ea is the evapotranspiration.
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2.1. Estimation of Cumulative Abstraction

The cumulative abstraction can be estimated by using the curve number (CN) of the
soil conservation service (SCS) method [64]. It estimates the abstraction as a function of
precipitation, soil cover, and land use, as follows:

Fa =


S(P− Ia)

(P− Ia + S)
, P ≥ Ia

0, otherwise
(4)

where Ia represents the initial abstraction which accounts for infiltration and surface storage,
and S is the retention parameter. Ia is commonly approximated as 0.2 S. S is a measure of
the location ability to abstract and retain precipitation. It varies spatially with changes in
soil and land use and temporarily due to soil water content, and can be calculated by [65]:

S = 25.4
(

1000
CN

− 10
)

(5)

where CN is the curve number that varies from 1 to 100. CN is a function of the soil type,
land use, and antecedent moisture condition (AMC). It can be found in the TR-55 table
or calculated as a composite CN [66]. As seen in Table 1, AMC is categorized into three
levels depending on five days of antecedent rainfall: I (dry season), II (normal or average
condition), and III (wet season) [67].

Table 1. AMC classification.

AMC Level Total 5-Day Antecedent Rainfall (P) (mm)

Dry season Wet season

I P < 13 P < 36
II 13 ≤ P ≤ 28 36 ≤ P ≤ 53
III P > 28 P > 53
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The CN Table provides only the curve number for the values of AMC II (referred to as
CN2). The other categories of the curve number can be calculated as follows [67]:

CN1 =
CN2

2.2754− 0.012754CN2
(6)

CN3 =
CN2

0.430 + 0.0057CN2
(7)

2.2. Estimation of the Evapotranspiration

The evapotranspiration can be modeled based on the complementary relation of the
modified Penman [68] and Priestley–Taylor [69] equation. This relationship, as defined by
the modified advection–aridity method, evaluates evapotranspiration as follows [70]:

Ea = (2 ∝e −1)
∆

∆ + γ

Rn + M
l

− γ

∆ + γ
f (U2)(es − ea) (8)

where Ea is the evapotranspiration (mm/d), ∝e is the modified Priestley–Taylor parameter
taken as 1.26 [69], ∆ is the slope of the saturated vapor pressure curve at air temperature
(kPa/◦C), γ is the psychrometric constant ((kPa/◦C), Rn is the net radiation (MJ/m2/d), M
is the advection energy (MJ/m2/d), l is the latent heat of vaporization (MJ/kg), f (U2) is
a linear approximated wind function relating to the wind speed (m/s) measured at 2 m
height, es is the saturated vapor pressure (kPa), and ea is the vapor pressure (kPa).

The slope of the saturated vapor curve can be evaluated by the following [71]:

∆ =

4098
[

0.610 exp (
17.27T

T + 237.3
)

]
(T + 237.3)2 (9)

where T is the average temperature (◦C). In addition, the psychrometric constant can be
expressed as follows [72]:

γ = Cp p/
0.622l (10)

where Cp is the specific heat capacity of air at the pressure 1.013 × 10−3 (MJ/kg/◦C), l
is the latent heat of vaporization, 2.45 (MJ/kg), and p is the atmospheric pressure (kPa),
which is a function of the elevation of the location, expressed as follows [73]:

p = 1.013
(

293− 0.0065z
293

)5.26
(11)

where z is the height of the location above the sea level (m). In Equation (8), the linear
approximation wind function f (U2) requires the wind speed at 2 m height. Since most
wind speed measurement takes place at 10 m, the linear approximation is expressed as
follows [74]:

f (U2) = 0.26(1 + 0.54U2) (12)

where U2 represents the wind speed at 2 m height (m/s). Its relation to the wind speed at
10 m height is given by the following:

U2 = U10
4.87

ln (67.8Z10 − 5.42)
(13)

where U10 is the wind speed measured at 10 m height and Z10 is the reference height (10 m).
The net radiation (Rn) in Equation (8) is a function of the vapor pressure (ea) which can be
described as follows [70]:
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Rn = (1− ∝)Qa

(
0.18 + 0.55 n/N

)
−σ(T + 273.2)4(0.56− 0.092× 0.866

√
ea)
(

0.1 + 0.9 n/N
) (14)

where Rn is the net radiation (MJ/m2/d), and ∝ is the albedo, the fraction of solar radiation
reflected by the surface. Its value can range between 0.05 and 0.95. Qa is the extra-
terrestrial solar radiation (MJ/m2/d), n is the duration of sunshine for the day (hours), N
is the maximum possible duration of sunshine or daylight hours (hours), σ is the Stefan–
Boltzmann constant, 4.903 × 10−9 (MJ/K4/m2/d), T is the air temperature (◦C), and ea is
the actual vapor pressure (kPa).

In Equation (14), the duration of sunshine hours (n) can be evaluated by the correlation
of precipitation, wind speed, and relative humidity, given by the following [75]:

n = 9.679− 0.001P− 0.542Ws− 0.053RH (15)

where P is the precipitation, Ws is the wind speed at 10 m height, and RH is the relative hu-
midity. The maximum possible duration of sunshine or daylight hours (N) in Equation (14)
can be described using the following relationship [76]:

N =
24
π

ωs (16)

where ωs is the sunset hour angle (rad) given by the following [76]:

ωs = arccos(−tanϕtanδ) (17)

where ϕ is the latitude of the location (rad) and δ is the solar declination evaluated by the
following [76]:

δ = 0.409sin
(

2π

365
J − 1.39

)
(18)

where δ is the solar declination (rad) and J is the number of days in the year with values
between 1 and 365. The actual vapor pressure (ea) in Equations (8) and (14) can be evaluated
as follows [71]:

ea = 0.6108 exp
[

17.27Tdew
Tdew + 237.3

]
(19)

where Tdew is the dew point temperature (◦C). The advection energy in Equation (8) can be
empirically described as follows [70]:

M = (0.66B− 0.44Rn) (20)

where M is the advection energy (MJ/m2/d), and Rn is the net radiation. The parameter B
denotes the effective long-wave radiation that will occur if the surface temperature equals
the air temperature, which can be estimated as follows [70]:

B = εσ(T + 273.2)4
[
1− pn

(
0.707 + ea

/
158
)]

(21)

pn = 1 + [0.25− 0.005(es − ea)]
(

C/10
)2

(22)

where ε is the emissivity of the surface, σ is the Stefan–Boltzmann constant, T is the air
temperature (◦C), and ea remains as described above, while es is the saturated vapor
pressure (kPa) and C is the cloud amount. The saturated vapor pressure is estimated by the
following [71]:

es = 0.6108 exp
[

17.27T
T + 237.3

]
(23)
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where T is the air temperature (◦C). The cloud amount in Equation (22) can be estimated
from the sunshine and daylight hours given by the following [77]:

C = (1− n/N) (24)

where C is the cloud amount (okta), and n and N remain as previously defined.

2.3. Estimation of the Base Flow

In this study, we lump the ground water flow and base flow together as base flow. As
illustrated in Figure 2, the total flow to the river comprises the quick (or direct) and the
base flow. Quick flow is due to rainfall events and typically drops to 0 between such events.
Base flow is a continuous long-term flow [78]. Therefore, we have the following:

Qt = QRS + Qbase f low (25)

where Qt is the total discharge and Qbase f low is the base flow.
The base flow comes from shallow and deep subsurface flow and is an important part

of a groundwater system [79]. During the dry season, the river flow is composed mainly of
base flow. In wet seasons, river discharge comprises base flow and quick flow [80]. Unfor-
tunately, base flow is difficult to measure by direct methods and is commonly estimated
using different approaches [81], e.g., linear reservoir [82], exponential recession [83], UKIH
technique [79], recursive digital filtering [84], the pilot point method [81], and the constant,
monthly-varying method [85]. Since base flow is relatively stable with slight variations
between rainfall events [84,86], we use the monthly-varying method to estimate it in this
study. This method assumes a constant base flow for each month of the year, depending on
the monthly precipitation and land use. The base flow for a typical month can be predicted
using the following relationship [87]:

Qbase f low
i = Precipationi ∗∑j Cj Aj (26)

where Qbase f low
i is the baseflow in month i and Precipationi is the total precipitation that

occurred in month i. In addition, j is the index of land use activity, which can be residential,
agriculture, forest, pasture, wetland, or water bodies. Cj refers to the respective land use
coefficients, while Aj represents the respective area covered by land use.

After calculating the total discharge in Equation (25), the river flow can be described
as an open channel with uniform flow and, for the properties of the channel, we assume
that the cross-section, flow rate, area of flow, depth of flow, and the flow velocity do not
change along the channel segment. In addition, the channel where the hydrokinetic turbine
will be installed is assumed to have a rectangular shape, as seen in Figure 2. Finally, the
velocity of the channel can be obtained as follows:

Vch = Qt
/

Ach
(27)

where Vch is the flow velocity (m/s), Qt is the total discharge (m3/s), and Ach is the cross-
sectional area of the channel (m2). The cross-sectional area of the channel is expressed
as follows:

Ach = Bw ∗ y (28)

where Bw is the width of the channel (m) and y is the channel depth (m) (see Figure 2).

3. System Modeling of the Proposed HRES

Figure 3 depicts a HRES considered in this study when incorporating the hydrokinetic
turbine (HKT). The PV panel and battery storage are connected to the DC bus, whereas the
diesel generator, HKT, wind turbine, and the electric load are connected to the AC bus. In
between is the bidirectional converter that converts current from DC to AC and vice versa.
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3.1. PV Model

The amount of power generated by the PV panels depends on the size of the panels,
the solar irradiance, and the ambient temperature. The PV output power for each panel is
given as follows [88]:

Ppv(t) = fpv(
Gi(t)
GSTC

)[1 + λp(Tc(t)− Tc,STC)] (29)

where Ppv is the panel output power (kW), fpv is the derating factor (%), Gi is the solar
irradiance (kW/m2), GSTC is the solar irradiance level at the standard test condition (STC)
with a value of 1 kW/m2, λp is the temperature coefficient (%/◦C), Tc is the cell operating
temperature (◦C), and Tc,STC is the cell temperature measured at STC with 25 ◦C. Moreover,
the cell temperature Tc is expressed as follows [88]:

Tc(t) = Ta(t) + Gi(t)(
Tc,NOCT−Ta,NOCT

GNOCT
) ∗ (1−

npv

τα
) (30)

where Ta is the ambient temperature (◦C), Tc,NOCT is the nominal operating cell temperature
(◦C), Ta,NOCT is the ambient temperature at which the NOCT condition is defined (20 ◦C),
GNOCT is the solar irradiance defined for NOCT as 0.8 kW/m2, npv is the PV conversion
efficiency (%), and τα is the effective solar transmittance–absorptance of the PV with an
assumed value of 0.9.

In addition, the total power generated by the PV with multiple panels can be expressed
as follows:

PPpvT (t) = Spv ∗ Ppv (31)

where Spv is the size or rated capacity of the PV panel.

3.2. Wind Power Model

The wind power output of a wind turbine is dependent upon the wind speed described
as follows [89]:

Pw(v(t)) =


0, v ≤ Vin

1
2 CpρAwtv(t)

3, Vin < v < Vrate

Prate, Vrate ≤ v ≤ Vout

0, v ≥ Vout

(32)

where Pw(v(t)) is the output power of the wind turbine at a wind speed of v (m/s) for a
given time (t). Awt is the swept area of the wind turbine (m2), Vin is the cut-in speed, (m/s),
Vout is the cut-out speed (m/s), Cp is the power coefficient of performance,Prate is the rated
power of the wind turbine (kW) at a rated speed of Vrate (m/s), while ρ is the air density
(kg/m3). The total power generated by multiple wind turbines will be as follows:
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PW,T(t) = Nw ∗ Pw(v(t)) (33)

where Nw is the number of wind turbines.

3.3. Hydrokinetic Model

The hydrokinetic power (HKP) obtainable from a river channel is a function of the
density of water, the cross-sectional area, and the water velocity. Similar to the wind model,
the power output of a hydrokinetic turbine can be calculated by the following [54]:

PHKT(vw(t)) =


0, vw ≤ vw

in

1
2 Cp,HρwηHKT AHKTvw(t)

3, vw
in < vw < vw

rate

PHKT
rate, vw ≥ vw

rate

0, vw ≥ vw
out

(34)

where PHKT(vw(t)) is the power of a HKT (kW),vw is the water flow velocity (m/s) at a
given time (see Equation (27)), AHKT is the swept area of the rotor blades (m2), ρw is the
density of water (kg/m3), ηHKT is the combined HKT-generator efficiency,Cp,H is the HKT
power coefficient, vw

in is the cut-in water velocity, vw
out is the cut-out water velocity, vw

rate

is the rated water velocity, and PHKT
rate is the rated power of HKT.

To increase the output capacity of hydrokinetic energy, an array of turbines can be
used, and the total power output will be as follows:

PHKT,T(t) = NHKT ∗ PHKT(vw(t)) (35)

where NHKT is the number of hydrokinetic turbines.

3.4. Battery Storage Model

Batteries are operated in charging and discharging modes. When there is surplus of
energy from the PV, wind and hydrokinetic sources, the battery operates in the charging
mode, and its capacity is expressed as follows [6]:

CB(t) = CB(t− 1) ∗ (1− σ) +

(
Pg,res(t)−

Pl(t)
ηcon

)
∗ ηbc (36)

When the generated renewable energy is not sufficient to supply the demand, a deficit
occurs, and the battery is expected to operate in the discharging mode to cover the deficit.
During discharging, the capacity is calculated as follows [6]:

CB(t) = CB(t− 1) ∗ (1− σ)−
(

Pl(t)
ηcon

− Pg,res(t)
)

/ηbd (37)

In Equations (36) and (37), Pg,res is the total generated renewable energy, given
as follows:

Pg,res(t) = PPpvT (t) + PW,T(t) + PHKT,T(t) (38)

In Equations (36) and (37), CB(t) is the available energy of the battery at the current
time and CB(t− 1) is that at the last time point. Furthermore, σ is the self-discharge rate of
the battery, Pl is the AC load demand of the system, ηcon is the converter efficiency, ηbc is
the battery charge efficiency, and ηbd describes the battery discharge efficiency. Moreover,
the battery should be constrained as follows:

CBmin ≤ CB(t) ≤ CBmax (39)

where CBmin is the minimum energy limit which can be calculated by the following:
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CBmin = (1− DOD) ∗ CBat (40)

where DOD is the depth of discharge and CBat is the nominal capacity of the battery (Ah).
The maximum energy limit CBmax can be taken as CBatt [48].

Batteries are connected in series, parallel, or a combination to form a battery bank. The
total capacity of the battery bank can be represented by the number of batteries and the
nominal capacity of each battery, expressed as follows [49]:

CBat,T = NBat ∗ CBat (41)

where CBat,T is the total capacity, NBat is the number of batteries, and CBat is the nominal
capacity of each battery.

3.5. Diesel Generator Model

A diesel generator is used to supply the load when both the renewable energy sources
and battery bank fail to satisfy the demand. Its fuel consumption is calculated as fol-
lows [90]:

fcons(t) = ϕPDG,disp(t) + βPrated (42)

where fcons is the fuel consumption of the diesel generator (l/h), PDG,disp is the dispatched
power by DG (kW), Prated is the rated capacity, and ϕ and β are the coefficients of the
fuel consumption curve (L/kW/h), with typical values of 0.0140 and 0.244, respectively.
The dispatchable power of a diesel generator should operate within a specified range, as
follows [91]:

PDG(t) =

{
0.3Prated ≤ PDG,disp(t) ≤ Prated

0, otherwise
(43)

3.6. Power Converter Model

The rated power of a converter depends on the peak load. The converter efficiency is
calculated as follows [6]:

ηcon =
Poutput

Pinput
(44)

where Poutput and Pinput describe the output and input power flows from/to the power
converter, respectively.

4. Problem Formulation and Solution Approach

In this study, we evaluate the system performance by the total net present cost (TNPC),
since it contains all the associated costs through the project’s lifespan. These costs include
initial capital, replacement, operation and maintenance, and fuel costs. Thus, TNPC is
defined as the objective function to be minimized for an optimal solution. The decision
variables are size of PV panels (SPV), the number of wind turbines (N w), the number of
hydrokinetic turbines (NHKT), number of batteries (Nbat), and the size or rated power of
the diesel generator (SDG). The optimization problem is formulated as follows:

min TNPC(SPV , Nw, NHKT , Nbat, SDG) (45)

s.t
SPV,min ≤ SPV ≤ SPV,max (46)

Nw,min ≤ Nw ≤ Nw,max (47)

NHKT,min ≤ NHKT ≤ NHKT,max (48)

Nbat,min ≤ Nbat ≤ Nbat,max (49)
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SDG,min ≤ SDG ≤ SDG,max (50)

LSPSmin ≤ LSPS ≤ LSPSmax (51)

The expressions in Equations (46)–(51) are the constraints of the optimization problem.
The last constraint is a reliability indicator referred to as the loss of power supply (LSPS) and
defined as the ratio of energy deficit to the overall demand of the system [92], as follows:

LSPS(%) =
∑

Proj
t=1 Pl(t)− Ppv(t)− Pw(t)− PHKT(t)− PDG(t)− (CB(t)− CBmin)

∑
Proj
t=1 Pl(t)

(52)

where Proj stands for the project lifetime (25 years in this study) while all parameters
remain as previously defined.

The objective function TNPC in Equation (45) is defined as follows [93]:

TNPC = CC + RC + OMC + FC (53)

where CC, RC, OMC, and FC represent the capital, replacement, operation and mainte-
nance, and total fuel costs of all components associated with the project, respectively. The
capital cost of the hybrid energy system can be expressed as follows:

CC = CPV
capSPV + CWT

cap Nw + CHKT
cap NHKT + Ccon

capScon + CBat
cap NBat + CDG

cap SDG (54)

where CPV
cap, CWT

cap , CHKT
cap , Ccon

cap , CBat
cap , and CDG

cap are the respective costs of the PV (per kW),
wind turbine (per unit), hydrokinetic turbine (per unit), converter (per KW), battery storage
(per unit), and DG (per KW). SPV , Nw, NHKT , Scon, Nbat, and SDG denote the size or rated
capacity of PV, the number of wind turbines, the number of hydrokinetic turbines, the size
of the converter, the number of batteries, and the size of the DG, respectively.

In Equation (53), the replacement cost can be expressed as follows [6]:

RC = CPV
rep ·SPV ·∑

Proj
k=25

1
(1+i)k + CWT

rep ·Nw·∑Proj
k=20

1
(1+i)k + CHKT

rep ·NHKT ·∑
Proj
k=20

1
(1+i)k +

Ccon
rep ·Scon·∑Proj

k=10,20
1

(1+i)k + CBat
rep ·Nbat·∑

Proj
k=5,10,15,20

1
(1+i)k +

CDG
rep ·SDG·∑

Proj
k=a,2a,...<Proj

1
(1+i)k

(55)

where CPV
rep , CWT

rep , CWT
rep , Ccon

rep , CBat
rep , and CDG

rep are the respective replacement costs of the PV,
wind turbine, hydrokinetic turbine, power converter, batteries, and diesel generator. k
represents the specific year in which the particular component will be replaced (e.g., the
battery will be replaced every 5 years). In the case of the diesel generator, the lifespan
is evaluated based on the operational hours. When the running hours of the DG are
equivalent to the manufacturer specified operating hours, then the DG needs replacement.
The expression 1

(1+i)k in Equation (55) represents the discount factor (a ratio that describes

the present value of a cash flow that occurs in any year of the project lifespan), while i is
the real interest rate.

In Equation (53), the operation and maintenance cost can be evaluated as a percentage
of the capital cost given by the following [6]:

OMC($) = (∑j PjCcap j
NSj + f ∗Operhours)

[
∑Proj

k=1
1

(1 + i)k

]
(56)

where j is the index of the respective component (PV, WT, HKT, battery, converter), Pj are
the corresponding percentages of the capital cost of the respective component, Ccap j is the
capital cost of the respective component, and NSj is the number or size of the respective
component (e.g., size for PV and number for HKT). Regarding the diesel generator, the
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operation and maintenance cost is evaluated based on the annual operation hours. Hence,
f is the hourly operational and maintenance cost, and Oper_hours describes the total diesel
generator running hours in a year. The total fuel cost in Equation (53) is calculated by the
following [6]:

FC($) = CDG
f uel · fcons·∑Proj

k=1
1

(1 + i)k (57)

where CDG
f uel and fcons are, respectively, the fuel cost and the fuel consumed during the

operation of the DG.
Another important performance criterion for evaluating a HRES is the cost of energy

(COE). COE describes the system costs over the useful energy provided by the system
during the stipulated time period, as follows [92]:

COE =
Cann

total load served
(58)

where Cann is the annualized cost of the system, defined as follows [6]:

Cann($) = TNPC ∗ CRF (59)

where CRF is the capital recovery factor which is defined as a function of the real interest
rate i and the useful lifetime of the project [94].

CRF(i, Proj) =
i(1 + i)Proj

(1 + i)Proj − 1
(60)

The optimization problem formulated above leads to a combinatorial nonlinear opti-
mization problem. We use a genetic algorithm (GA) to solve this problem. The GA is widely
used in solving complicated combinatorial optimization problems in the energy field. The
GA follows the principle of natural selection that mimics biological evolution. Rather
than the traditional optimization approach in which a single solution is generated, a GA
generates multiple candidate solutions using techniques inspired by natural evolution,
such as inheritance, mutation, selection, and crossover [95]. When a configuration fails to
satisfy the constraints, it is replaced by a better one during the optimization process. The
GA searches for the optimal solution that minimizes the objective function and satisfies
the constraints. After the selection process, the solution will then be subject to crossover
and mutation operations to produce the next population until a pre-specified number of
generations is reached/or when a criterion that determines the convergence is satisfied.

Various studies have applied a genetic algorithm [93,96–98] in the optimal design and
operation of hybrid energy systems. The GA has no restrictions regarding the model of
the system or the type of decision variables (discrete, continuous, or mixed) [96]; hence,
these features make the employment of the GA suitable for our purpose. In this study, the
numerical implementation of solving the optimization problem and associated constraints
is performed using the GA tool in the MATLAB environment. For solving the case study
problems presented in the next section, Table 2 shows the minimum and maximum bounds
of the decision variables and constraints, while Table 3 shows the parameters of the GA.

Table 2. Optimization parameters and constraints used in the case study.

Parameter SPV (kW) Nw (Unit) NHKT (Unit) NBat (Unit) SDG(kW) LSPS(%)

Lower bound 0 0 0 0 80 0
Upper bound 500 10 5 300 300 2
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Table 3. GA parameters used in the case study.

Parameter Value

Population size 50
Maximum number of iterations 500
Crossover fraction 0.8
Function tolerance 1e-6
Constraint tolerance 1e-3
Selection function Stochastic uniform

5. A Case Study

An off-grid area in Nigeria is selected for a case study to verify our approach. Koluama
is a remote community located in Nigeria’s coastal Niger Delta region. The community
has a nearby river network. The location has an altitude of 6.1 m and a corresponding
latitude and longitude of 4◦47′ N and 5◦77′ E, respectively [99]. The mean annual rainfall
ranges between 2000 and 4000 mm [100]. As is typical in the Niger Delta region, the area is
dominated by tropical rainforests, mangrove swamps, mangrove forests, and salt- as well
as freshwater zones. The average annual temperature varies between 25 and 32 ◦C [101].

One of the community’s significant challenges, apart from a non-accessible road
network, is the lack of an electricity supply. Extending the grid line to such riverine areas
will require political ‘will’ and high investment costs. Though the community has the
potential to harness renewable energy resources, a diesel generator is used to meet the load
demand. Moreover, high fuel consumption, high maintenance cost, and high emission of
greenhouse gases and other pollutants are some setbacks associated with running diesel
generators continuously [102]. These setbacks lead to the motivation to utilize the locally
available renewable energy resources to complement the diesel generator for energy supply.

5.1. Data Acquisition for Estimating the Flow Velocity

The meteorological data for the studied area required for running the water cycle
model is obtained from the NASA Prediction of Worldwide Energy Resources website [103].
A 10-year dataset covering the period of January 2011–December 2021 was used for the
study. The dataset comprises precipitation, solar radiation, wind speed, daily temperature,
relative humidity, and dew point temperature. These datasets are used to evaluate the
abstraction, evapotranspiration, and base flow components. The daily sunshine hours, day-
light hours, and cloud amounts are calculated based on the equations shown in Section 2.

To ascertain a coverage area and obtain the soil data (cover/type) and land use, a
digital elevation model (DEM) for the Koluama location, i.e., an image in a 30 m × 30 m
resolution, is obtained from the Shuttle Radar Topography Mission (SRTM), as seen in
Figure 4 [104]. The total area considered within the location is approximately 184 km2.
Using the DEM, soil data is obtained from the digital soil map of the world [105]. Further
descriptions of the datasets used with their corresponding sources are tabulated in Table 4.
The composition of the soil data, as seen from the soil map in Figure 4 and Table 5, shows
that the study area comprises clayey soil, loamy soil, and water bodies.

Table 4. Topographical and meteorological data of the study area.

Data Type Description Resolution Remark Source

Topography map Digital elevation model (DEM) 30 m × 30 m Shuttle Radar Topography Mission SRTM [104]

Land use map Land use 30 m Landsat Mission Landsat 7 [106]

Soil map Soil type and texture 10 km Digital Soil Map of the World DSMW [105]

Weather data Solar radiation, wind speed,
precipitation, etc.

Prediction of Worldwide
Energy Resources NASA [103]



Energies 2023, 16, 3403 15 of 28Energies 2023, 16, x FOR PEER REVIEW 15 of 28 
 

 

 
Figure 4. Digital elevation model (left) and soil type/cover (right) of the study area. 

Table 4. Topographical and meteorological data of the study area. 

Data Type Description Resolution Remark Source 

Topography map 
Digital elevation model 
(DEM) 30 m × 30 m 

Shuttle Radar Topography 
Mission SRTM [104] 

Land use map Land use  30 m Landsat Mission Landsat 7 [106] 
Soil map Soil type and texture 10 km Digital Soil Map of the World DSMW [105] 

Weather data Solar radiation, wind speed,
precipitation, etc. 

 Prediction of Worldwide En-
ergy Resources 

NASA[103] 

Table 5. Data on soil composition. 

S/N Description Area (km2) % of the Area 
1 Clayey loam 45.32 24.52 
2 Loam 89.76 48.57 
3 Water bodies 49.72 26.91 

In addition, to obtain the land use data, the land use map of the study area is extracted 
through a satellite Landsat image with a 30 m resolution [106]. The land classification is 
based on the supervised maximum likelihood method to determine the land use activities. 
This process is performed on the ArcGIS (geographic information system software) plat-
form. Table 6 shows that the land use is dominated by swamps and forests, with little 
residential use. Both the soil and land use data are used to calculate the 𝐶𝑁 number. 

Table 6. Data on land use. 

S/N Description Area (km2) % of the Area 
1 Barren land 10.26 5.58 
2 Residential  2.28 1.24 
3 Forest, woods, and swamps 56.08 30.48 
4 Pasture 30.69 16.68 
5 Agricultural 41.62 22.62 
6 Bare soil 27.85 15.14 
7 Water 15.19 8.26 

The geometry of the water channel (width (𝐵௪) and depth (𝑦)) is needed to calculate 
the cross-sectional area (𝐴) for hydrokinetic power harnessing. Since we do not have the 
actual measured dimensions of the channel, reference is made to existing HKTs with their 
respective rotor diameter. In [107], the Garman Thropton river turbine has a diameter of 

Figure 4. Digital elevation model (left) and soil type/cover (right) of the study area.

Table 5. Data on soil composition.

S/N Description Area (km2) % of the Area

1 Clayey loam 45.32 24.52
2 Loam 89.76 48.57
3 Water bodies 49.72 26.91

In addition, to obtain the land use data, the land use map of the study area is extracted
through a satellite Landsat image with a 30 m resolution [106]. The land classification is
based on the supervised maximum likelihood method to determine the land use activities.
This process is performed on the ArcGIS (geographic information system software) platform.
Table 6 shows that the land use is dominated by swamps and forests, with little residential
use. Both the soil and land use data are used to calculate the CN number.

Table 6. Data on land use.

S/N Description Area (km2) % of the Area

1 Barren land 10.26 5.58
2 Residential 2.28 1.24
3 Forest, woods, and swamps 56.08 30.48
4 Pasture 30.69 16.68
5 Agricultural 41.62 22.62
6 Bare soil 27.85 15.14
7 Water 15.19 8.26

The geometry of the water channel (width (Bw) and depth (y)) is needed to calculate
the cross-sectional area (Ach) for hydrokinetic power harnessing. Since we do not have
the actual measured dimensions of the channel, reference is made to existing HKTs with
their respective rotor diameter. In [107], the Garman Thropton river turbine has a diameter
of 1.8 m and requires a depth of at least 1.75 m for turbine installation. Similarly, ref. [51]
utilized the river turbine manufactured by Smart Hydropower. The turbine has a rotor
diameter of 1 m. The dimension of the channel in which the turbine was utilized prior to
enhancement is 1.5 m in depth and 4.8 m in width. It follows that the depth of the channel
should be at least equal to or greater than the rotor diameter of the turbine. Furthermore,
the area of the channel should be able to cover the swept area of the rotor diameter. In
our case study, we selected a 27 kW hydrokinetic turbine with a rotor diameter of 3 m (see
Section 5.4). Since the turbine is an underwater turbine that will be submerged, we selected
a channel geometry that can accommodate it in case of installation. Therefore, our assumed
dimensions for the channel are 6 m in depth and 4 m in width.
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5.2. Meteorological Data for HRES

The meteorological data used for the HRES are also accessed from the NASA Prediction
of Worldwide Energy Resources website [103]. Table 7 shows the monthly average solar
radiation, wind speed, and temperature values in the studied area. The data indicates
moderate solar radiation in the range of 3.64 in July to 5.91 kWh/m2/d in February, with an
annual average of 4.70 kWh/m2/d. As expected, there is a daily variation of solar radiation
for different days and seasons of the year. Radiation values for a typical day in January are
usually higher than in July due to the seasonal variations.

Table 7. Solar radiation, wind speed, and temperature of the area.

Month Jan. Feb. March April May June July Aug. Sept. Oct. Nov. Dec.

Solar radiation
(kWh/m2/d) 5.79 5.91 5.49 5.29 4.60 3.67 3.64 4.33 4.30 4.76 5.40 5.60

Wind speed (m/s) 3.35 3.65 3.94 3.92 2.83 4.56 5.27 5.38 4.89 4.11 2.97 3.00
Temperature (◦C) 26.17 27.07 27.32 27.16 26.78 25.88 25.10 24.85 25.09 25.59 26.23 26.30

The wind speed varies between 2.83 m/s in May and 5.27 m/s in July. Moreover,
a reasonably high wind speed occurs in August and September. On a typical day, the wind
speed can reach a lower value of 0.5 m/s in May and a higher value of 8.7 m/s in August.
The annual average is 3.66 m/s, as seen in Figure 5a,b.
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5.3. Load Demand

Based on the survey and dialog with the end-users, the daily consumption data is
generated, and the demand profile is obtained. The daily energy consumption of this
community is usually for powering TVs, fridges, lighting, fans, cell phone charging, and
other low-energy appliances. Figure 6 describes the demand profile of the community. It is
shown that, between 6:00 to 18:00, the energy is consumed mainly by the shops, residential
households, and other low-energy loads. Residential consumption is minimal during the
day, since most people are off for their respective business activities, such as farming and
fishing. Between 19:00 and 23:00, the demand is high since most household members
are back home and use electricity for various purposes. Towards midnight, the demand
gradually drops as some appliances are switched off. The average daily energy demand is
estimated at 860.13 kWh/d, with a peak demand of approximately 100 kW.

5.4. Component Specification of the HRES

The cost, capacity, and other technical details of the system components are relevant
for implementing the hybrid energy system model. This study considers the Verdant
Power 35 kW hydrokinetic turbine for hydrokinetic power generation. The lifetime, the
replacement cost, and other specifications of the components are summarized in Table 8.
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Table 8. HRES component specifications.

PV Module

Model: CS6X-325P. Manufacturer: Canadian Solar. Rated capacity: 325 W. Module type: polycrystalline.
Efficiency: 16.94%. Temperature power coefficient: −0.41(%/◦C). Operating temperature: −40 ◦C to +85 ◦C.
Lifetime: 25 years [108]. Derating factor: 80%.
Capital cost: 664 USD/kW. Replacement cost: 580 USD/kW [109]. Operation and maintenance cost
(USD/year): 2% of capital cost.

Wind Turbine

Model: EO25III. Manufacturer: Eocycle. Rated capacity: 25 kW. Cut-in wind speed: 2.75 m/s. Cut-out wind
speed: 20 m/s. Rotor diameter: 15.8 m. Lifetime: 20 years [110].
Capital cost: USD 175,000 [111]. Replacement cost: USD 120,000. Operation and maintenance (USD/year):
5% of capital cost.

Hydrokinetic
Turbine

Model: TIGRIS-27 H. Rated capacity: 27 kW@2.7 m/s. Cut-in water velocity: 0.5 m/s. Lifetime: 20 years.
Number of blades: 3 Rotor diameter: 3 m. Power coefficient: 0.43 [112].
Capital cost: 1150 USD/kW [113]. Replacement: 1000 USD/kW. Operation and maintenance cost (USD/year):
5% of capital cost.

Storage Battery

Model: Surrette 6CS25P. Manufacturer: Rolls. Type: Lead–acid. Nominal voltage: 6V. Nominal capacity:
6.91 kWh. Round trip efficiency: 80%. [114]. Lifetime: 5 years.
Capital cost: 271 USD/kWh [115]. Replacement cost: 200 USD/kWh. Operation and maintenance cost
(USD/year): 0.5% of the capital cost.

Power converter

Model: S219cph. Manufacturer: Leonics. Rated capacity: 5 kW. DC input voltage: 48 Vdc. Efficiency:
96% [116]. Lifetime: 10 years.
Capital cost: 245 USD/kW. Replacement cost: 245 USD/kW [117]. Operation and maintenance cost
(USD/year): 4% of capital cost.

Diesel generator

Model: DE150E0. Manufacturer: CAT. Engine speed: 1500 RPM. Lifetime: 60,000 h. Voltage: 400/230 Vac.
Frequency: 50 Hz [118]. Fuel price: 0.7 USD/L.
Capital cost: 447 USD/kW [119]. Replacement cost: 400 USD/kW. Operation and maintenance cost
(USD/h): 0.4.

6. Results and Discussions

This section presents our computation results for the flow velocity and the off-grid
HRES for the case study, based on the proposed approach. The computation and imple-
mentation of the proposed model were performed on a desktop computer with a 2.9 GHz
Intel Core i7 processor with 16 GB RAM in a MATLAB (2021b) environment.

6.1. Results of Flow Velocity

The results of discharge show that the year’s maximum, minimum, and mean dis-
charge are 122.90, 0.395, and 14.52 m3/s, respectively. A breakdown of the monthly
discharge, as depicted in Table 9, indicates that the maximum discharge occurs in Septem-
ber, while the minimum is in December. Moreover, the months of May to October have
the highest discharge values (greater than 85 m3/s). This is not surprising because these



Energies 2023, 16, 3403 18 of 28

months fall under the wet months in Nigeria (the dry season starts around November and
runs till April, while the wet season starts around May and runs till October).

Table 9. Calculated monthly river discharge.

Month Jan. Feb. March April May June July Aug. Sept. Oct. Nov. Dec.

Mean discharge (m3/s) 1.48 1.07 6.98 2.75 13.82 31.33 17.39 29.15 33.15 26.62 9.05 0.75
Max discharge (m3/s) 9.82 10.91 32.18 19.51 96.57 103.4 109.6 85.10 122.9 86.92 30.04 5.33
Min discharge (m3/s) 0.58 0.59 2.96 1.25 4.83 10.49 5.95 10.79 11.66 9.44 3.31 0.39

Figure 7a,b illustrates the relationship between the precipitation and discharge in dry
and wet months. Figure 7a shows the contribution of base flow to the total discharge in a
time interval between January and March, during which, in the time period B (between the
1st and 15th of February), the daily precipitation is between 0.01 and 0.9 mm. Hence, the
base flow contribution of 0.59 m3/s is the primary source of discharge to the river channel.
In Figure 7b, the discharge to the river comes from both direct and base flows, due to the
wet months (1st September to 31st October) with significant rainfall. The precipitation
ranges between 0.39 and 73 mm within this period.
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Our result indicates that the maximum velocity obtained is 5.12 m/s, while the mini-
mum and mean velocities are 0.017 m/s and 0.71 m/s, respectively. Figure 8a,b indicates
the daily profile of the flow velocity in both dry (18th February to 31st March) and wet
months. It is shown in Figure 8a that the velocity varies between 0.024 and 1.34 m/s.
Region C and D are constant velocity periods in which the flow emanates only from the
base flow discharge. In region C (22nd–25th February), there is minimal rainfall, and the
daily precipitation is less than 1.9 mm. However, the base flow is 0.59 m3/s, resulting in a
flow velocity of 0.024 m/s. Similarly, in region D (13th–18th March), the base flow has a
constant value of 2.95 m3/s, resulting in a flow velocity of 0.12 m/s.
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Figure 8b shows the daily flow velocity of typical wet months (1st September to
12th October). Since there is a significant rainfall, the total discharge comes from both
direct and base flows, resulting in the flow velocity ranging between 0.48 and 5.12 m/s.
Therefore, the flow velocity is much higher during the wet season due to significant rainfall.
Therefore, these months are expected to have the highest hydrokinetic energy contribution
to the off-grid HRES.

6.2. Results of the Off-Grid HRES

The HRES architecture is optimized by considering all combinations of the components
in the design. The optimal system configuration is found by minimizing the total net present
cost and the cost of energy. The decision variables are the sizes of PV panels, the number of
WTs, the number of HKTs, the number of batteries, and the size or capacity of the DG. The
GA took 204 iterations for the algorithm to reach the optimal solution.

For a lifetime of 25 years and an inflation rate of 11.3%, the resulting optimal architec-
ture consists of 320 kW of PV panels, 120 units of batteries, two hydrokinetic turbines rated
27 kW each, 120 kW converters, zero wind turbines, and a 100 kW diesel generator. With an
LSPS of 1.92%, the TNPC and COE are USD 1,103,668 and 0.2841 USD/kWh, respectively.
The specified loss of power constraint (LSPSmax = 2) is satisfied.

6.2.1. Economic Evaluation

The optimal design of the HRES leads to economic parameters, such as capital, replace-
ment, operation and maintenance, and fuel costs of each system component, as shown in
Figure 9. It is seen that the total capital cost is USD 573,320, of which 39% is for the battery
bank, 37% is for PV panels, 11% is for the HKTs, and 5% is for converters. Furthermore, the
battery replacement cost is USD 332,690, the highest among the components. This is not
surprising, because the battery lifespan is taken as 5 years; thus, the battery bank needs
replacing four times over the total period. Moreover, the contributions of the converter and
HKT to the total replacement cost are 7% and 4%, respectively. The PV has no replacement
cost, since its lifetime is taken as 25 years. In the same vein, the OM costs for the PV, battery,
converter, HKT, and diesel generator are USD 53,607, USD 14,169, USD 14,835, USD 39,168
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and USD 711.4, respectively. In addition, the results show that the DG will operate for
an average of 141 h yearly, which means the total fuel cost over the project life span is
USD 34,822.
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The distribution of costs is shown in Figure 10. It can be seen that the capital cost has
the highest proportion, followed by the replacement cost. This is not farfetched because
renewable energy technologies are known to have high installation costs.
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6.2.2. Technical Evaluation

Applying the optimal HRES, the annual load demand of 313,947 kWh/year will
be supplied through a combination of PV, hydrokinetic turbine, diesel generator, and
battery storage. The total energy generated by the system will be 471, 743 kWh/year.
A breakdown of the respective energy sources, as illustrated in Figure 11, shows that the
contribution of PV, hydrokinetic turbine, and the diesel generator will be 412,247 kWh/year,
53,852 kWh/year, and 5643 kWh/year, respectively. The total annual load served by the
system is 307,940 kWh/year, with a deficit of 6034 kWh/year. It can be observed that
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the highest share of energy production is from the PV, followed by the HKT, with DG
contributing to only 1% of the total energy.
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Further analysis indicates that the maximum output of the PV is 235.4 kW. The energy
from PV is mainly generated between 6.00 h and 18.30 h. The output fluctuates within
this period, with the peak power mostly occurring at noontime. The maximum power
generated by the two units of HKT is 32.4 kW. Since renewable energy sources primarily
power the system, the DG operates only 141 h yearly and consumes 3943.5 L of fuel per year
with a maximum output of 82.97 kW. Assuming that the yearly running hours of the DG
are constant throughout the project lifespan, then the DG will only run 3525 h throughout
this period. This is far less than the 60,000 h operational life specified by the manufacturer.

Figure 12 illustrates 3 typical days of hourly generation and dispatch of the battery
bank to serve the load demand. At the beginning, the battery bank is assumed to be fully
charged with a total maximum capacity of 829.2 kWh. It is seen in Figure 12 that between
1:00 h and 7:00 h, the PV output will be 0 kW due to the unavailability of sunshine. During
this period, the power dispatch from the battery and the HKT power will be utilized to
supply the load. However, the HKT power is relatively low due to the low flow velocity
during this period. The generated power is less than 1 kW, which is insufficient to cover
the load demand. Hence, the battery bank will be the major energy source. As can be seen,
the battery capacity is reduced from 829.2 kWh to 605.14 kW within this period.
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At 9:00 h, the solar irradiance becomes 0.16 kW/m2, and the power output from the
PV is increased to 42.56 kW. The total renewable power produced is 42.86 kW, greater than
the load demand of 29.51 kW. Thus, the excess energy is charged to the battery bank, then
increasing the battery energy to 691.87 kW. There is a load deficit at 76:00 h and 77:00 h
because the system fails to satisfy the demand of 25.5 kW and 22 kW, respectively. This is
because there is no generation from PV, a minimal generation from HKT, and the battery
reaches its minimum energy level (331.68 kWh). Since the load demand in this period is not
within the bounds of the DG, there will be no dispatched power from the DG. However, at
78:00 h, the DG will be active and, together with the HKT, will supply the load demand of
31.35 kW.

6.2.3. Comparison with the DG-Only System

Currently, a DG is used as the only source to supply energy to the community. The
manufacturer’s specification of the DG used in the study indicates that it has an operating
life of 60,000 h. However, during the operation, the DG runs for 5925 h instead of 8760 h
per year. This is because it assumes that the DG should not be in operation when the load
demand is not within its specified bounds. In practice, the DG consumes 166,220 L of
fuel annually and generates 243,320 kWh of energy to supply the load demand. However,
a total of 25% of the load demand is not met. Table 10 shows that 92% of the cost emanates
from the fuel cost, which means that it is expensive for off-grid remote areas to only
use diesel generators to satisfy their energy needs. Moreover, the TNPC and COE are
USD 1,589,918 and 0.5182 USD/kWh, while the capital, replacement, and OM costs are
USD 44,700, USD 47,541 and USD 29,897, respectively.

Table 10. Cost summary of the DG-only system.

Capital
Cost (USD)

Replacement
Cost (USD) OM Cost (USD) Fuel Cost (USD)

44,700 47,541 29,897 1,467,800

For comparison, it can be observed from Table 11 that the capital cost of the opti-
mal HRES is about 11 times of the cost of the DG-only system. However, the operation
cost of the DG-only system is exceptionally high compared to the optimal HRES system
(USD 1,467,763 compared to USD 34,822). As a result, the TNPC of the DG-only system is
about 1.4 times higher than that of the HRES.

Table 11. Comparison of the DG-only and the optimal system.

System TNPC
(USD)

COE
(USD/kWh)

Capital Cost
(USD)

Fuel Cost
(USD)

DG
Operation
(h/year)

Fuel
Consumed
(L/year)

Total Load
Served
(kWh/year)

DG-only 1,589,918 0.5182 44,700 1,467,763 5925 166,220 233,320
Optimal HRES 1,103,668 0.2841 573,320 34,822 141 3943.5 307,940

As shown in Table 11, the DG-only system leads to a COE of 0.5182 USD/kWh
compared to 0.2841 USD/kWh obtained by the HRES. It can also be noticed that the
DG-only system consumes 166,220 L of fuel annually to serve the load demand during
operation. This is 42 times the fuel consumption by the HRES. Moreover, both systems
failed to satisfy the annual load demand of 313,947 kWh/year. The annual unmet load of
the DG-only system is 80,627 kWh/year, amounting to 25% of the yearly deficit. However,
the HRES is able to meet 98.08% of the load demand.

7. Conclusions

Renewable energy sources are clean, efficient, and an excellent alternative to meet
the energy demands of off-grid remote areas. To effectively harness the potential of these
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resources, it is necessary to embark on technical, economic, and comparative assessment
studies to find the most suitable renewable energy resources within a particular location.
This paper presents the optimal design of an off-grid hybrid renewable energy that inte-
grates hydrokinetic energy and the commonly used wind, solar, and diesel generators as
energy generation sources. A detailed model for estimating the flow velocity of a river is
derived based on the water transportation process. This method will benefit off-grid areas
where there is no possible measurement of the flow velocity. An optimization problem
is formulated and solved to find the optimal configuration and sizing of a HRES. The
optimization result for a community in Nigeria shows significant potential for generating
hydrokinetic energy, which contributes 38% of the total generation to cover the demand.
A summary of the findings of this study are listed below:

• A detailed model of estimating the flow velocity of a river using the water transporta-
tion process has been presented in this study. The discharge results show that the
maximum, minimum, and mean annual discharge are 122.90, 0.395, and 14.52 m3/s, re-
spectively. Moreover, our result further indicates that the maximum velocity obtained
is 5.12 m/s, while the minimum and mean velocities are 0.017 m/s and 0.71 m/s,
respectively. This model-based method will benefit off-grid areas that do not have the
requisite manpower to obtain measured or observed data.

• The studied community has the potential to harness both solar and hydrokinetic
energy. Moreover, wind technology is not an economically viable option compared to
others due to the estimated low wind speed obtained in the area and the high cost of
the wind generation component.

• The optimization result using GA shows that the optimal system architecture consists
of 320 kW of PV panels, 120 units of 6.91 kWh batteries, two (27 kW) hydrokinetic
turbines, 120 kW converters, zero wind turbines, and a 100 kW diesel generator. The
total net present cost, cost of energy, and capital cost of the system are USD 1,103,668,
0.2841 USD/kWh and USD 573,320, respectively.

In this study, the data and parameters in the model are assumed to be deterministic,
particularly in the flow velocity model. Uncertainties, especially the parameters in the
flow velocity model, will be considered in our future work to analyze the reliability of
the results.
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