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Abstract: With the shortage of fossil energy and the increasingly serious environmental problems,
renewable energy based on wind and solar power generation has been gradually developed. For
the problem of wind power uncertainty and the low-carbon economic optimization problem of an
integrated energy system with power to gas (P2G) and carbon capture and storage (CCS), this paper
proposes an economic optimization scheduling strategy of an integrated energy system considering
wind power uncertainty and P2G-CCS technology. Firstly, the mathematical model of the park inte-
grated energy system with P2G-CCS technology is established. Secondly, to address the wind power
uncertainty problem, Latin hypercube sampling (LHS) is used to generate a large number of wind
power scenarios, and the fast antecedent elimination technique is used to reduce the scenarios. Then,
to establish a mixed integer linear programming model, the branch and bound algorithm is employed
to develop an economic optimal scheduling model with the lowest operating cost of the system
as the optimization objective, taking into account the ladder-type carbon trading mechanism, and
the sensitivity of the scale parameters of P2G-CCS construction is analyzed. Finally, the scheduling
scheme is introduced into a typical industrial park model for simulation. The simulation result shows
that the consideration of the wind uncertainty problem can further reduce the system’s operating
cost, and the introduction of P2G-CCS can effectively help the park’s integrated energy system to
reduce carbon emissions and solve the problem of wind and solar power consumption. Moreover,
it can more effectively reduce the system’s operating costs and improve the economic benefits of
the park.

Keywords: integrated energy systems; economically optimized dispatch; landscape uncertainty;
carbon trading; P2G-CCS

1. Introduction

In recent years, renewable new energy, mainly wind and solar power generation, has
been gradually developed and applied to society. However, due to the wind and solar
power generation system output having a certain degree of randomness and volatility,
there has been a tendency for wind and solar power to be abandoned. This has resulted
in the new energy utilization rate being relatively low, and the variability in and uncer-
tainty of the energy source potentially affecting the stability and economy of the power
system scheduling [1]. Concurrently, the energy industry, particularly the electric power
industry, accounts for a considerable proportion of greenhouse gas emissions, and thus
bears a significant responsibility for the achievement of green and low-carbon develop-
ment. Consequently, the park integrated energy system (PIES), which couples a variety
of energy sources through energy conversion equipment and exploits the complementary
advantages of multiple energy sources, will play an important role in energy conservation
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and emission reduction in the energy industry [2,3]. This is due to the fact that it is sup-
ported by renewable energy generation, electricity-to-gas conversion, energy storage and
other technologies.

The uncertainty of wind and solar output can be better managed to enhance the
reliability, stability and economy of integrated energy systems. Currently, the mainstream
research approach to the wind—solar power output uncertainty problem is to use statistical
methods to model wind and solar resources, such as time series analysis and probability
distribution fitting, to quantify the uncertainty of wind energy [4]. Nayak et al. [5] used
a stochastic approach to model uncertainty and performed bi-objective optimization in a
fuzzy domain using a ‘fuzzy max-min’ satisfaction criterion. Abdelmalak et al. [6] pointed
out that Monte Carlo simulation and perturbation techniques are computationally intensive
and cannot be directly embedded in the power system model, and proposed an approach
based on generalized polynomial chaos (GPC). Cao et al. [7] proposed a combined LHS and
K-means clustering method to solve the uncertainty problem of wind-glow output. Each
of the aforementioned studies addresses uncertainty through extensive random sampling
and parameter perturbation, or the use of polynomial approximation of the uncertainty
distribution. However, constrained by the computational cost and parameter space, the
LHS and fast prior scenario reduction methods appear to be more widely applicable
and more efficient in sampling. When compared to other methods like Monte Carlo or
random sampling, LHS offers better coverage of the parameter space and reduced sampling
variance. It ensures a more even distribution of samples, which can lead to more accurate
and reliable results, especially in high-dimensional problems. Many studies have used
LHS to generate different scenarios and then reduced the simulation options using the
fast forward selection algorithm (FSA), which is a time-consuming method of scenario
simplification but more accurate compared to the backward reduction algorithm [8].

In addressing the issue of the low-carbon economic optimization of integrated energy
systems (IESs), Duan et al. [9] employs the reward—punishment laddering carbon trading
mechanism to quantify the carbon trading cost, thereby constructing a low-carbon eco-
nomic optimization model of IESs. Wang et al. [10] utilizes the carbon emission factor and
reward—punishment stepped carbon trading mechanism to calculate the carbon trading
cost and evaluates the economic benefits of carbon capture power plants. By formulating
an optimized stepped carbon trading mechanism, the internal carbon balance of the IES
can be achieved and carbon emissions can be curbed to prevent the IES from overshooting
the annual carbon emission settlement [11,12]. Li et al. [13] proposed an IES schedul-
ing model based on full life cycle assessment and carbon capture and utilization (CCU)
technology, and analyzed the correlation between different carbon trading prices and the
low-carbon economic transport of the IES. Furthermore, the impact of CCU technology
inputs on the low-carbonity of the IES was investigated. In a further contribution to the
field, Li et al. [14] put forth an IES source-load coordinated optimal scheduling model
with the objective of achieving comprehensive economic optimality for the system, en-
compassing system—system economy and low amounts of carbon. This model employs
a reward and punishment ladder-type carbon trading mechanism to minimize the waste
of wind energy, stimulate consumer participation, and reduce system operating costs and
carbon emissions.

Power to gas (P2G) plants enhance the capacity of wind and solar power by converting
excess electricity into natural gas in an IES [15]. The underlying principle is that H, and
O, are initially produced by electrolysis of water in an electrolysis system (EL), and then
natural gas is synthesized from H; and CO, by a methane reactor (MR). Carbon capture
and storage (CCS) technology captures, sequesters and utilizes carbon, and the carbon
captured by CCS can be made available to P2G. Introducing P2G-CCS from the equipment
side is one of the important ways to help an IES reduce carbon emissions and achieve
low-carbon operation. The P2G-CCS carbon cycle flow diagram is shown in Figure 1, in
which the CCS captures and utilizes the CO; emitted from the operation of natural gas,
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gas-fired internal combustion engines and gas-fired boilers, and transports a part of it to
the methane reactor equipment to realize the coupling with the P2G.
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Figure 1. P2G-CCS flowchart.

Zhang et al. [16] proposed a two-tier optimal scheduling model for an integrated
energy system with a carbon capture system and a P2G facility, which improves the
economy of the IES and the capacity of wind and solar energy consumption. Furthermore,
Li et al. [17] extended the P2G-CCS technology to a hybrid concentrated solar power
and combined heat and power (CSP-CHP) IES with the aim of consuming more wind
power and further reducing CO, emissions. In a further development, Liang et al. [18]
created an Integrated Electricity—Gas System (IEGS) optimal dispatch model that couples
gas-fired units and P2G links. This model was then used to investigate the impact of
different constraints, such as power system constraints and natural gas constraints, on the
model’s wind power consumption. Zhang et al. [19] integrated P2G, carbon capture and the
supercritical carbon dioxide (S — CO;) cycle systems into a carbon cycle system. This system
was then used to investigate the role of the carbon cycle system in an electric-thermal IES.

The literature above demonstrates the efficacy of P2G-CCS for the optimal low-carbon
economic dispatch of the IES. However, it does present certain challenges to the eco-
nomic dispatch due to the stochasticity of wind and solar power not being considered.
Zhu et al. [20] proposed a low-carbon economic dispatch model of an IES containing P2G
and hydrogen-doped gas units (HGT) coupling under the stepped carbon trading mech-
anism. This model addresses the wind abandonment problem of the IES by utilizing
the operating characteristics of P2G in the system while considering the inherent uncer-
tainty of wind power output. Furthermore, it enhances the system’s renewable energy
consumption capacity. In a further contribution to the field, Zhang et al. [21] employed
conditional value-at-risk (CvaR) theory to analyze the uncertainty of wind power, utilizing
P2G to reduce the system wind abandonment rate and energy storage devices to miti-
gate the operational risk of wind power fluctuation on the system. Both Sun et al. and
Pan et al. [22,23] have proposed an optimal scheduling model for IESs considering flexible
loads and P2G participation in the carbon trading market, and verified the importance
and economics of P2G for system reduction of operating costs and the feasibility of wind
power adaptability. In a further contribution to the field, Yang et al. [24] put forth a P2G
multi-objective cooperative operation optimization model for an interconnected integrated
gas-to-electric energy system, taking into account the inherent uncertainty of wind power.
Through an arithmetic analysis, it was demonstrated that connecting the P2G equipment
can reduce the total operating cost of the natural gas system and can improve the system
wind energy consumption.

In light of the aforementioned background, it can be seen that the consideration of
carbon trading mechanisms and wind and solar uncertainty is conducive to achieving
energy savings, emission reductions and an economically viable integrated energy system.
Furthermore, the role of P2G-CCS equipment in the system’s wind and solar consumption
capacity and low-carbon economy requires further investigation. However, the current
study has the following shortcomings:
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1.  The low-carbon economy and wind-scenery consumption effect of integrated en-
ergy systems have not been adequately explored, despite the necessity of effectively
quantifying wind-scenery uncertainty.

2. The sensitivity analysis of the construction scale parameters of P2G-CCS equipment
has yet to be studied.

In light of the aforementioned considerations, this paper initially examines the poten-
tial for wind and solar output uncertainty, preprocesses the wind and solar resource data,
generates a classical scenario set utilizing the Latin hypercube sampling and reduction
technique, and then reduces the scenarios using the fast antecedent elimination technique.
This process enables the scenario set to comprise a number of representative scenarios,
which can then be used to estimate the actual wind and solar output effect and to reduce
the influence of wind and PV output fluctuations.

Secondly, an integrated energy system mathematical model considering P2G-CCS is
established. This model is used to analyze the coupling relationship between multiple
energy sources and to establish a system carbon emission calculation model and a step-type
carbon trading mechanism.

Subsequently, the branch bounding algorithm is employed to transform the system’s
wind and solar consumption and carbon emissions into wind and solar abandonment costs
and carbon trading costs, which are then aggregated into the system’s operating cost. The
objective of this process is to identify the lowest system operating cost, which serves as
the benchmark for the economic optimal scheduling study. This study aims to identify the
optimal scheduling strategy for the system.

Finally, a typical park is used as an example to verify the optimization model pro-
posed in this paper. The sensitivity of the construction scale parameters of the P2G-CCS
is analyzed, and the results demonstrate that the model is effective in solving the afore-
mentioned issues. The issue of wind and solar energy consumption, and the reduction in
system operating costs and carbon emissions, is addressed. It is demonstrated that as the
construction scale of the P2G-CCS increases, the system’s operating costs decrease. This
verifies the economic and effective nature of the optimization scheduling model proposed
in this paper.

2. PIES System Architecture

The architectural framework of the PIES system is illustrated in Figure 2, which
depicts the principal coupled energy types within the system. These include electric energy,
cooling energy, heat energy and natural gas. With regard to the electric energy aspect, the
power input side is primarily constituted by wind and solar power generation systems
and combustion turbine power generation systems. In this latter case, the combustion
turbine system performs the function of power transmission and distribution by consuming
natural gas. With regard to the interaction between the PIES system and the main grid, it is
important to note that the prices for the purchase and sale of power are identical. These
prices are based on the same-day step tariff, as specified in [25].

In terms of heat generation, the primary source is a gas boiler and a waste heat recovery
device, which utilizes the waste heat generated by the combustion engine to provide heat.
On the cooling side, the primary cooling system is a lithium bromide absorption chiller,
which operates on the principle of generating cooling energy by consuming heat energy. In
order to facilitate the flexible scheduling of heat and cold energy, this paper incorporates
heat and cold energy storage systems for energy storage and release.

The supply of natural gas to the PIES is comprised of two primary sources: the gas
grid and the P2G facility on the campus. The gas grid is the primary source, where CO, is
captured and purified by CCS to obtain a high concentration of CO, for delivery to the P2G
facility. The P2G facility generates A and B by electrolysis of water, combines H; and CO;
into natural gas, and sends CHj to the gas pipeline for use in the combustion engine and gas
boiler systems. Consequently, the utilization of P2G-CCS apparatus cannot only facilitate
the system’s ability to utilize wind and solar energy but also facilitate the capture of CO, to
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Figure 2. The architectural framework of the PIES system.

In this study, based on the information of the relevant price data in the past day, the
optimal scheduling of each piece of equipment’s output in the PIES in the past day is
carried out with the optimization goal of minimizing the cost of one day’s operation of the
system, so as to achieve the economic and low-carbon operation of the system. Therefore,
the mathematical model of each piece of equipment’s output model in the PIES will be
constructed according to the PIES system architecture, in which the natural gas supplier
and the main network are the external energy suppliers of the system, and the remaining
equipment is the internal equipment of the PIES. The specific mathematical model of each
piece of equipment is shown in Section 3.

3. PIES Modelling

In the previous section, the system architecture of the PIES was established, and
in this section, the mathematical modelling of the processing models of each device in
the PIES will be continued. Among them, considering the spectral output uncertainty
problem, this paper adopts the LHS method for scene generation, and then applies the fast
antecedent elimination technique for scene reduction to deal with the wind and light output
uncertainty problem. Each piece of energy supply equipment in the PIES sees the existence
of coupling; therefore, this paper will establish a multi-energy coupling equipment power
model in Section 2. At the same time, this paper takes the lowest cost of system operation as
the optimization goal, and carries out the optimal scheduling of the output of each device
before the day, and the scheduling process involves the relevant constraints to constrain
the operation of the system. Therefore, this chapter will follow the construction of the
mathematical model of the system optimization goal and constraints, so as to build up a
mathematical model basis for the subsequent optimal scheduling research.

3.1. Wind Turbine Systems

Wind turbines convert the kinetic energy of the wind into mechanical energy through
the wind turbine wheel. This wheel cuts the magnetic inductance to generate electric
current after speeding up and then converts the mechanical energy into electric energy.
Wind farms usually consist of several wind turbines, and the output power must be
calculated according to factors such as wind velocity and wind direction. The power
generation of wind turbines can be expressed as [26,27]:
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where:

Pwr: Actual power of the WTG.

P,: Rated power of the WTG.

v: Real-time wind velocity.

v;: Cut-in wind velocity of the turbine during normal operation.

v;: Rated wind velocity of the turbine.

vy: Maximum wind velocity of the turbine during normal operation.

t: Current moment.

3.2. Photovoltaic System

The PV system, comprising photovoltaic panels, converts solar energy into direct
current (DC) electrical energy [28]. The fundamental principle is based on the photovoltaic
effect, whereby the semiconductor material on the panels absorbs solar energy to be
converted into electrical energy. The photovoltaic array model is described in Equation (2)
as the PIES. The PV system’s active power output is primarily influenced by the intensity
of light S on a given day, which can be expressed as:

Ppy(t) = PSTCLL(;YC)(l + u(Tec — Tstc)) 2)

where:

Ppy: Actual power generated by the solar photovoltaic panel.

Pstc: Rated power of the solar photovoltaic panel.

L¢: Current ambient light intensity.

Lgtc: Light intensity in the ideal environment.

u: Power temperature coefficient.

Tc: Surface temperature of the solar photovoltaic panel at work.

Tstc: Surface temperature of the solar photovoltaic panel in the ideal environment.

3.3. Wind and Solar Scene Production and Weakening

The uncertainty of the system comes from two sources: turbine output and PV output.
Wind turbine output is primarily affected by wind velocity and exhibits stochastic character-
istics. PV output is predominantly contingent on outside weather conditions, particularly
cloud cover. To effectively assess uncertainty, it is essential to propose probability density
functions (PDFs) for wind and solar output [29]. It has been demonstrated that the forecast
errors of wind turbine and PV output exhibit a Weibull distribution and a Beta distribution,
respectively [30].

The PDF of wind turbine output:

kwr P kwr

FPr) = (T ) s (W) gl (PWT )™ ®)

where:

Pwr: The actual operating power of the turbine.
kwr: The shape factor of the turbine output.
r: The scale factor.

The PDF of PV output:

f(PPV) = PPVWmAPVﬂPV cosfA (4)
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where:

Ppy: The actual operating power of the PV.

#1m: The tracking rate at the maximum power point.
Apy: The radiation area of the PV.

npy: The conversion efficiency.

6: The solar incidence angle.

3.3.1. Latin Hypercube Sampling Based on Probability Distributions

The LHS method is employed to generate a multitude of scenarios, which may be
considered a form of stratified sampling with an inverse function transformation [31]. This
is utilized to simulate the potential wind and solar power generation, in the context of a
probability distribution function of a random variable. LHS may be stratified by dividing
the sampling probability intervals in equal parts, thereby ensuring the completeness of the
sampling information and enriching the information of the samples.

In this paper, the PIES is made to interact with the smart grid for information interac-
tion, and through the previous day’s wind velocity data and light information transmitted
by the meteorological forecast central, it obtains the previous day’s power generation data
for preprocessing, determines its probabilistic model parameters, and generates the correla-
tion sample matrix of wind velocity and light intensity, respectively, and then transforms
the data in the matrix into wind and solar power data to form the base scenario according
to the wind and solar system model.

3.3.2. Scene Weakening

To reduce the computational burden and improve the overall effectiveness and re-
sponse speed, the fast antecedent elimination technique is applied to reduce the scenarios
with similar characteristics, and the typical scenarios are selected while retaining the char-
acteristics of the original set of scenarios. The simplified typical wind and PV scenarios are
combined into a new scenario set and their corresponding probabilities are calculated [32].

The probability corresponding to each scene generated by LHS is P5(S = 1,2,...,N) and
satisfies Ps > 0, Y_g Ps = 1. Let each scene generation probability P; = 1/N, ¢s(S =1,2,...,N)
denote the scene in the sample space, and the specific steps of the fast antecedent elimination
technique are as follows:

Step 1: Calculate the two-paradigm number between each scene. This can be achieved
by calculating the Euclidean distance, which allows for the determination of the elements
that are more important according to their size. This enables the analysis of the characteris-
tics and structure of the vector. The Euclidean distance formula is as follows:

24

A&, &) = | Y (Ei— &) (5)

t=1

where:

d: The Euclidean distance.
éi/g’j: Two scenes in space.

Step 2: Identify the set of the minimum value of the product of the number of
paradigms of each pair of scenes (¢;, ¢;) and the probability Ps of the occurrence of scene ¢;
in all the scenes. This set is denoted as set D and its expression is as follows:

D= in  Pud( ¢ 6
D (€, €j) 6)
i
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Replace ¢; with ¢, the closest Euclidean distance to ¢; in the scene set D. The proba-
bility of D; should then be added to the probability of D. ¢; should be eliminated, a new
scene set D; formed and the number of elements in the scene set updated.

Step 3: Repeat steps 1 and 2 until the reduction requirements are met and the number
of remaining scenes is reached. At this point, the run should be stopped. Otherwise, the
reduction process should be continued.

3.4. Energy Storage Equipment

In light of the uncertainty of wind and solar output, this paper proposes the introduc-
tion of energy storage systems in the PIES to enhance the stability of the system and increase
the wind and solar consumption rate. The energy storage equipment can be categorized
into three main types: battery storage, thermal energy storage and cold energy storage [33].
The storage systems can help the PIES to improve the stability of the system’s function and
increase the wind and solar consumption rate. Additionally, the incorporation of energy
storage systems can increase the flexibility of the PIES, facilitate the optimal selection of
energy sources, facilitate enhanced interaction between the system and the main grid, and
facilitate the generation of higher economic returns.

(1) Accumulators’ energy storage

In this paper, the lithium iron phosphate battery energy storage system with better
safety and high-rate discharge performance is selected. With the breakthrough of battery
formation and application technology, the technology of a lithium-ion battery in large-
capacity, large-scale power storage system applications will be gradually improved. Its
mathematical model is as follows:

es,out yes,out

. . P
EF = B+ (a0 — = P ?)

Hes,out

where:

E{*/EP ;: The storage power of the battery storage equipment at t, t — 1, kW.

Wes,in/ Hesout: The charging and discharging efficiency of the battery.

P / pesoUt; The charging and discharging power of the storage battery at t, kW.

pésm /450Ut The starting and stopping working state of the energy storage equipment.

(2) Heat and cold storage equipment

This paper presents a mathematical model for a heat and cold energy storage sys-
tem that can be used to achieve peak shaving and valley filling of heat and cold energy.
This model effectively improves the energy utilization and economy of the system. Its
mathematical model is as follows:

hs,out  hs,out
Hy™

s in i
E® = Ey + (s inHf™ " ™" — )At ®)

Mhs,out

where:

EJ's /EPS |: The stored thermal power of heat storage equipment at t, t — 1, kW.

Nhs,in/ Mhs,out: The charging and discharging efficiency of heat storage equipment.

HP'i / {1594t The charging and discharging power of thermal energy storage at ¢, kW.

plhsin 7 yhsout; The starting and stopping working state of energy storage equipment.

cs,out , cs,out

Ef* = B+ (ooan Q" — = E ©)

Hes,out

where:

E{*/E{* ;: The stored thermal power of cold storage equipment at ¢, t — 1, kW.
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Yes in/ Mes,out: The charging and discharging efficiency of cold storage equipment.
™/ QS*°"": The charging and discharging power of thermal energy storage at , kW.
peH /€01 The starting and stopping working state of energy storage equipment.

3.5. Gas Internal Combustion Engine Systems

The internal combustion engine system generates electricity by consuming natural
gas, while the waste heat generated by the internal combustion engine is utilized twice
through a waste heat recovery unit. The mathematical model of the internal combustion
engine system is as follow:

PEF = G Bak (10)

CF = G$"Bre (11)
where:

PCE: The electrical energy generated by the combustion engine, kW.

Gfﬂs: The flow rate of natural gas, m3/h.

BcE: The electrical energy conversion efficiency of the combustion engine.

QYSE: The available waste heat generated in the process of generating electricity by the
combustion engine.

Bre: The waste heat recovery efficiency of the combustion engine.

3.6. Lithium Bromide Absorption Refrigeration System

The flue gas type lithium bromide absorption chiller utilizes a waste heat recovery
device to absorb the waste heat generated by a gas-fired internal combustion engine for
refrigeration. The mathematical model is as follows:

Pk = QlBpL (12)

where:

BL: The refrigeration capacity of the lithium bromide unit.
bl: The heat absorbed and consumed by the lithium bromide unit for refrigeration.
BaL: The conversion efficiency of the lithium bromide refrigeration unit.

3.7. The Waste Heat Recovery Device

The waste heat recovery device is mainly used to absorb the heat released during the
operation of a gas internal combustion engine. Its mathematical model is as follows:

back — 8 Brack (13)

where:

Qback: The heat generated by the waste heat recovery device.
Q?°: The heat absorbed by the waste heat recovery device from the internal combustion engine.
Boack: The energy recovery efficiency of the waste heat recovery device.

3.8. P2G Device

The introduction of P2G technology into the PIES system, utilizing natural gas pro-
duction, can effectively increase the wind and solar power integration rate and enhance the
system’s economic benefits. The mathematical model of the P2G device is as follows:

PPZG PG
GP?6 = -t P20 R/f 2 (14)
where:

Gpac: The natural gas flow rate produced by P2G equipment.
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P2G: The electrical power consumed by the P2G equipment.
Brac: The electric-to-gas efficiency of the P2G equipment.
Ry: The lower heating value.

3.9. Objective Function

The integrated energy system constructed in this study achieves coordinated plan-
ning, optimal operation and interactive correspondence between energy subsystems by
integrating multiple energy sources such as natural gas, electricity, heat and cold in the
region, and introduces P2G-CCS equipment to efficiently improve energy use efficiency
while improving the diversified energy demand in the system. When considering the effect
of scenery uncertainty on the economic efficiency of the system, the costs under typical
scenarios are calculated separately and then summed up to obtain the final operating costs.
The system operation optimization cost is determined by the sum of the integrated energy
system’s cost of purchasing electricity from the main grid in the day-ahead market, the cost
of purchasing gas at the natural gas end, the cost of operating and constructing each unit’s
equipment, the cost of carbon emission constraints, and the cost of the penalty for wind and
solar energy system abandonment, which is expressed as shown in the following equation:

n

minFpips = Y Po(FW + I + Fops + 2 + B2 + FITS) (15)
s=1

where

Fprgs: The minimum operating cost of the integrated energy system for one day.
n: The number of generated scenarios.
P;: The probability of the scenario s occurring.

CO .. i
F, %: The carbon emission cost under scenario s.

24
FSYW = tzl(kpvpftv + kWTPSV’YT + kMRPSI}/tIR + kGEPSC,;tE + kGBPSC’;tB + kLBPSL,F
5 (16)

kPGP +kpacPifC +keesPsS+ ¥ ky(Pyg 4+ P J,s,t))
ye[ES,CS,HS)

where

FY": The maintenance cost of the system’s basic equipment under scenario s.

kpy /kwt/kmr/kce/kcp/kLB/kp2g/kccs/ky: The maintenance cost factors for PV, WT,
MR, GE, GB, LB, P2G, CCS, and energy storage units (ES, CS, HS), respectively.

Ps‘fg Ty Pslf/tIR / PStE / PS%B / PsftB / P£ 26 PSCtC 5 The output power of each device at time t.

Py, ;- The energy storage charging power at time ¢.

P;’ s+ The energy storage discharging power at time ¢ (energy storage cannot be charged

and discharged simultaneously at the same time).

m
FP =Y (i) (17)
i=1

where

FS] °: The system construction cost of scenario s.
m: The number of equipment types in the system.
h;: The construction cost factor for equipment i.
a;: The installed capacity of equipment i.

ZW 24 rid,c rid, f
F& = Z(Gpricel 'Pgt ’ +Gprice2'P§t ’ ) (18)
t=1

where
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FZW: The system power purchase costs of scenario s.

Gpmgl. The main grid tariff, which is sold to the system at time-of-day tariffs.
Gprice2: The main grid power purchase price from the system.

Pgrid' The electricity purchased by the system from the main grid.

Pgmd /. The electricity sold by the system to the main grid.

24

= Y Ggasprice (PSP - Xgp + PGE - Xour — PEFC - Xor) (19)
=1

where

F2: The cost of gas purchased by the system from the natural gas side of scenario s.
GGasprice: The price of natural gas.

PGB
PGE

The exchange power of gas boiler at time ¢.
The electrical power generated by the combustion engine at time .
PP 2G: The exchange power of P2G at time ¢.

XGB / Xmr: The efficiency values of natural gas consumption in gas boilers and combustion
engines, respectively.
Xmr: The efficiency value of MR’s consumption of hydrogen to make natural gas.

Fi/8 — Zc (PZ —p%) (20)

qu

where

Fgf §: The wind and light abandonment costs of the system under scenario s.
¢yt The abandonment penalty cost factor.

Pj tf : The WT and PV power generation at moment .

Pft: The local consumption of WT and PV energy at time ¢.

3.10. Constraints

The PIES introduces constraint conditions to regulate the rational, efficient, and stable
scheduling and utilization of various system devices, assisting the PIES in its objective of
economic optimization through multi-period, multi-objective system day-ahead scheduling
research. Specific constraints include:

(1) Electric power balance constraint

Pload Pg”d 4 PZ 4 PGE + Pes Lout PtPZG,e_

PtCCS PtES li’l (21)

p# = PPV + pVT (22)
where:
Pl The system electrical load demand.

Pfgrid: At time t, the exchange power between the integrated energy system and the main

grid, where a positive value indicates the system purchasing electricity from the main grid,
and a negative value indicates the system selling electricity to the main grid.
P#: At time t, the sum of the output power from photovoltaic panels and wind turbines.

(2) Cooling power balance constraint

Qioad — + ch out cs in (23)
where:

QPL: The cooling energy produced by lithium bromide.



Energies 2024, 17, 2770

12 of 26
Qf°: The cooling energy exchange of the energy storage system.
Qload: The system cooling energy demand.
(3) Thermal power balance constraint
Htload _ Hgmck + HtGB + H?s,out _ H;zs,in _ HFL (24)
where:
H!°*: The thermal load demand of the system.
(4) The safety constraint on power exchange of the main grid transmission lines
_P;grid,max S Pfgrid S P;grid,max (25)
where:
Pfrid’max: The maximum allowable power exchange of the transmission lines.
(5) The constraints of the electricity storage equipment
Pes,min < Pes,in < Pes,max
Ptes,min ; Ptes,out_< Itges,max
y%s,in +;§S'(t)ut < I !
24 .
tgl (‘uis,m + ‘uetzs,out) S Res (26)
SOCes,rnin S Efs S SOCes,max
SOCs min = 0.150C
S50Cs,max = 0.950C

where:

Py¥™M: The maximum charging and discharging power of the electricity storage equipment
at time ¢.

P¥™™: The minimum charging and discharging power of the electricity storage equipment
at time ¢.

Res: The maximum number of charge and discharge cycles allowed for the energy storage
equipment within one day.

SOC: The installed capacity of the electricity storage system equipment, kWh.

SOCes min: The minimum state of charge threshold for the energy storage system.
S50Cs,max: The maximum state of charge threshold for the energy storage system.

(6) The constraints of the thermal storage equipment

Qfs,m?n S Qgs,in S Qgs,max

Qgs,mln < Q(t:s,out < Q;:s,max

‘l;as,in + ’ufs,out S 1

tgl (‘u?s,in + yi:s,out> < Res (27)
SOccs,min S Efs S Soccs,max

SOCesmin = 0.150C,

SOCesmax = 0.9SOC,

where:

Q;*™M®: At time t, the maximum charging and discharging cooling power of the thermal
energy storage equipment.
Q™™ At time t, the minimum charging and discharging cooling power of the thermal
energy storage equipment.
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Res: The maximum charging and discharging cycles allowed for thermal energy storage
equipment within one day.

SOC.: The installed capacity of the cold energy storage system equipment, kWh.
SOC¢smin: The minimum capacity state threshold of the energy storage system.
SOC¢s,max: The maximum capacity state threshold of the energy storage system.

(7) Thermal energy storage device operating power constraint

les,min < chs,in < chs,max

Hizs,min < H;ls,out < H;zs,max

;‘égs,m + ‘ulgs,out <1

X "+ ™) < R (28)
SOChs,mirl < E?S < Sochs,max

SOCs min = 0.150C;,

SOChs max = 0.950C;,

where:

H'™aX. At time f, the maximum charging and discharging heat power of the thermal
energy storage equipment.

Hfs’min: At time t, the minimum charging and discharging heat power of the thermal
energy storage equipment.

Rys: The maximum number of heat charge and discharge cycles allowed for the thermal
storage equipment within one day.

50Cy,;: The installed capacity of the thermal energy storage system equipment, kWh.
SOChs,min: The minimum capacity state threshold of the energy storage system.
SOChs,max: The maximum capacity state threshold of the energy storage system.

(8) The operational power constraints of the internal combustion engine equipment

PGE,min < PGE < PGE,max
{ t — "t — "t (29)

pOEdown np < pGE _ pGE < pOEMP py
where:

PEE™X: The maximum operating power of the gas engine.

PtG Emin; The minimum operating power of the gas engine.
PtG F4P. The maximum ramping-up power of the gas engine unit.
PCEA™M; The maximum ramping-down power of the gas engine unit [34].

(9) Lithium bromide equipment operating power constraint

QEL,min < Q,?L < QFL,max (30)
where:

QPLM3X; The maximum operating power of the lithium bromide system.
QPL™IM: The minimum operating power of the lithium bromide system.

(10) Power to gas (P2G) equipment operating power constraint

0< PtPZG < PtI’2G,max (31)
where:

PP2emaX; The maximum operating power allowed for P2G equipment.
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3.11. Stepped Carbon Trading Mechanism
(1) Carbon emission calculation
The carbon emission modeling calculation of the carbon emission equipment in the

system is carried out to further improve the calculation accuracy of the system’s carbon
transaction cost. The actual carbon emission calculation model is as follows:

EFO" = ™ + Ef + ECF + EFP + EfS
rid rid
Eig = pgP tg

EiE: (ppptpv +G%0P§U)GE (32)
E;" = pm(r PE™ + Hy®)
EGB — prGB
Ef® = p HES
where:
EtC Q2. The actual carbon emission of the equipment.

P/ 0p/ Pw/Pm/ pp: The carbon emission coefficients of power grid purchase, wind and solar
power generation, gas turbine, gas boiler and energy storage, respectively.

(2) Carbon quota calculation

T .
EfO! = ) (E§"™ + E + ECE + ECP + EES)

grid - grid
Ef " = @gP b
E? = (0Pl + @uPP) (33)
ECE = @y (k, PEE + HPE)
ESB = @, HCB
EES = @ HEFS

where:

EiC O2b. The carbon emission quota of equipment.

@g / @p /@y /@ /@p: Initial carbon emission coefficient of power grid purchase, wind and
solar power generation, gas turbine, gas boiler and energy storage, respectively.
T: One operating cycle, taking the value of 24 h a day.

Initial carbon allowances are the maximum amount of carbon dioxide that can be
legally emitted in the carbon market. By limiting the total amount of carbon emissions, the
government encourages companies to reduce their emissions through internal optimization
or external trading.

Carbon emission allowances fo