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Abstract: With the shortage of fossil energy and the increasingly serious environmental problems,
renewable energy based on wind and solar power generation has been gradually developed. For
the problem of wind power uncertainty and the low-carbon economic optimization problem of an
integrated energy system with power to gas (P2G) and carbon capture and storage (CCS), this paper
proposes an economic optimization scheduling strategy of an integrated energy system considering
wind power uncertainty and P2G-CCS technology. Firstly, the mathematical model of the park inte-
grated energy system with P2G-CCS technology is established. Secondly, to address the wind power
uncertainty problem, Latin hypercube sampling (LHS) is used to generate a large number of wind
power scenarios, and the fast antecedent elimination technique is used to reduce the scenarios. Then,
to establish a mixed integer linear programming model, the branch and bound algorithm is employed
to develop an economic optimal scheduling model with the lowest operating cost of the system
as the optimization objective, taking into account the ladder-type carbon trading mechanism, and
the sensitivity of the scale parameters of P2G-CCS construction is analyzed. Finally, the scheduling
scheme is introduced into a typical industrial park model for simulation. The simulation result shows
that the consideration of the wind uncertainty problem can further reduce the system’s operating
cost, and the introduction of P2G-CCS can effectively help the park’s integrated energy system to
reduce carbon emissions and solve the problem of wind and solar power consumption. Moreover,
it can more effectively reduce the system’s operating costs and improve the economic benefits of
the park.

Keywords: integrated energy systems; economically optimized dispatch; landscape uncertainty;
carbon trading; P2G-CCS

1. Introduction

In recent years, renewable new energy, mainly wind and solar power generation, has
been gradually developed and applied to society. However, due to the wind and solar
power generation system output having a certain degree of randomness and volatility,
there has been a tendency for wind and solar power to be abandoned. This has resulted
in the new energy utilization rate being relatively low, and the variability in and uncer-
tainty of the energy source potentially affecting the stability and economy of the power
system scheduling [1]. Concurrently, the energy industry, particularly the electric power
industry, accounts for a considerable proportion of greenhouse gas emissions, and thus
bears a significant responsibility for the achievement of green and low-carbon develop-
ment. Consequently, the park integrated energy system (PIES), which couples a variety
of energy sources through energy conversion equipment and exploits the complementary
advantages of multiple energy sources, will play an important role in energy conservation
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and emission reduction in the energy industry [2,3]. This is due to the fact that it is sup-
ported by renewable energy generation, electricity-to-gas conversion, energy storage and
other technologies.

The uncertainty of wind and solar output can be better managed to enhance the
reliability, stability and economy of integrated energy systems. Currently, the mainstream
research approach to the wind–solar power output uncertainty problem is to use statistical
methods to model wind and solar resources, such as time series analysis and probability
distribution fitting, to quantify the uncertainty of wind energy [4]. Nayak et al. [5] used
a stochastic approach to model uncertainty and performed bi-objective optimization in a
fuzzy domain using a ‘fuzzy max-min’ satisfaction criterion. Abdelmalak et al. [6] pointed
out that Monte Carlo simulation and perturbation techniques are computationally intensive
and cannot be directly embedded in the power system model, and proposed an approach
based on generalized polynomial chaos (GPC). Cao et al. [7] proposed a combined LHS and
K-means clustering method to solve the uncertainty problem of wind-glow output. Each
of the aforementioned studies addresses uncertainty through extensive random sampling
and parameter perturbation, or the use of polynomial approximation of the uncertainty
distribution. However, constrained by the computational cost and parameter space, the
LHS and fast prior scenario reduction methods appear to be more widely applicable
and more efficient in sampling. When compared to other methods like Monte Carlo or
random sampling, LHS offers better coverage of the parameter space and reduced sampling
variance. It ensures a more even distribution of samples, which can lead to more accurate
and reliable results, especially in high-dimensional problems. Many studies have used
LHS to generate different scenarios and then reduced the simulation options using the
fast forward selection algorithm (FSA), which is a time-consuming method of scenario
simplification but more accurate compared to the backward reduction algorithm [8].

In addressing the issue of the low-carbon economic optimization of integrated energy
systems (IESs), Duan et al. [9] employs the reward–punishment laddering carbon trading
mechanism to quantify the carbon trading cost, thereby constructing a low-carbon eco-
nomic optimization model of IESs. Wang et al. [10] utilizes the carbon emission factor and
reward–punishment stepped carbon trading mechanism to calculate the carbon trading
cost and evaluates the economic benefits of carbon capture power plants. By formulating
an optimized stepped carbon trading mechanism, the internal carbon balance of the IES
can be achieved and carbon emissions can be curbed to prevent the IES from overshooting
the annual carbon emission settlement [11,12]. Li et al. [13] proposed an IES schedul-
ing model based on full life cycle assessment and carbon capture and utilization (CCU)
technology, and analyzed the correlation between different carbon trading prices and the
low-carbon economic transport of the IES. Furthermore, the impact of CCU technology
inputs on the low-carbonity of the IES was investigated. In a further contribution to the
field, Li et al. [14] put forth an IES source–load coordinated optimal scheduling model
with the objective of achieving comprehensive economic optimality for the system, en-
compassing system–system economy and low amounts of carbon. This model employs
a reward and punishment ladder-type carbon trading mechanism to minimize the waste
of wind energy, stimulate consumer participation, and reduce system operating costs and
carbon emissions.

Power to gas (P2G) plants enhance the capacity of wind and solar power by converting
excess electricity into natural gas in an IES [15]. The underlying principle is that H2 and
O2 are initially produced by electrolysis of water in an electrolysis system (EL), and then
natural gas is synthesized from H2 and CO2 by a methane reactor (MR). Carbon capture
and storage (CCS) technology captures, sequesters and utilizes carbon, and the carbon
captured by CCS can be made available to P2G. Introducing P2G-CCS from the equipment
side is one of the important ways to help an IES reduce carbon emissions and achieve
low-carbon operation. The P2G-CCS carbon cycle flow diagram is shown in Figure 1, in
which the CCS captures and utilizes the CO2 emitted from the operation of natural gas,
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gas-fired internal combustion engines and gas-fired boilers, and transports a part of it to
the methane reactor equipment to realize the coupling with the P2G.
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Zhang et al. [16] proposed a two-tier optimal scheduling model for an integrated
energy system with a carbon capture system and a P2G facility, which improves the
economy of the IES and the capacity of wind and solar energy consumption. Furthermore,
Li et al. [17] extended the P2G-CCS technology to a hybrid concentrated solar power
and combined heat and power (CSP-CHP) IES with the aim of consuming more wind
power and further reducing CO2 emissions. In a further development, Liang et al. [18]
created an Integrated Electricity–Gas System (IEGS) optimal dispatch model that couples
gas-fired units and P2G links. This model was then used to investigate the impact of
different constraints, such as power system constraints and natural gas constraints, on the
model’s wind power consumption. Zhang et al. [19] integrated P2G, carbon capture and the
supercritical carbon dioxide (S−CO2) cycle systems into a carbon cycle system. This system
was then used to investigate the role of the carbon cycle system in an electric–thermal IES.

The literature above demonstrates the efficacy of P2G-CCS for the optimal low-carbon
economic dispatch of the IES. However, it does present certain challenges to the eco-
nomic dispatch due to the stochasticity of wind and solar power not being considered.
Zhu et al. [20] proposed a low-carbon economic dispatch model of an IES containing P2G
and hydrogen-doped gas units (HGT) coupling under the stepped carbon trading mech-
anism. This model addresses the wind abandonment problem of the IES by utilizing
the operating characteristics of P2G in the system while considering the inherent uncer-
tainty of wind power output. Furthermore, it enhances the system’s renewable energy
consumption capacity. In a further contribution to the field, Zhang et al. [21] employed
conditional value-at-risk (CvaR) theory to analyze the uncertainty of wind power, utilizing
P2G to reduce the system wind abandonment rate and energy storage devices to miti-
gate the operational risk of wind power fluctuation on the system. Both Sun et al. and
Pan et al. [22,23] have proposed an optimal scheduling model for IESs considering flexible
loads and P2G participation in the carbon trading market, and verified the importance
and economics of P2G for system reduction of operating costs and the feasibility of wind
power adaptability. In a further contribution to the field, Yang et al. [24] put forth a P2G
multi-objective cooperative operation optimization model for an interconnected integrated
gas-to-electric energy system, taking into account the inherent uncertainty of wind power.
Through an arithmetic analysis, it was demonstrated that connecting the P2G equipment
can reduce the total operating cost of the natural gas system and can improve the system
wind energy consumption.

In light of the aforementioned background, it can be seen that the consideration of
carbon trading mechanisms and wind and solar uncertainty is conducive to achieving
energy savings, emission reductions and an economically viable integrated energy system.
Furthermore, the role of P2G-CCS equipment in the system’s wind and solar consumption
capacity and low-carbon economy requires further investigation. However, the current
study has the following shortcomings:



Energies 2024, 17, 2770 4 of 26

1. The low-carbon economy and wind-scenery consumption effect of integrated en-
ergy systems have not been adequately explored, despite the necessity of effectively
quantifying wind-scenery uncertainty.

2. The sensitivity analysis of the construction scale parameters of P2G-CCS equipment
has yet to be studied.

In light of the aforementioned considerations, this paper initially examines the poten-
tial for wind and solar output uncertainty, preprocesses the wind and solar resource data,
generates a classical scenario set utilizing the Latin hypercube sampling and reduction
technique, and then reduces the scenarios using the fast antecedent elimination technique.
This process enables the scenario set to comprise a number of representative scenarios,
which can then be used to estimate the actual wind and solar output effect and to reduce
the influence of wind and PV output fluctuations.

Secondly, an integrated energy system mathematical model considering P2G-CCS is
established. This model is used to analyze the coupling relationship between multiple
energy sources and to establish a system carbon emission calculation model and a step-type
carbon trading mechanism.

Subsequently, the branch bounding algorithm is employed to transform the system’s
wind and solar consumption and carbon emissions into wind and solar abandonment costs
and carbon trading costs, which are then aggregated into the system’s operating cost. The
objective of this process is to identify the lowest system operating cost, which serves as
the benchmark for the economic optimal scheduling study. This study aims to identify the
optimal scheduling strategy for the system.

Finally, a typical park is used as an example to verify the optimization model pro-
posed in this paper. The sensitivity of the construction scale parameters of the P2G-CCS
is analyzed, and the results demonstrate that the model is effective in solving the afore-
mentioned issues. The issue of wind and solar energy consumption, and the reduction in
system operating costs and carbon emissions, is addressed. It is demonstrated that as the
construction scale of the P2G-CCS increases, the system’s operating costs decrease. This
verifies the economic and effective nature of the optimization scheduling model proposed
in this paper.

2. PIES System Architecture

The architectural framework of the PIES system is illustrated in Figure 2, which
depicts the principal coupled energy types within the system. These include electric energy,
cooling energy, heat energy and natural gas. With regard to the electric energy aspect, the
power input side is primarily constituted by wind and solar power generation systems
and combustion turbine power generation systems. In this latter case, the combustion
turbine system performs the function of power transmission and distribution by consuming
natural gas. With regard to the interaction between the PIES system and the main grid, it is
important to note that the prices for the purchase and sale of power are identical. These
prices are based on the same-day step tariff, as specified in [25].

In terms of heat generation, the primary source is a gas boiler and a waste heat recovery
device, which utilizes the waste heat generated by the combustion engine to provide heat.
On the cooling side, the primary cooling system is a lithium bromide absorption chiller,
which operates on the principle of generating cooling energy by consuming heat energy. In
order to facilitate the flexible scheduling of heat and cold energy, this paper incorporates
heat and cold energy storage systems for energy storage and release.

The supply of natural gas to the PIES is comprised of two primary sources: the gas
grid and the P2G facility on the campus. The gas grid is the primary source, where CO2 is
captured and purified by CCS to obtain a high concentration of CO2 for delivery to the P2G
facility. The P2G facility generates A and B by electrolysis of water, combines H2 and CO2
into natural gas, and sends CH4 to the gas pipeline for use in the combustion engine and gas
boiler systems. Consequently, the utilization of P2G-CCS apparatus cannot only facilitate
the system’s ability to utilize wind and solar energy but also facilitate the capture of CO2 to
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produce natural gas for the system. This reduces the system’s natural gas purchase costs
and carbon emissions, and thus enables the system to operate in a low-carbon manner.
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In this study, based on the information of the relevant price data in the past day, the
optimal scheduling of each piece of equipment’s output in the PIES in the past day is
carried out with the optimization goal of minimizing the cost of one day’s operation of the
system, so as to achieve the economic and low-carbon operation of the system. Therefore,
the mathematical model of each piece of equipment’s output model in the PIES will be
constructed according to the PIES system architecture, in which the natural gas supplier
and the main network are the external energy suppliers of the system, and the remaining
equipment is the internal equipment of the PIES. The specific mathematical model of each
piece of equipment is shown in Section 3.

3. PIES Modelling

In the previous section, the system architecture of the PIES was established, and
in this section, the mathematical modelling of the processing models of each device in
the PIES will be continued. Among them, considering the spectral output uncertainty
problem, this paper adopts the LHS method for scene generation, and then applies the fast
antecedent elimination technique for scene reduction to deal with the wind and light output
uncertainty problem. Each piece of energy supply equipment in the PIES sees the existence
of coupling; therefore, this paper will establish a multi-energy coupling equipment power
model in Section 2. At the same time, this paper takes the lowest cost of system operation as
the optimization goal, and carries out the optimal scheduling of the output of each device
before the day, and the scheduling process involves the relevant constraints to constrain
the operation of the system. Therefore, this chapter will follow the construction of the
mathematical model of the system optimization goal and constraints, so as to build up a
mathematical model basis for the subsequent optimal scheduling research.

3.1. Wind Turbine Systems

Wind turbines convert the kinetic energy of the wind into mechanical energy through
the wind turbine wheel. This wheel cuts the magnetic inductance to generate electric
current after speeding up and then converts the mechanical energy into electric energy.
Wind farms usually consist of several wind turbines, and the output power must be
calculated according to factors such as wind velocity and wind direction. The power
generation of wind turbines can be expressed as [26,27]:
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PWT(t) =


Pr

v2−v2
i

v2
r−v2

i
, vi < v < vr

Pr, vr ≤ v < v f
0, the rest

(1)

where:

PWT : Actual power of the WTG.
Pr: Rated power of the WTG.
v: Real-time wind velocity.
vi: Cut-in wind velocity of the turbine during normal operation.
vr: Rated wind velocity of the turbine.
v f : Maximum wind velocity of the turbine during normal operation.
t: Current moment.

3.2. Photovoltaic System

The PV system, comprising photovoltaic panels, converts solar energy into direct
current (DC) electrical energy [28]. The fundamental principle is based on the photovoltaic
effect, whereby the semiconductor material on the panels absorbs solar energy to be
converted into electrical energy. The photovoltaic array model is described in Equation (2)
as the PIES. The PV system’s active power output is primarily influenced by the intensity
of light S on a given day, which can be expressed as:

PPV(t) = PSTC
LC(t)
LSTC

(1 + µ(TC − TSTC)) (2)

where:

PPV : Actual power generated by the solar photovoltaic panel.
PSTC: Rated power of the solar photovoltaic panel.
LC: Current ambient light intensity.
LSTC: Light intensity in the ideal environment.
µ: Power temperature coefficient.
TC: Surface temperature of the solar photovoltaic panel at work.
TSTC: Surface temperature of the solar photovoltaic panel in the ideal environment.

3.3. Wind and Solar Scene Production and Weakening

The uncertainty of the system comes from two sources: turbine output and PV output.
Wind turbine output is primarily affected by wind velocity and exhibits stochastic character-
istics. PV output is predominantly contingent on outside weather conditions, particularly
cloud cover. To effectively assess uncertainty, it is essential to propose probability density
functions (PDFs) for wind and solar output [29]. It has been demonstrated that the forecast
errors of wind turbine and PV output exhibit a Weibull distribution and a Beta distribution,
respectively [30].

The PDF of wind turbine output:

f (PWT) = (
kWT

r
)× (

PWT
r

)
k−1

WT
exp[−(

PWT
r

)
kWT

] (3)

where:

PWT : The actual operating power of the turbine.
kWT : The shape factor of the turbine output.
r: The scale factor.

The PDF of PV output:

f (PPV) = PPVηm APVηPV cos θA (4)
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where:

PPV : The actual operating power of the PV.
ηm: The tracking rate at the maximum power point.
APV : The radiation area of the PV.
ηPV : The conversion efficiency.
θ: The solar incidence angle.

3.3.1. Latin Hypercube Sampling Based on Probability Distributions

The LHS method is employed to generate a multitude of scenarios, which may be
considered a form of stratified sampling with an inverse function transformation [31]. This
is utilized to simulate the potential wind and solar power generation, in the context of a
probability distribution function of a random variable. LHS may be stratified by dividing
the sampling probability intervals in equal parts, thereby ensuring the completeness of the
sampling information and enriching the information of the samples.

In this paper, the PIES is made to interact with the smart grid for information interac-
tion, and through the previous day’s wind velocity data and light information transmitted
by the meteorological forecast central, it obtains the previous day’s power generation data
for preprocessing, determines its probabilistic model parameters, and generates the correla-
tion sample matrix of wind velocity and light intensity, respectively, and then transforms
the data in the matrix into wind and solar power data to form the base scenario according
to the wind and solar system model.

3.3.2. Scene Weakening

To reduce the computational burden and improve the overall effectiveness and re-
sponse speed, the fast antecedent elimination technique is applied to reduce the scenarios
with similar characteristics, and the typical scenarios are selected while retaining the char-
acteristics of the original set of scenarios. The simplified typical wind and PV scenarios are
combined into a new scenario set and their corresponding probabilities are calculated [32].

The probability corresponding to each scene generated by LHS is Ps(S = 1, 2, . . . , N) and
satisfies Ps ≥ 0, ∑S Ps = 1. Let each scene generation probability Ps = 1/N, ξS(S = 1, 2, . . . , N)
denote the scene in the sample space, and the specific steps of the fast antecedent elimination
technique are as follows:

Step 1: Calculate the two-paradigm number between each scene. This can be achieved
by calculating the Euclidean distance, which allows for the determination of the elements
that are more important according to their size. This enables the analysis of the characteris-
tics and structure of the vector. The Euclidean distance formula is as follows:

d(ξi, ξ j) =

√√√√ 24

∑
t=1

(ξt,i − ξt,j)
2 (5)

where:

d: The Euclidean distance.
ξi/ξ j: Two scenes in space.

Step 2: Identify the set of the minimum value of the product of the number of
paradigms of each pair of scenes (ξi, ξ j) and the probability Ps of the occurrence of scene ξi
in all the scenes. This set is denoted as set D and its expression is as follows:

D =

 min
i∈{1,2,··· ,N}

i ̸=j

Psd(ξi, ξ j)

 (6)
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Replace ξi with ξ j, the closest Euclidean distance to ξi in the scene set D. The proba-
bility of D1 should then be added to the probability of D. ξi should be eliminated, a new
scene set D1 formed and the number of elements in the scene set updated.

Step 3: Repeat steps 1 and 2 until the reduction requirements are met and the number
of remaining scenes is reached. At this point, the run should be stopped. Otherwise, the
reduction process should be continued.

3.4. Energy Storage Equipment

In light of the uncertainty of wind and solar output, this paper proposes the introduc-
tion of energy storage systems in the PIES to enhance the stability of the system and increase
the wind and solar consumption rate. The energy storage equipment can be categorized
into three main types: battery storage, thermal energy storage and cold energy storage [33].
The storage systems can help the PIES to improve the stability of the system’s function and
increase the wind and solar consumption rate. Additionally, the incorporation of energy
storage systems can increase the flexibility of the PIES, facilitate the optimal selection of
energy sources, facilitate enhanced interaction between the system and the main grid, and
facilitate the generation of higher economic returns.

(1) Accumulators’ energy storage

In this paper, the lithium iron phosphate battery energy storage system with better
safety and high-rate discharge performance is selected. With the breakthrough of battery
formation and application technology, the technology of a lithium-ion battery in large-
capacity, large-scale power storage system applications will be gradually improved. Its
mathematical model is as follows:

Ees
t = Ees

t−1 + (ηes,inPes,in
t µes,in

t − Pes,out
t µes,out

t
ηes,out

)∆t (7)

where:

Ees
t /Ees

t−1: The storage power of the battery storage equipment at t, t − 1, kW.
ηes,in/ηes,out: The charging and discharging efficiency of the battery.
Pes,in

t /Pes,out
t : The charging and discharging power of the storage battery at t, kW.

µes,in
t /µes,out

t : The starting and stopping working state of the energy storage equipment.

(2) Heat and cold storage equipment

This paper presents a mathematical model for a heat and cold energy storage sys-
tem that can be used to achieve peak shaving and valley filling of heat and cold energy.
This model effectively improves the energy utilization and economy of the system. Its
mathematical model is as follows:

Ehs
t = Ehs

t−1 + (ηhs,in Hhs,in
t µhs,in

t − Hhs,out
t µhs,out

t
ηhs,out

)∆t (8)

where:

Ehs
t /Ehs

t−1: The stored thermal power of heat storage equipment at t, t − 1, kW.
ηhs,in/ηhs,out: The charging and discharging efficiency of heat storage equipment.
Hhs,in

t /Hhs,out
t : The charging and discharging power of thermal energy storage at t, kW.

µhs,in
t /µhs,out

t : The starting and stopping working state of energy storage equipment.

Ecs
t = Ecs

t−1 + (ηcs,inQcs,in
t µcs,in

t − Qcs,out
t µcs,out

t
ηcs,out

)∆t (9)

where:

Ecs
t /Ecs

t−1: The stored thermal power of cold storage equipment at t, t − 1, kW.



Energies 2024, 17, 2770 9 of 26

ηcs,in/ηcs,out: The charging and discharging efficiency of cold storage equipment.
Qcs,in

t /Qcs,out
t : The charging and discharging power of thermal energy storage at t, kW.

µcs,in
t /µcs,out

t : The starting and stopping working state of energy storage equipment.

3.5. Gas Internal Combustion Engine Systems

The internal combustion engine system generates electricity by consuming natural
gas, while the waste heat generated by the internal combustion engine is utilized twice
through a waste heat recovery unit. The mathematical model of the internal combustion
engine system is as follow:

PGE
t = Ggas

t βGE (10)

QGE
t = Ggas

t βRE (11)

where:

PGE
t : The electrical energy generated by the combustion engine, kW.

Ggas
t : The flow rate of natural gas, m3/h.

βGE: The electrical energy conversion efficiency of the combustion engine.
QGE

t : The available waste heat generated in the process of generating electricity by the
combustion engine.
βRE: The waste heat recovery efficiency of the combustion engine.

3.6. Lithium Bromide Absorption Refrigeration System

The flue gas type lithium bromide absorption chiller utilizes a waste heat recovery
device to absorb the waste heat generated by a gas-fired internal combustion engine for
refrigeration. The mathematical model is as follows:

QBL
t = Qbl

t βBL (12)

where:

QBL
t : The refrigeration capacity of the lithium bromide unit.

Qbl
t : The heat absorbed and consumed by the lithium bromide unit for refrigeration.

βBL: The conversion efficiency of the lithium bromide refrigeration unit.

3.7. The Waste Heat Recovery Device

The waste heat recovery device is mainly used to absorb the heat released during the
operation of a gas internal combustion engine. Its mathematical model is as follows:

Qback
t = Qge

t βback (13)

where:

Qback
t : The heat generated by the waste heat recovery device.

Qge
t : The heat absorbed by the waste heat recovery device from the internal combustion engine.

βback: The energy recovery efficiency of the waste heat recovery device.

3.8. P2G Device

The introduction of P2G technology into the PIES system, utilizing natural gas pro-
duction, can effectively increase the wind and solar power integration rate and enhance the
system’s economic benefits. The mathematical model of the P2G device is as follows:

GP2G
t =

PP2G
t βP2G

Rt
(14)

where:

GP2G: The natural gas flow rate produced by P2G equipment.
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PP2G
t : The electrical power consumed by the P2G equipment.

βP2G: The electric-to-gas efficiency of the P2G equipment.
Rt: The lower heating value.

3.9. Objective Function

The integrated energy system constructed in this study achieves coordinated plan-
ning, optimal operation and interactive correspondence between energy subsystems by
integrating multiple energy sources such as natural gas, electricity, heat and cold in the
region, and introduces P2G-CCS equipment to efficiently improve energy use efficiency
while improving the diversified energy demand in the system. When considering the effect
of scenery uncertainty on the economic efficiency of the system, the costs under typical
scenarios are calculated separately and then summed up to obtain the final operating costs.
The system operation optimization cost is determined by the sum of the integrated energy
system’s cost of purchasing electricity from the main grid in the day-ahead market, the cost
of purchasing gas at the natural gas end, the cost of operating and constructing each unit’s
equipment, the cost of carbon emission constraints, and the cost of the penalty for wind and
solar energy system abandonment, which is expressed as shown in the following equation:

minFPIES =
n

∑
s=1

Ps(FYW
s + F JS

s + FCO2
s,T,l + FZW

s + FQ
s + Fq f g

s ) (15)

where

FPIES: The minimum operating cost of the integrated energy system for one day.
n: The number of generated scenarios.
Ps: The probability of the scenario s occurring.
FCO2

s,T,l : The carbon emission cost under scenario s.

FYW
s =

24
∑

t=1
(kPV PPV

s,t + kWT PWT
s,t + kMRPMR

s,t + kGEPGE
s,t + kGBPGB

s,t + kLBPLB
s,t

+kGBPGB
s,t + kP2GPP2G

s,t + kCCSPCCS
s,t + ∑

y∈[ES,CS,HS]
ky(Pc

y,s,t + P f
y,s,t))

(16)

where
FYW

s : The maintenance cost of the system’s basic equipment under scenario s.
kPV/kWT/kMR/kGE/kGB/kLB/kP2G/kCCS/ky: The maintenance cost factors for PV, WT,
MR, GE, GB, LB, P2G, CCS, and energy storage units (ES, CS, HS), respectively.
PWT

s,t /PMR
s,t /PGE

s,t /PGB
s,t /PLB

s,t /PP2G
s,t /PCCS

s,t : The output power of each device at time t.
Pc

y,s,t: The energy storage charging power at time t.

P f
y,s,t: The energy storage discharging power at time t (energy storage cannot be charged

and discharged simultaneously at the same time).

F JS
s =

m

∑
i=1

(hiai,s,t) (17)

where
F JS

s : The system construction cost of scenario s.
m: The number of equipment types in the system.
hi: The construction cost factor for equipment i.
ai: The installed capacity of equipment i.

FZW
s =

24

∑
t=1

(Gprice1 · Pgrid,c
s,t + Gprice2 · Pgrid, f

s,t ) (18)

where
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FZW
s : The system power purchase costs of scenario s.

Gprice1: The main grid tariff, which is sold to the system at time-of-day tariffs.
Gprice2: The main grid power purchase price from the system.

Pgrid
s,t : The electricity purchased by the system from the main grid.

Pgrid, f
s,t : The electricity sold by the system to the main grid.

FQ
s =

24

∑
t=1

GGasprice(PGB
s,t · XGB + PGE

s,t · XMT − PP2G
s,t · XMR) (19)

where
FQ

s : The cost of gas purchased by the system from the natural gas side of scenario s.
GGasprice: The price of natural gas.
PGB

s,t : The exchange power of gas boiler at time t.
PGE

s,t : The electrical power generated by the combustion engine at time t.
PP2G

s,t : The exchange power of P2G at time t.
XGB/XMT : The efficiency values of natural gas consumption in gas boilers and combustion
engines, respectively.
XMR: The efficiency value of MR’s consumption of hydrogen to make natural gas.

Fq f g
s =

24

∑
t=1

cq f g(PZ f
s,t − PZ

s,t) (20)

where
Fq f g

s : The wind and light abandonment costs of the system under scenario s.
cq f g: The abandonment penalty cost factor.

PZ f
s,t : The WT and PV power generation at moment t.

PZ
s,t: The local consumption of WT and PV energy at time t.

3.10. Constraints

The PIES introduces constraint conditions to regulate the rational, efficient, and stable
scheduling and utilization of various system devices, assisting the PIES in its objective of
economic optimization through multi-period, multi-objective system day-ahead scheduling
research. Specific constraints include:

(1) Electric power balance constraint

Pload
t = Pgrid

t + PZ
t + PGE

t + Pes,out
t − PP2G,e

t −
PCCS

t − Pes,in
t

(21)

PZ
t = PPV

t + PWT
t (22)

where:

Pload
t : The system electrical load demand.

Pgrid
t : At time t, the exchange power between the integrated energy system and the main

grid, where a positive value indicates the system purchasing electricity from the main grid,
and a negative value indicates the system selling electricity to the main grid.
PZ

t : At time t, the sum of the output power from photovoltaic panels and wind turbines.

(2) Cooling power balance constraint

Qload
t = QBL

t + Qcs,out
t − Qcs,in

t (23)

where:

QBL
t : The cooling energy produced by lithium bromide.
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Qcs
t : The cooling energy exchange of the energy storage system.

Qload
t : The system cooling energy demand.

(3) Thermal power balance constraint

Hload
t = Hback

t + HGB
t + Hhs,out

t − Hhs,in
t − HBL

t (24)

where:

Hload
t : The thermal load demand of the system.

(4) The safety constraint on power exchange of the main grid transmission lines

−Pgrid,max
t ≤ Pgrid

t ≤ Pgrid,max
t (25)

where:

Pgrid,max
t : The maximum allowable power exchange of the transmission lines.

(5) The constraints of the electricity storage equipment



Pes,min
t ≤ Pes,in

t ≤ Pes,max
t

Pes,min
t ≤ Pes,out

t ≤ Pes,max
t

µes,in
t + µes,out

t ≤ 1
24
∑

t=1
(µes,in

t + µes,out
t ) ≤ Res

SOCes,min ≤ Ees
t ≤ SOCes,max

SOCes,min = 0.1SOC
SOCes,max = 0.9SOC

(26)

where:

Pes,max
t : The maximum charging and discharging power of the electricity storage equipment

at time t.
Pes,min

t : The minimum charging and discharging power of the electricity storage equipment
at time t.
Res: The maximum number of charge and discharge cycles allowed for the energy storage
equipment within one day.
SOC: The installed capacity of the electricity storage system equipment, kWh.
SOCes,min: The minimum state of charge threshold for the energy storage system.
SOCes,max: The maximum state of charge threshold for the energy storage system.

(6) The constraints of the thermal storage equipment



Qcs,min
t ≤ Qcs,in

t ≤ Qcs,max
t

Qcs,min
t ≤ Qcs,out

t ≤ Qcs,max
t

µcs,in
t + µcs,out

t ≤ 1
24
∑

t=1
(µcs,in

t + µcs,out
t ) ≤ Rcs

SOCcs,min ≤ Ecs
t ≤ SOCcs,max

SOCcs,min = 0.1SOCc
SOCcs,max = 0.9SOCc

(27)

where:

Qcs,max
t : At time t, the maximum charging and discharging cooling power of the thermal

energy storage equipment.
Qcs,min

t : At time t, the minimum charging and discharging cooling power of the thermal
energy storage equipment.
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Rcs: The maximum charging and discharging cycles allowed for thermal energy storage
equipment within one day.
SOCc: The installed capacity of the cold energy storage system equipment, kWh.
SOCcs,min: The minimum capacity state threshold of the energy storage system.
SOCcs,max: The maximum capacity state threshold of the energy storage system.

(7) Thermal energy storage device operating power constraint



Hhs,min
t ≤ Hhs,in

t ≤ Hhs,max
t

Hhs,min
t ≤ Hhs,out

t ≤ Hhs,max
t

µhs,in
t + µhs,out

t ≤ 1
24
∑

t=1
(µhs,in

t + µhs,out
t ) ≤ Rhs

SOChs,min ≤ Ehs
t ≤ SOChs,max

SOChs,min = 0.1SOCh
SOChs,max = 0.9SOCh

(28)

where:

Hhs,max
t : At time t, the maximum charging and discharging heat power of the thermal

energy storage equipment.
Hhs,min

t : At time t, the minimum charging and discharging heat power of the thermal
energy storage equipment.
Rhs: The maximum number of heat charge and discharge cycles allowed for the thermal
storage equipment within one day.
SOCh: The installed capacity of the thermal energy storage system equipment, kWh.
SOChs,min: The minimum capacity state threshold of the energy storage system.
SOChs,max: The maximum capacity state threshold of the energy storage system.

(8) The operational power constraints of the internal combustion engine equipment

{
PGE,min

t ≤ PGE
t ≤ PGE,max

t
PGE,down

t ∆t ≤ PGE
t − PGE

t−1 ≤ PGE,up
t ∆t

(29)

where:

PGE,max
t : The maximum operating power of the gas engine.

PGE,min
t : The minimum operating power of the gas engine.

PGE,up
t : The maximum ramping-up power of the gas engine unit.

PGE,down
t : The maximum ramping-down power of the gas engine unit [34].

(9) Lithium bromide equipment operating power constraint

QBL,min
t ≤ QBL

t ≤ QBL,max
t (30)

where:

QBL,max
t : The maximum operating power of the lithium bromide system.

QBL,min
t : The minimum operating power of the lithium bromide system.

(10) Power to gas (P2G) equipment operating power constraint

0 ≤ PP2G
t ≤ PP2G,max

t (31)

where:

PP2G,max
t : The maximum operating power allowed for P2G equipment.
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3.11. Stepped Carbon Trading Mechanism

(1) Carbon emission calculation

The carbon emission modeling calculation of the carbon emission equipment in the
system is carried out to further improve the calculation accuracy of the system’s carbon
transaction cost. The actual carbon emission calculation model is as follows:

ECO2,a
t = Egrid

t + EZ
t + EGE

t + EGB
t + EES

t
Egrid

t = ρgPgrid
t

EZ
t = (ρpPpv

t + ρwPw
t )

EGE
t = ρm(κhPGE

t + HGE
t )

EGB
t = ρbHGB

t
EES

t = ρe HES
t

(32)

where:

ECO2,a
t : The actual carbon emission of the equipment.

ρg/ρp/ρw/ρm/ρb: The carbon emission coefficients of power grid purchase, wind and solar
power generation, gas turbine, gas boiler and energy storage, respectively.

(2) Carbon quota calculation



ECO2,b
t =

T
∑

t=1
(Egrid

t + EZ
t + EGE

t + EGB
t + EES

t )

Egrid
t = ϖgPgrid

t
EZ

t = (ϖpPpv
t + ϖwPw

t )
EGE

t = ϖm(κhPGE
t + HGE

t )
EGB

t = ϖb HGB
t

EES
t = ϖeHES

t

(33)

where:

ECO2,b
t : The carbon emission quota of equipment.

ϖg/ϖp/ϖw/ϖm/ϖb: Initial carbon emission coefficient of power grid purchase, wind and
solar power generation, gas turbine, gas boiler and energy storage, respectively.
T: One operating cycle, taking the value of 24 h a day.

Initial carbon allowances are the maximum amount of carbon dioxide that can be
legally emitted in the carbon market. By limiting the total amount of carbon emissions, the
government encourages companies to reduce their emissions through internal optimization
or external trading.

Carbon emission allowances for each carbon source are shown in Table 1.

Table 1. Initial carbon emission allowances for each carbon emitting device.

Source of Carbon Emissions Carbon Allowance/(kg/kWh)

Wind turbine 0.078
Photovoltaic generator 0.078

Gas boiler 0.152
Energy storage 0

Grids 0.798

(3) Carbon trading mechanism

The stepped carbon trading mechanism is a system that sets different carbon trading
prices according to the different carbon emission intensities of enterprises. The difference
between actual carbon emissions and carbon emission quotas is divided into multiple
intervals. The higher the difference is, the higher the unit carbon trading price is, and the
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higher the additional cost that enterprises need to pay [35]. The cost mathematical model is
as follows:

Etr,t =
T

∑
t=1

ECO2,a
t −ECO2,b

t (34)

FCO2
T,l =



λ(1 + 2∂)(Etr,t + l), Etr,t ≤ −l
−λ(1 + 2∂)l + λ(1 + ∂)Etr,t,−l ≤ Etr,t ≤ 0
λEtr,t, Etr,t < l
λ(1 + α)(Etr,t − l) + λl, l ≤ Etr,t ≤ 2l
λ(1 + 2α)(Etr,t − 2l) + λ(2 + α)l, 2l ≤ Etr,t ≤ 3l
λ(1 + 3α)(Etr,t − 3l) + λ(3 + 3α)l, 3l ≤ Etr,t ≤ 4l
λ(1 + 4α)(Etr,t − 4l) + λ(4 + 6α)l, Etr,t ≥ 4l

(35)

where:

FCO2
T,l : Stepped carbon transaction costs.

λ: Carbon trading base price.
Etr,t: Actual carbon emissions minus carbon quotas.
l: The length of carbon emissions interval.
α: Trading price growth rate.
∂: The growth rate of transaction base price.

4. Multi-Objective Optimization Solution

Taking Equation (15) as the objective function and Equations (21) to (31) as the con-
straints, the system model can be summarized in the following form by optimizing the
day-ahead power scheduling for each device of the system to achieve the intra-day eco-
nomic operation of the system:

minFPIES =
n
∑

s=1
Ps(FYW

s + F JS
s + FCO2

s,T,l + FZW
s + FQ

s + Fq f g
s )

FYW
s =

24
∑

t=1
(kPV PPV

s,t + kWT PWT
s,t + kMRPMR

s,t + kGEPGE
s,t + kGBPGB

s,t + kLBPLB
s,t

+kP2GPP2G
s,t + kCCSPCCS

s,t + ∑
y∈[ES,CS,HS]

ky(Pc
y,s,t + P f

y,s,t))

F JS
s =

m
∑

i=1
(hiai,s,t)

FZW
s =

24
∑

t=1
(Gprice1 · Pgrid,c

s,t + Gprice2 · Pgrid, f
s,t )

FQ
s =

24
∑

t=1
GGasprice(PGB

s,t · XGB + PGE
s,t · XMT − PP2G

s,t · XMR)

Fq f g
s =

24
∑

t=1
cq f g(PZ f

s,t − PZ
s,t)

E.q.(35)
s.t.E.q.(21) ∼ (31)

(36)

In the PIES, a day is considered to be divided into 24 time segments, with each hour
as a unit, and it is assumed that the operation data of each system module are constant in
the unit time.

Its system structure and algorithm correlation diagram is shown in Figure 3. The
algorithm takes the minimum system operation cost as the goal, which in addition to
the operation and maintenance cost of the integrated energy system in the park itself
includes the cost of wind and light abandonment and the cost of carbon trading, and
the constraints include the system energy supply and balance constraints, the equipment
climbing constraints, and the equipment starting and stopping constraints. Since the model
built in this study is a mixed integer linear programming model, this study considers
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the branch bounding algorithm and uses CPLEX for solving the problem. The optimal
scheduling is shown in Figure 4, and the specific steps are shown below:
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Step 1: The wind and solar output scene is generated by Latin hypercube sampling,
and then the scene reduction is carried out by using the fast previous generation elimination
technology. Five typical wind and solar output scenes and the corresponding probabilities
of each scene are obtained, and the wind and solar output data are transmitted to the model
to be optimized.

Step 2: Obtain day-ahead information such as the ladder electricity price and gas price.
Step 3: Model each piece of equipment in the integrated energy system, construct

the system carbon emission calculation model and the carbon trading mechanism model,
and determine the optimization variables of each piece of equipment’s output and their
relevant parameters.

Step 4: Perform mixed integer linear programming, add conditional constraints, use
the branch and bound algorithm, and use CPLEX for the optimal solution.

Step 5: Determine whether there is an optimal solution, and whether it is an integer; if
not, select a non-integer solution variable to generate a branch. If yes, it is judged to search
all branches, and the optimal solution is obtained by circular solution comparison.

Step 6: Obtain the solution results, output the output data of each piece of ter-
minal equipment at each time, the system operation cost, carbon transaction cost and
other information.

The optimization algorithm used by CPLEX can provide an accurate optimal solution;
therefore, in this paper, for the integrated energy system model, and for the mixed integer
linear programming problem, the CPLEX solver is used to find the best optimal scheduling
solution [36].
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5. Example Analysis and Simulation
5.1. Basic Data

In this paper, the purchase and sale transactions between the PIES and the main grid
are carried out based on time-sharing tariffs, and the tariff data are shown in Table 2, where
the system purchases power from the grid according to the corresponding peak and valley
time-sharing tariffs, and sells power to the main grid at a price of 0.36 yuan to save costs
and improve economic efficiency in the process of optimal scheduling.
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Table 2. Time division tariff schedule.

Time Electricity Price/yuan

00:00–07:00 0.62
08:00–11:00 1.14
12:00–16:00 0.83
17:00–20:00 1.14
21:00–23:00 0.62

Main grid electricity tariff 0.36

In order to assess and compare the carbon emission levels of different equipment so as
to take corresponding emission reduction measures, carbon emission coefficients are used
to express the carbon emissions per unit of production, and the specific values are shown
in Table 3.

Table 3. System carbon emission factor.

Source of Carbon Emissions Carbon Emission Factor (kg/kWh)

Wind turbine 0.105
Photovoltaic generator 0.111
Natural gas (gas boiler) 0.236

Energy storage 0.112
Grids 1.303

Table 4 shows the values of the parameters such as power size, capacity range and
number of times of charging and discharging energy for each device in the model of
this paper.

Table 4. Partial equipment parameters of the system.

Parameter Name Value Unit

Pgrid,max
t 3000 kW

PGE,max
t 4000 kW

PGE,min
t 2830 kW

PGB,max
t 4000 kW

PP2G,max
t 3000 kW

PCCS,max
t 3000 kW

PBL,max
t 5000 kW

Pes,max
t 2000 kW

SOCes,max 10,000 kWh
Hhs,max

t 2000 kW
SOChs,max 10,000 kWh

Qcs,max
t 2000 kW

SOCcs,max 10,000 kWh
Res 10 times
Rcs 10 times
Rhs 10 times
XGB 1.07
XMT 0.25
XMR 0.55

5.2. Generation and Reduction of Landscape Scenes

In order to solve the wind power uncertainty problem, this paper adopts the previously
described method to process the wind power uncertainty problem based on the day-ahead
prediction data of wind power, as shown in Figure 5. Firstly, 1000 wind power scenarios
are generated by using the Latin hypercubic sampling method, and then, five typical
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wind power scenarios are obtained by using the probability distance-based fast antecedent
elimination technique to reduce them, The probability corresponding to each scenario is
shown in Table 5.

Energies 2024, 17, x FOR PEER REVIEW 20 of 27 
 

 

  
(a) (b) 

  
(c) (d) 

Figure 5. Generation and reduction of landscape scenes. Note: (a) generation of WT output scenar-
ios; (b) generation of PV output scenarios; (c) scenario reduction diagram for WT output; (d) sce-
nario reduction diagram for PV output. 

Table 5. Corresponding probability for each scenario. 

Scenario Probability Value 
1 0.158 
2 0.258 
3 0.133 
4 0.195 
5 0.256 

The method used brings five typical scenarios of wind power output into the system 
optimal scheduling model for optimal operation to obtain the system’s operation cost un-
der different scenarios, then probabilistically sum up the operation costs under the five 
typical scenarios to obtain the final system’s operation cost, and then carry out the optimal 
scheduling strategy of the system with the minimum operation cost through the solver to 
obtain the optimal operation scheduling strategy of the system considering the uncer-
tainty of the wind power output. 

5.3. Example Validation Analysis 
To verify the effectiveness of the economic optimal scheduling strategy of the inte-

grated energy system proposed in this paper considering wind power uncertainty and 
P2G-CCS, this paper takes the data of a typical integrated energy system park in Hubei as 
an example, as shown in Figure 6, which gives the initial data of the system’s electric, heat 
and cold energy load demand, where Pload  is the electric load, Cload  is the cold load, 
and Hload  is the heat load. This paper also adopts the stepped carbon trading mecha-
nism to carry out a comparative analysis of the system’s operating costs under different 
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reduction diagram for PV output.

Table 5. Corresponding probability for each scenario.

Scenario Probability Value

1 0.158
2 0.258
3 0.133
4 0.195
5 0.256

The method used brings five typical scenarios of wind power output into the system
optimal scheduling model for optimal operation to obtain the system’s operation cost
under different scenarios, then probabilistically sum up the operation costs under the
five typical scenarios to obtain the final system’s operation cost, and then carry out the
optimal scheduling strategy of the system with the minimum operation cost through the
solver to obtain the optimal operation scheduling strategy of the system considering the
uncertainty of the wind power output.

5.3. Example Validation Analysis

To verify the effectiveness of the economic optimal scheduling strategy of the inte-
grated energy system proposed in this paper considering wind power uncertainty and
P2G-CCS, this paper takes the data of a typical integrated energy system park in Hubei as
an example, as shown in Figure 6, which gives the initial data of the system’s electric, heat
and cold energy load demand, where Pload is the electric load, Cload is the cold load, and
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Hload is the heat load. This paper also adopts the stepped carbon trading mechanism to
carry out a comparative analysis of the system’s operating costs under different scenarios,
and the selected scenarios are shown as follows, with Scenario 4 being the scenario model
proposed in this paper:
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Scenario 1: Without considering the uncertainty of wind and solar processing, P2G-
CCS is not introduced;

Scenario 2: Without considering the uncertainty of wind and solar power output, the
introduction of P2G-CCS is considered;

Scenario 3: Considering the uncertainty of wind and solar output, the introduction of
P2G-CCS is not considered;

Scenario 4: Considering the uncertainty of wind and solar power output, the introduc-
tion of P2G-CCS is considered.

Table 6 shows the comparative analysis results of the PIES’s operating costs and
other parameters in different scenarios. From Scenario 2 and Scenario 4, it can be seen
that after the introduction of P2G-CCS in the system architecture of this paper, due to
the scheduling flexibility of P2G-CCS, it can effectively help the system reduce the wind
and light curtailment rate, reduce the carbon emissions of the system and thus reduce the
operating costs of the system. In scenario 4, when considering the uncertainty of wind and
solar output, on the basis of meeting the demand of various energy loads, the rate of wind
and solar abandonment is basically 0, and the carbon emission has a downward trend. It
not only solves the problem of the wind and solar consumption of the system, and reduces
the carbon emissions of the system, but also further realizes the goal of the low-carbon
economic operation of the PIES more effectively and saves economic costs.

Table 6. Comparative analysis table of system operating costs under different scenarios.

Scenario Total System Operating
Cost/million

Carbon Trading
Costs/USD million

Carbon
Emissions/ton

Cost of Wind and Light
Abandonment/yuan

Wind and Light
Rejection Rate

1 20.31 1.04 118.68 8339 12.07

2 13.12 −1.83 61.37 2096 3.24

3 18.74 0.93 106.07 6231 10.64

4 11.61 −2.25 57.42 0 0
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In the Scenario 4 model, the energy supply optimization scheduling results of the
system’s equipment are shown in Figures 7–9. In the diagram, the positive value of each
energy storage device indicates that the energy storage is discharged, and the negative
value indicates that the energy storage system is charged. The positive value of the main
grid indicates that the park buys electricity from the main grid, and the negative value
indicates that the park sells electricity to the main grid.
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Figure 10 shows the carbon emissions diagram of the system. Figure 11 shows the
distribution diagram of carbon dioxide utilization and storage after CCS captures carbon
dioxide. After CCS captures carbon dioxide, a part of carbon dioxide is sent to P2G, and
the MR in P2G consumes carbon dioxide and hydrogen to produce natural gas.

Combined with the chart, it can be observed that after the introduction of P2G-CCS
in the system, since both P2G and CCS operate by consuming electric energy, the PIES
flexibly schedules P2G equipment after the introduction of P2G-CCS, which solves the
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problem of wind and light consumption and makes the power supply of the system stable
and balanced in each period. Moreover, P2G-CCS consumes carbon dioxide to produce
natural gas for gas turbines and gas boilers, which reduces the cost of gas purchase of the
PIES’s natural gas to a certain extent. At the same time, it reduces the carbon emissions of
the system, improves the economic benefits of the PIES participating in the carbon trading
market and further reduces the operating cost of the system.
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In order to analyze the impact of changing the construction scale of P2G-CCS on the
operating costs and carbon emissions of the PIES, this paper proceeds with the sensitivity
analysis of the P2G-CCS construction scale parameter in Scenario 4, as shown in Figure 12,
which shows that, with the increase in the P2G-CCS construction scale parameter, the
operating cost of the system is gradually reduced, and the total carbon emissions of the
system decrease first and then increase. Therefore, this paper suggests that in the system
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architecture of this paper, the value of the P2G-CCS construction scale parameter between
3 MWh and 4 MWh can better achieve the goal of the system’s low-carbon and economic
operation, and this paper chooses to introduce the P2G-CCS construction scale of 3 MW in
consideration of the environmental and economic aspects of the system’s operation.
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6. Conclusions

Aimed at solving the problem of the low-carbon economic operation of a multi-energy
coupling industrial park system with wind–solar new energy, this paper proposes the
economic optimization research of an integrated energy system considering the uncertainty
of wind–solar output and P2G-CCS. Through the simulation analysis of the example, the
following conclusions can be obtained:
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1. Considering the uncertainty of wind and solar output, the proposed model can more
effectively improve the reliability, stability and economy of the IES, and reduce the
operating costs of the system.

2. The introduction of P2G-CCS can more effectively help the system to solve the problem
of wind and solar consumption, achieve the balance of energy supply, reduce the
carbon emissions of the system and achieve the goal of the low-carbon economic
operation of the system.

3. With the increase in P2G-CCS construction scale parameters, the system’s operating
costs gradually decrease. However, due to the influence of the scale of other equip-
ment architecture of the system, the carbon emissions of the system show a trend
of decreasing first and then increasing. Therefore, in the system architecture of this
paper, it is suggested that the value of the P2G-CCS construction scale parameters
should be between 3 MWh and 4 MWh.

4. The integrated energy system optimization model proposed in this paper, which takes
into account the wind and light uncertainty and introduces P2G-CCS, can greatly
improve the wind and light consumption rate, reduce the system’s operating costs and
carbon emissions, and achieve stable, efficient and environmentally friendly operation
of the system.

Since the natural gas produced by P2G is incorporated into the natural gas pipeline
to supply energy to the system’s equipment, the impact of the dynamic response of the
natural gas pipeline network on the low-carbon economic operation of the system can be
considered in future research. The hot and cold pipe network in the system has certain
delay characteristics. In future research, the optimal scheduling of the IES’s hot and cold
pipe network can be studied based on user-side comfort.
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Abbreviations

CS cold energy storage
CCS carbon capture and storage
CCU carbon capture and utilization
CSP-CHP concentrated solar power and combined heat and power
CvaR conditional value-at-risk
EL electrolysis system
ES electrical energy storage
GB gas boiler
GE gas engine
GPC generalized polynomial chaos
HGT hydrogen-doped gas units
HS thermal energy storage
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IEGS Integrated Electricity–Gas System
IES integrated energy systems
LB lithium bromide
LHS Latin hypercube sampling
MR methane reactor
PIES park integrated energy system
P2G power to gas
PDF probability density functions
PV photovoltaic power generation
S-CO2 supercritical carbon dioxide
WT wind turbine power generation
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