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Abstract: The large integration of inverter-based resources will significantly alter grid dynamics,
leading to pronounced stability challenges due to fundamental disparities between inverter-based
and traditional energy systems. While grid-following inverters (GFLIs) dominate current inverter
configurations, their increased penetration into the grid can result in major stability issues. In contrast,
grid-forming inverters (GFMIs) excel over GFLIs by offering features like standalone operation,
frequency support, and adaptability in weak grid scenarios. GFMIs, unlike GFLIs, control the AC
voltage and frequency at the common coupling point, impacting the inverter dynamic response
to grid disturbances and overall stability. Despite the existing literature highlighting differences
between GFLIs and GFMIs and their control strategies, a comprehensive review of GFMIs’ stability
and the effects of their control schemes on grid stability is lacking. This paper provides an in-depth
evaluation of GFMIs’ stability, considering various control schemes and their dynamics. It also
explores different types of power system stability, introduces new stability concepts that correspond
to power grids with integrated inverters, i.e., resonance and converter-driven stability, and reviews
small-signal and transient stability analyses, which are the main two types of GFMI stability studied
in the literature. The paper further assesses existing studies on GFMI stability, pinpointing research
gaps for future investigations.

Keywords: grid-forming inverters; converter-driven stability; outer control loop schemes; small-
signal stability; transient stability

1. Introduction

The considerable integration of renewable energy sources (RESs), modern loads such as
electric vehicles, and transmission of power over high-voltage direct current (HVDC) lines has
resulted in the connection of a large number of converters to the power grid [1–6]. The power
grid is anticipated to transform into a fully inverter-based system. This transformation will result
in major changes in the structure and operational dynamics of electrical power systems [1–6]
leading to significant stability issues due to inherent differences between dynamics of inverters
and synchronous generators (SGs) [7,8].

There are two types of inverters used in the power grid: grid-following inverters
(GFLIs) and grid-forming inverters (GFMIs). The control system of GFLIs controls their
output current while following the voltage magnitude and frequency at the point of
connection to the alternating current (AC) grid using a phase-locked loop (PLL) [1,9]. Most
of the inverters used in the power grid are GFLIs [1,10]. An increased penetration of GFLIs
into the grid can result in major stability issues [10]. The oscillatory stability events in
GFLIs of HVDC systems are reviewed in [8]. Voltage and current oscillations at the testing
stage of Nanhui HVDC system in Shanghai, China, in 2011 are reported in [8,11]. Output
current oscillations in the Xiamen HVDC system in Fujian, China, in 2015 are reported
in [8,12]. High-frequency current oscillations in the Borwin1 HVDC system in North Sea,
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Germany, in 2013 are reported in [8,13]. Current oscillations in the Luxi HVDC system in
Yunnan, China, in 2017 are another example of oscillatory stability issues of GFLIs [8,14].

Voltage and current oscillations can happen when a GFLI is connected to a weak
grid due to errors in the estimated frequency by the PLL [15,16]. Changes in the loading
condition of a GFLI may also result in instability as its output power does not change. This
constant output power leads to voltage oscillations in the system, which cause errors in the
PLL. These errors lead to output power oscillations in the GFLI. If another generation unit
damps these oscillations, the GFLI continues its operation at its output power set-point.
Otherwise, the oscillations will be sustained [10]. Reference [17] shows that switching the
control scheme of the inverter from GFLI to GFMI in critical stability conditions helps the
system remain stable. In contrast to GFLIs, the control of GFMIs is based on controlling
the AC voltage magnitude and frequency at the point of common coupling (PCC). This
characteristic of GFMIs allows them to operate in the stand-alone mode [1]. Moreover,
GFMIs are stable when connected to weak grids, as their control scheme does not require
a PLL for grid synchronization [9]. Operation in the stand-alone mode [18], frequency
support [18], and ability to operate under weak grid conditions [9] are among the main
advantages of GFMIs over GFLIs. The study of [19] shows that compared to GFLIs, grid-
connected GFMIs can supply larger loads while maintaining small-signal stability.

There are several examples of grid-forming pilot projects around the world [20]. The
Zurich battery energy storage system (BESS) project in Dietikon, Switzerland, started in
2012 and the BESS has been operative since 2014. The main features of this project are
primary frequency control, peak shaving, and islanded operation. This BESS has a rated
power of 1 MW and a capacity of 580 kWh and is designed for both low-voltage and
medium-voltage connections [20,21]. The AusNet Grid Energy Storage System (GESS)
project in Thomastown, Australia, started in 2012. The GESS consists of a 1 MW/1 MWh
lithium-ion battery system connected to the grid by a 1.37 MVA GFMI and a 1 MVA backup
diesel generator. The GESS project provides peak shaving, voltage support, power factor
correction, and islanded operation [20,22].

The Mackinac HVDC system project is another example of GFMI projects which
started in 2012 and was operated in 2014 to control the power flow between Michigan’s
upper and lower peninsula. The Mackinac HVDC system with GFMIs can operate when
connected to a weak grid and provides voltage oscillation mitigation [20,23]. This HVDC
system transfers a bidirectional power of 200 MW and 100 MVAR using two converters that
are connected directly to each other [24]. The south converter is controlled using vector
current control scheme and the north GFMI is controlled using the frequency-droop control
scheme and direct voltage magnitude control [24]. The Dersalloch wind farm in Dersalloch,
Scotland, was operated in the grid-forming mode from May to June 2019 to provide inertia
to the system. The 69 MW Dersalloch wind farm has twenty three 3 MW direct drive full
converter wind power generators [20]. The Hornsdale Power Reserve BESS project started
in Jamestown, south Australia, in 2017. The power capacity of the plant is 150 MW and it
has an energy capacity of 194 MWh. It is connected to the grid at 275 kV voltage level. This
BESS provides fast frequency response and inertia to the system [20,25,26].

The ES CRI-SA BESS located near the Dalrymple substation in south Australia, was
commissioned in 2017. The ES CRI-SA BESS has a power capacity of 30 MW and an energy
capacity of 8 MWh. The ES CRI-SA BESS is connected to the 33 kV grid and provides
ancillary frequency services and fast frequency response, and reduces failures in energy
supply in case of islanding [20,27]. The St. Eustatius II project in St. Eustatius, Caribbean,
started in 2017. A diesel generation of 4 MVA, solar power of 4.15 MW, and a BESS of
5.9 MWh capacity form the generation and storage mix of this project. Three GFMIs, two
with a capacity of 2.2 MW and one with a capacity of 1 MW, are used in St. Eustatius
II project to make 100% use of solar power [20,28]. A hybrid power plant started in La
Plana, Spain, in 2015. The plant consists of a wind power generation of 850 kW, solar
power generation of 245 kW, diesel generation of 222 kW, and a BESS of 545 kWh capacity.
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The GFMIs used in this plant provide ancillary services such as peak shaving, frequency
regulation, and frequency reserve [20].

Reference [1] provides a review of several GFMI control schemes, as well as challenges
related to the integration of GFMIs in the grid. Reference [1] provides a brief overview
of stability studies, real-world implementations, and grid applications of GFMIs. Refer-
ence [29] offers a detailed exploration of the differences between GFMIs and GFLIs, the
topologies of GFMIs, their hierarchical control strategy, the structures of inner and outer
control loops, control schemes for GFMIs, and the diverse applications of GFMIs within
power grids. Reference [30] compares GFLIs and GFMIs and reviews different grid-forming
control schemes, their modeling, and design considerations. The control scheme of GFMIs
affects their dynamic response to disturbances in the grid and, thus, their stability [31].
Although the existing reviews of [1,29,30] elaborate on the differences between GFLIs and
GFMIs, their control schemes, and new concepts related to GFMIs, none of them provide a
comprehensive review of GFMIs’ stability issues and how their control schemes affect their
stability. This paper presents an extensive review and evaluation of the stability aspects
of GFMIs, delving into the dynamics of various GFMI control schemes and their impact
on system stability. It also discusses various methods found in the existing literature for
analyzing the stability of GFMIs, along with presenting multiple strategies proposed to
enhance the stability performance of these systems.

In this paper, first, various control schemes for GFMIs such as frequency-droop con-
trol [32], angle-droop control [33], power synchronization control (PSC) [34], synchron-
verter [35], virtual synchronous machine (VSM) [36,37], matching control [38–40], virtual
oscillator control (VOC) [41], and dispatchable VOC (dVOC) [42] are reviewed and their
block diagrams, dynamics, and features are presented. Although other GFMI control
schemes such as configurable natural droop [1,43], generalized droop control [1,44], unified
voltage oscillator control [1,45], H∞\H2-based robust fixed-structure control [1,46,47], and
frequency shaping-based control [1,48] are proposed in the literature, only control schemes
that are considered in stability analyses of GFMIs are reviewed. Second, various types of
stability in power systems such as voltage, rotor angle, and frequency, as well as two new
stability types that correspond to power grids with integrated inverters, i.e., resonance
and converter-driven, are discussed. Third, small-signal stability and transient stability,
which are the main two types of GFMI stability studied in the literature, are reviewed,
and different methods of stability analysis, which are used in the literature, are presented.
Finally, the existing studies of GFMI stability in the literature are reviewed, and the gaps to
be addressed for future research are identified.

The rest of the paper is organized as follows: in Section 2, GFLIs, GFMIs, and their
corresponding control systems are reviewed. In Section 3, inner control loops and main
control schemes for outer control loops of GFMIs are presented. In Section 4, power system
stability definitions, various types of analysis tools, as well as existing literature on stability
of GFMIs are discussed. Discussions and conclusions are presented in Sections 6 and 7.

2. Grid-Following and Grid-Forming Inverters

In this section, the operating principle of GFLIs and GFMIs as well as their control
system are introduced.

2.1. Grid-Following Inverters

Most of inverters in the power grid are GFLIs [1]. With GFLIs, the power transferred
to the grid at PCC is controlled according to power references Pre f and Qre f . Assuming
the voltage at the PCC is constant, this power transfer would be equivalent to injecting
a certain amount of current into the power grid; thus, GFLIs can be modeled as current
sources, as shown in Figure 1 [9].
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Yeq
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PCCIref θref 

AC Grid

Load

Figure 1. Model of a GFLI as a controlled current source.

In Figure 1, Ire f , θre f , Yeq, and Lg are the reference output current, the estimated phase
angle of the PCC voltage, the output admittance of the GFLI, and the inductance of the
transmission line connecting the GFLI to the grid, respectively. The control of GFLIs
depends on the measured voltage and the estimated frequency of the grid. In GFLIs, the
output voltage and frequency are not directly controlled. A simple schematic of a typical
GFLI and its control is shown in Figure 2.
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Figure 2. Schematic of a typical GFLI.

In Figure 2, it, ig, Vt, Vc, and Vg are the output current of the inverter, grid-side current
of the inverter, output voltage of the inverter, PCC voltage, and grid voltage, respectively.
Itdq, Igdq, and Vcdq are the direct-quadrature-zero (dq0) reference frame representations of
the inverter output current, grid-side current, and PCC voltage, respectively. Pre f , Qre f ,
θre f , Vtre f , and m are the output active power reference, output reactive power reference,
estimated phase angle of the PCC voltage, voltage reference at the inverter terminal,
and the switching signal, respectively. P, Q, Lc, C f , and Lg are the output active power,
output reactive power, output filter inductance, output filter capacitance, and transmission
line inductance, respectively. Rdc, Cdc, Idcre f , idc, and Vdc are the direct current (DC)-side
capacitance, resistance, DC-side reference current, input current of the inverter, and DC
link voltage, respectively.

The control of GFLIs typically takes place in the dq0 reference frame [49]. The PLL
and outer and inner control loops are the main control loops of a GFLI [1]. The reference
angular speed ωre f and θre f are estimated using a PLL [1]. In most systems, a synchronous
reference frame PLL (SRF-PLL) is used for controlling GFLIs because of its well-known
structure and robust performance [50]. As shown in Figure 3, an SRF-PLL typically consists
of a proportional-integral (PI) controller and an integrator [50]. It estimates ωre f by setting
the quadrature component of its input voltage, Vcq, to zero using the PI controller [50].
Then, θre f is derived by integrating ωre f . The output of the PLL, θre f , is used as the reference
angle in any dq-to-abc or abc-to-dq transformation in the system [51].
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Figure 3. The control system of a GFLI.

Using PI controllers, Itdre f and Itqre f are generated in the outer control loop, as shown
in Figure 3 [49]. The dynamics of Itd and Itq are shown in (1) and (2).

Lc
dItd
dt

= Lcωre f Itq + Vtd − Vcd, (1)

Lc
dItq

dt
= −Lcωre f Itd + Vtq − Vcq. (2)

Using the feed-forward signals in the inner control loop, shown in Figure 3, the
dynamics of Itd and Itq are simplified as shown in Figure 4 and (3) and (4), where uid and
uiq are the controller output signals. Then, as illustrated in Figure 3, Vtdre f and Vtqre f are
generated using PI controllers in the inner control loop.

Lc
dItd
dt

= uid, (3)

Lc
dItq

dt
= uiq. (4)
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Figure 4. The simplified block diagram of the inner control loop of a GFLI.

Since GFLIs do not form the voltage magnitude and frequency of the PCC, these
inverters cannot operate in the stand-alone mode [1,9]. Moreover, PLLs estimate the
frequency of the PCC voltage [1,7]. When GFLIs are connected to weak grids, possible
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fast electromagnetic transients in their output voltages may result in the PLL estimating
the frequency of these transients and causing loss of synchronization between GFLIs and
the grid [7]. PLLs also have a delay when estimating the frequency, which can affect the
performance of the control loops of GFLIs. GFMIs can operate in the stand-alone mode and
do not require a PLL for synchronization to the grid. Therefore, they can replace GFLIs to
avoid the aforementioned issues [1].

2.2. Grid-Forming Inverters

Unlike GFLIs, GFMIs control the grid voltage and frequency. Thus, GFMIs can be
modeled as controlled voltage sources [52] , as shown in Figure 5.

Zeq Lg

GFMI

AC Grid

Load

Vrefθref 

Figure 5. Model of a GFMI as a controlled voltage source.

In Figure 5, Vre f , θre f , Zeq, and Lg are the reference terminal voltage, reference phase
angle for the PCC voltage, output impedance of the GFMI, and the inductance of the
transmission line connecting the GFMI to the grid, respectively. GFMIs can be controlled to
inject the reference active and reactive power into the grid. To improve the output voltage
and current quality of the inverter, different types of harmonic filters, such as L-filters,
LC-filters, and LCL-filters, are used at the inverter terminal [29,53]. Although simple in
design, L-filters do not provide proper harmonic damping, and may result in significant
voltage drop across the inductor. In comparison to L-filters, LC- and LCL-filters can provide
better harmonic damping and a lower voltage drop across the filters [29,53]. The schematic
of a typical GFMI is shown in Figure 6.
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Figure 6. A simple schematic of a typical GFMI.

In Figure 6, it, ig, Vt, Vc, and Vg are the inverter output current, inverter grid-side
current, inverter terminal voltage, PCC voltage, and grid voltage, respectively. Itdq, Igdq, and
Vcdq are the dq0 representations of the inverter output current, grid-side current, and the
PCC voltage, respectively. Pre f , Qre f , θre f , Vtre f , and m are the output active power reference,
output reactive power reference, reference phase angle of the PCC voltage, terminal voltage
reference, and switching signal, respectively. P, Q, Lc, C f , and Lg are the output active
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power, output reactive power, output filter inductance, output filter capacitance, and the
transmission line inductance, respectively. Vn, θn, and ωn are the nominal PCC voltage
magnitude, nominal phase angle, and angular speed, respectively. Rdc, Cdc, Idcre f , idc, and
Vdc are the DC-side capacitance, resistance, DC-side reference current, input current of the
inverter, and DC link voltage, respectively.

The control of GFMIs in the grid typically takes place in the dq0 reference frame [54].
The control system consists of an outer control loop and one or two cascaded inner control
loops [55]. The outer control loop receives Pre f , Qre f , P, Q, Vn, and ωn or θn, as its inputs
and generates θre f and Vcdqre f . θre f is used as the reference angle in any dq-to-abc or abc-to-
dq transformation. Inner control loops receive Vcdqre f , θre f , Vcdq, Itdq, and Igdq, and generate
Vtdqre f . Although a PLL is used to provide θn or ωn for the control scheme of the GFMI
in [37], it is not common to use a PLL in the outer control loop of GFMIs due to the various
issues that it may cause, as discussed in Section 2.1. A comparison between GFLIs and
GFMIs is shown in Table 1. In Section 3, inner and outer control loops of GFMIs as well as
various GFMI control schemes are discussed.

Table 1. Comparison between GFLIs and GFMIs.

Criterion GFLIs GFMIs

Simplified Equivalent Model Controllable current source Controllable voltage source

Stable Operation Requirement Connection to strong grids Connection to weak grids or
in standalone operation mode

Synchronization Method PLL Outer control loop

Black Start Capability No Yes

Current Limiting Capability Yes Possible with specific control
methods

Impact on the Grid Strength Decreasing Increasing

3. Control of GFMIs

In this section, inner and outer control loops of GFMIs and various GFMI control
schemes, such as frequency-droop control, angle-droop control, PSC, synchronverter, VSM,
matching control, VOC, and dVOC schemes are presented. In addition to the control
dynamics and block diagrams, the advantages and disadvantages of these schemes are
outlined. It is noteworthy that among all the GFMI control schemes, only those that were
considered in stability analysis in the existing literature are reviewed in this paper. Virtual
impedance and virtual admittance control methods and their impact on the stability of
GFMIs are also reviewed.

3.1. Inner Control Loops of GFMIs

After the references for the angle and the voltage magnitude of the PCC are generated
by the outer control loop, they are fed into the inner control loops to generate the refer-
ence voltage at the inverter terminal. There are two main approaches for implementing
inner control loops, namely, voltage-mode and current-mode; both are explained in the
following sections.

3.1.1. Voltage-Mode Control

The block diagram of a typical voltage-mode controller for a GFMI is shown in
Figure 7 [54]. In this method, Vcdqre f , which is the output of the outer control loop, Vcdq,
and two PI controllers are used to generate the reference terminal voltage of the inverter,
Vtdqre f . Then, this voltage and θre f are fed into a pulse-width modulation (PWM) generator
to generate the switching pulses of the inverter.
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Although simple in structure and design, the voltage-mode control method does not
offer any output current control for the inverter, leading to overcurrent problems in the
event of faults in the system [54].

3.1.2. Current-Mode Control

Current-mode control provides a solution to the overcurrent problem of voltage-
mode control [54]. As shown in Figure 8, Vcdqre f , which is the output of the outer control
loop, Vcdq, and two PI controllers are used to generate the reference output current of
the inverter, Itdqre f . Then, overcurrent protection schemes, such as saturation blocks,
are implemented [1]. Various methods for implementing the current saturation block
are reviewed in [56]. One of the typical methods is to set Itdre f and Itqre f to predefined
values when the reference currents generated by the voltage control loop exceed a specific
threshold [56]. Itdqre f and Itdq are fed to two PI controllers to form the reference voltage for
the inverter terminal, Vtdqre f , which is then sent to a PWM generator [57,58].

The AC-side dynamics of the converter in this control scheme are shown in (5)–(8) [54],
where, there are couplings between the d-axis and the q-axis dynamics of the voltage and
current. To decouple the d-axis dynamics from the q-axis dynamics, feed-forward signals
shown in Figure 8 are used [54].
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The simplified block diagram of the current-mode controller with the introduction of
feed-forward signals is shown in Figure 9, and the dynamics of the controller are shown
in (9)–(12).
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Figure 9. The simplified block diagram of the current-mode controller of a GFMI.

3.1.3. Virtual Impedance Method

As discussed in Section 2.2, GFMIs can be modeled as voltage sources [52]. When
GFMIs are connected to strong grids, the small inductance connecting these two voltage
sources together, makes the system prone to instability [18,59]. To improve the stability
of the current-mode controlled GFMIs, the inner control loops are modified in some stud-
ies [18,58,60–65] using the virtual impedance method. The virtual impedance method
helps to improve the performance of inverters by limiting the inverter’s current [60], de-
creasing the coupling of the output active and reactive power of the inverter, improving
the power-sharing capability of the inverter [61,62], increasing system damping [63], and
improving the converter stability considering different grid and transmission line condi-
tions [18]. The virtual impedance method can result in different dynamics, as compared
to conventional inner control, based on its application and control objective [64]. Two
popular designs are referred to as “virtual impedance method” [18,58,60–64] and “virtual
admittance method” [18,65]. These methods improve inverter stability by increasing the
total inductance connecting the inverter to the grid [18].

In the virtual impedance method, as shown in Figure 10, the input to the voltage
control loop is obtained by multiplying Igdq by the virtual impedance and subtracting it
from the output of the outer control loop, Ere f [64–66].

In the virtual admittance method, the PI controllers of the voltage control loop are
replaced with the virtual admittance 1

Zv
. The block diagram of the modified inner control

loops is shown in Figure 11 [18,67]. Compared to the virtual impedance method, virtual
admittance method provides a larger stability margin for the GFMI [18] .
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Figure 10. The block diagram of a GFMI with virtual impedance.
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Figure 11. The block diagram of a GFMI with virtual admittance.

3.2. Outer Control Loop of GFMIs

In a two-bus system with a connecting transmission line with a large X
R ratio, the active

and reactive power transferred from bus 1 to bus 2 are as shown in (13) and (14), where V1,
V2, R, X, and δ are the voltage magnitude at bus 1, voltage magnitude at bus 2, equivalent
resistance and reactance of the transmission line connecting buses 1 and 2, and phase angle
difference between buses 1 and 2 [68]. In (13) and (14), it is assumed that δ is small and X

R is
large. According to (13) and (14), the active power mainly depends on the angle difference
between the bus voltages, and the reactive power depends on the voltage magnitudes [68].
This is true as the angle difference between two adjacent buses in a power system is mostly
small, and transmission lines are also highly inductive.

P =
V1V2

X
sin δ, (13)

Q =
V2

1 − V1V2 cos δ

X
. (14)

Based on (13) and (14), the phase angle and the voltage magnitude at the grid-side of a
GFMI can be regulated by controlling the output active and reactive power of the inverter,
respectively, [1]. This is the basis for the operation of the outer controller of a GFMI. If X

R
ratio of the transmission line is low, the active and reactive powers will depend on the
voltage magnitudes and the angle difference between the bus voltages, respectively, [1]. If
X and R are comparable to each other, the multivariable transfer function of the active and
reactive power should be used to relate them to the voltage magnitude and phase angle of
the inverter terminal [1]. The output active and reactive power of the inverter are obtained
as shown in Figure 12, where ωc is the cut-off frequency of the filter.
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Figure 12. Output active and reactive power of the inverter.

The main control schemes introduced in the literature for GFMIs are presented in
the following. In all of these schemes, the control depends on local measurements, and
no communication is required between the inverters. A number of these control schemes
provide inertia to support the grid dynamic response. Typically, inertia refers to the
tendency of a physical object to resist change in its state of motion [69]. In power systems,
rotors of SGs are in motion, and their mechanical speed is coupled with their electrical
angular speed [69]. Therefore, the dynamics of their electrical angular speed can also
represent the dynamics of their mechanical speed [69]. The swing equation of an SG,
represents the dynamics of the rotor’s electrical angle and rotor’s electrical angular speed
as shown in (15),

2H
ωs

d2δ

dt2 + D
dδ

dt
= Pm − Pe, (15)

where H, ωs, δ, D, Pm, Pe, and dδ
dt are the inertia constant, synchronous speed, angular

position of the rotor with respect to a stationary axis, damping coefficient, mechanical
power, electrical power, and electrical angular speed of the SG, respectively, [68]. H is
the combined inertia constant of the generator and the turbine [68]. Since GFMIs have no
moving parts, they cannot provide inertia unless their control schemes are designed to
do so [69]. The inertia provided using this technique is called virtual inertia [69]. In this
section, the ability of each control scheme in providing inertia will be discussed.

3.2.1. Frequency-Droop Control

In the frequency-droop control method, also known as droop control, the difference
between Pre f and P is multiplied by kp, called the droop factor, and then added to ωn to
generate ωre f . By integrating ωre f , θre f is derived [32]. The block diagram of this method is
shown in Figure 13. The angle dynamics in this control scheme are shown in (16).

1
kp

dθre f

dt
=

ωn

kp
+ Pre f − P. (16)

It should be noted that an inertial term can be observed in (17) when considering
the impact of LPFs of Figure 12 on the dynamic response of this scheme. Comparing (15)
and (17), this scheme is unable to provide any tunable inertial response. The impacts of
neglecting the effect of the low-pass filters (LPFs) on the dynamics of droop-controlled
GFMIs are studied in [70,71].

1
kpωc

d2θre f

dt2 +
1
kp

dθre f

dt
= Pre f − P +

ωn

kp
. (17)

Vcdre f , also referred to as Vre f in the remainder of this paper, is generated by feeding
the difference between Qre f and Q to a PI controller, with kqp and kqi as the proportional
and integral gains, and then adding its output to Vn. Vcqre f is set to zero. The voltage
dynamics are shown in (18).

Vre f = Vn + kqp(Qre f − Q) + kqi

∫
(Qre f − Q)dt. (18)
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Figure 13. Outer control loop of the frequency-droop control scheme.

3.2.2. Angle-Droop Control

Similar to the frequency-droop control, in angle-droop control, θre f is generated by
multiplying the difference between Pre f and P by the droop factor, kp, and adding the
result to θn [33], as shown in Figure 14. The angle dynamics are shown in (19). This
scheme does not provide virtual inertia. Vre f is generated similar to that of the frequency-
droop control scheme.

θre f = kp(Pre f − P) + θn. (19)

P

Pref
+

-

θn 

θref

+
+

Q

Qref
+

-

Vn

Vref

+
+

𝑘𝑞𝑝 +
𝑘𝑞𝑖

𝑠
 

𝑘𝑝  θ 

V 

Figure 14. Active power control loop of the angle-droop control scheme.

3.2.3. Power Synchronization Control (PSC)

As shown in Figure 15, this method is quite similar to the frequency-droop control.
The difference between Pre f and P is multiplied by kp and then integrated to form ∆θ. ∆θ
is added to θn to generate θre f [34]. The angle dynamics of this method are shown in (20).
Considering the impact of LPFs on the dynamics of this scheme, this scheme provides
virtual inertia. Vre f is generated similar to the previous schemes.

1
kp

dθre f

dt
= Pre f − P. (20)

P

Pref
+

-

θn 

θref

+

+

Q

Qref
+

-

Vn

Vref

+

+
𝑘𝑞𝑝 +

𝑘𝑞𝑖

𝑠
 

𝑘𝑝

𝑠
 

θ 

V 

Figure 15. Active power control loop of the PSC scheme.

3.2.4. Synchronverter

The basis for controlling a GFMI as a synchronverter is to emulate the dynamics of an
SG [1,30,35]. The dynamics of this control scheme are shown in (21)–(24)

d2θre f

dt2 +
Dp

J
dθre f

dt
=

1
J
(Tm − Te), (21)
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Te = M f i f ⟨it,

 sin (θre f )

sin (θre f − 2π
3 )

sin (θre f +
2π
3 )

⟩, (22)

Vtre f = ωM f i f

 sin (θre f )

sin (θre f − 2π
3 )

sin (θre f +
2π
3 )

, (23)

Q = −ωM f i f ⟨it,

 cos (θre f )

cos (θre f − 2π
3 )

cos (θre f +
2π
3 )

⟩. (24)

where Tm, Te, M f i f , J, Dp, and Dq are the virtual mechanical torque, virtual electrical torque,
virtual mutual flux, moment of inertia, damping coefficient, and voltage droop coefficient,
respectively, [30,35]. ⟨., .⟩ denotes the inner product. The block diagram of this scheme is
shown in Figure 16, where K is the reactive power integrator gain.
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+

+ +
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+

-
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-

1
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Figure 16. Outer power control loop of the synchronverter control scheme.

Equation (21) shows that this scheme provides virtual inertia. In this scheme, Qre f is
compared with Q and integrated; then, it is added to the voltage droop signal to generate
the virtual mutual flux. Using this scheme, the reference for inverter terminal voltage is
directly generated in the same way the back electromotive force is generated in an SG; thus,
there is no need for inner control loops [1,30,35].

3.2.5. Virtual Synchronous Machine (VSM)

In order to emulate the dynamic response of an SG and to provide inertia in case of
a grid disturbance, the VSM aims to mimic the swing equation of an SG, which is shown
in (15). The block diagram of this scheme is shown in Figure 17 [36,37].
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+

+
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ω 

Figure 17. Active power control loop of the VSM control scheme.
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The angle dynamics are shown in (25),

2H
d2θre f

dt2 + kd
dθre f

dt
= kdωn + Pre f − P, (25)

where H and kd are the inertia constant and the damping coefficient, respectively. (25)
shows that this scheme provides virtual inertia. Vre f is generated using a PI controller, as
shown in Figure 13.

3.2.6. Matching Control

The DC-side dynamics of a GFMI are shown in (26),

Cdc
dVdc

dt
+

1
Rdc

Vdc = Idcre f − idc, (26)

where Cdc, Vdc, Idcre f , Rdc, and idc are the capacitance of the DC link, DC link voltage,
DC-side reference current, DC-side resistance modeling the losses, and the input current of
the inverter, respectively. Another form of the swing equation of an SG is shown in (27),

J
d2δ

dt2 + Dd
dδ

dt
= Tm − Te, (27)

where J, Dd, Tm, and Te are the moment of inertia, damping torque coefficient, mechanical
torque, and electrical torque. By comparing (26) and (27), one can realize the duality
between Tm and Te, as well as Idcre f and idc. References [38–40] used this duality as the
basis of the matching control scheme. The main idea behind this control method is that by
using the DC-side dynamics, the dynamics of the GFMI can be exactly matched to those of
an SG. Therefore, this scheme is called matching control. Matching control uses the DC link
voltage to control the phase angle of the GFMI, as shown in Figure 18 [50,51,54].

kθ
1

𝑠
 Vdc

-

Vn
+

 𝑉𝑐𝑑𝑞  

θref

ωref

𝑘𝑝 +
𝑘𝑖
𝑠

 Vref

Figure 18. Outer power control loop of the matching control scheme.

The dynamics of matching control are shown in (28) and (29),

dθre f

dt
= kθVdc, (28)

Vre f = kp(Vn − ∥Vcdq∥) + ki

∫
(Vn − ∥Vcdq∥)dt, (29)

where kθ = ωn
Vdcn

is the frequency gain. Vdcn is the nominal DC-link voltage, and kp and ki
are proportional and integral gains of the voltage controller used in the outer control loop.
Considering (26) and (28), this scheme provides virtual inertia.

3.2.7. Virtual Oscillator Control (VOC)

Unlike parallel SGs, load sharing and synchronization in a system with parallel
inverters is not easily achieved [72]. This is due to the fact that control schemes of converters,
and not their physical characteristics, determine their dynamics [72]. To achieve load
sharing and synchronization in systems with parallel GFMIs, a dead-zone oscillator (DZO)
control scheme can be used [73]. Furthermore, controlling a GFMI as a virtual oscillator
ensures a sinusoidal output voltage [72]. A DZO circuit is shown in Figure 19 [73], where
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R, C, and L are the DZO resistor, capacitor, and inductor, respectively. Vosc, iosc, and iL are
the voltage and current of the DZO, and its inductor current, respectively.

R C L vosc-φ
φ

σ σ
-σ

-io

vosc

+

-

𝑍𝑜𝑠𝑐  𝑖𝑜𝑠𝑐  

𝑖𝑜  

DZO

Figure 19. Dead-zone oscillator circuit.

The dynamics of the voltage-dependent current source in this circuit, io(Vosc), is shown
in (30),

io(Vosc) = f (Vosc)− σVosc, (30)

where f (Vosc) is a dead-zone function, shown in Figure 20, and (31), where σ, and φ are
parameters of f (Vosc) [73].

f (Vosc) =


2σ(Vosc − φ) φ ≤ Vosc

0 −φ ≤ Vosc ≤ φ

2(σVosc + φ) Vosc ≤ −φ

. (31)

φ

−φ
2σ

𝑉𝑜𝑠𝑐

𝑓(𝑉𝑜𝑠𝑐)

2σ

Figure 20. The dead-zone function.

The dynamics of the DZO are shown in (32) and (33) [73].

dVosc

dt
=

1
C
[Vosc(σ − 1

R
)− f (Vosc)− iL − iosc] , (32)

diL
dt

=
1
L

Vosc. (33)

Reference [73] shows that in order to have approximately a sinusoidal waveform for

Vosc,
√

L
C (σ − 1

R ) ≪ 1. The control loop of the VOC scheme is shown in Figure 21 [41].
Scaling gains v and i provide output voltage and currents in the same scale as those of a
GFMI. In this control scheme, the reference voltage at the inverter terminal is generated
without using inner control loops [41,74].
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Figure 21. The schematic of the VOC scheme.

A sufficient condition for the synchronization of any number of parallel VOC GFMIs
is shown in (34), where Z f r is the reference output filter impedance [75].

sup
ω∈R

∥
(vi)−1Z f r(jω)Zosc(jω)

(vi)−1Z f r(jω) + Zosc(jω)
∥σ < 1. (34)

For the jth GFMI, the output filter impedance is k−1
j Z f r, where k j is an output scaling

parameter to ensure power sharing capability [72]. The relative power of parallel VOC
GFMIs are shown in (35) [72].

Pk
Pj

=
k j

kk
. (35)

The power set-points of the inverter, Pre f and Qre f , are not directly used in this control
scheme to set its output voltage reference. To overcome this issue, the dispatchable virtual
oscillator control (dVOC) method is introduced in [76]. The dynamics of this scheme in αβ
coordinates are shown in (36)–(39) [42].

dVre f αβ

dt
= ωnMVre f αβ + η(KVre f αβ − R2(k)igαβ) + η

α

V2
n
(V2

n − ∥V2
re f αβ∥)), (36)

R2(k) =
[

cos(k) − sin(k)
sin(k) cos(k)

]
, (37)

K =
1

V2
n

R2(k)
[

Pre f Qre f
−Qre f Pre f

]
, (38)

M =

[
0 −1
1 0

]
, (39)

where k = arctan(Xg
Rg

), and Xg and Rg are transmission line reactance and resistance,
respectively. η and α are synchronization and amplitude regulation gains, respectively, [77].
Matrix M is the 90◦ rotation matrix [77]. Parameter k corresponds to the dynamics of
transmission lines, where k = 0 for fully resistive lines and k = π

2 for fully inductive
lines [76]. igαβ and Vre f αβ are the inverter grid-side current and the reference voltage for the
PCC in αβ coordinates, respectively.

As shown in (36), the dynamics of a dVOC do not explicitly match with the dynamics
of a VOC [77]. The dynamics of (36) consists of three terms. The first term, ωnMVre f αβ,
generates a sinusoidal voltage, Vre f αβ, with the nominal angular frequency of ωn. The
second term, η(KVre f αβ − R2(k)igαβ), corresponds to tracking the power set-points, Pre f and
Qre f by minimizing the phase difference between igαβ and the reference current shown by
KVre f αβ. The last term, η α

V2
n
(V2

n − ∥V2
re f αβ∥)), minimizes the voltage magnitude error [77].

For a dVOC GFMI connected to a fully inductive transmission line, Equation (36) can
be rewritten in the form of (40) and (41), in the dq coordinates [78]. The block diagram
of dVOC scheme for a GFMI connected to a fully inductive transmission line is shown in
Figure 22 [78]. As shown in Figure 22 and (40) and (41), in the dVOC scheme, active and re-
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active power references of the converter are used directly to control P and Q. Equation (40)
shows that this scheme does not provide virtual inertia.

dθre f

dt
= ωn + η(

Pre f

V2
n

− P
V2

re f
), (40)

dVre f

dt
= η(

Qre f

V2
n

− Q
V2

re f
)Vre f +

ηα

V2
n
(V2

n − V2
re f )Vre f . (41)
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-
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+
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Figure 22. dVOC scheme for a GFMI connected to a fully inductive transmission line.

3.2.8. Summary

In this section, inner and outer control loops of GFMIs were discussed. Voltage-mode
and current-mode control are two conventional methods for implementing inner control
loops of a GFMI, while voltage-mode control contains a single control loop and has a
simple design, it does not provide overcurrent protection for the inverter. The current-
mode control consists of voltage and current control loops, which makes overcurrent
protection possible. Virtual impedance and virtual admittance methods and their impact
on the stability of GFMIs were also discussed in this section. Different outer control
loop schemes, such as frequency-droop control, angle-droop control, PSC, synchronverter
control, VSM control, matching control, VOC, and dVOC schemes were also reviewed.
No communication between parallel GFMIs in any of the control schemes discussed in
this paper is required. Frequency-droop control, PSC, synchronverter, VSM, and matching
control schemes provide virtual inertia; however, the inertia provided by frequency-droop
control and PSC schemes is not tunable as they provide an inertial response considering
the dynamics of LPFs. Synchronverter and VOC schemes offer no overcurrent protection.
VOC scheme provides a fast response as there is no need for any transformation between
different coordinates in this scheme. However, the output power of VOC GFMIs cannot be
dispatched [1,29]. Although dVOC scheme offers a solution to the dispatchability problem
of VOC scheme, it is a new scheme with a complex design [29]. The comparison between
the aforementioned control schemes is presented in Table 2. It is important to note that other
control schemes for GFMIs are introduced in the literature, such as configurable natural
droop [1,43], generalized droop [1,44], unified voltage oscillator [1,45], H∞\H2-based robust
fixed-structure [1,46,47], and frequency shaping-based [1,48]. However, this paper only
focuses on the control schemes that have been considered in the existing literature for
stability analysis of GFMIs.
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Table 2. Comparison between different GFMI control schemes.

Control Scheme Tunable Virtual
Inertia

Current Limiting
Capability Dispatchability

Frequency-droop No Yes Yes

Angle-droop No Yes Yes

PSC No Yes Yes

Synchronverter Yes No Yes

VSM Yes Yes Yes

Matching Control Yes Yes Yes

VOC No No No

dVOC No Yes Yes

4. Stability of GFMIs

Power system stability is a well-established concept defined as the ability of a power
system to operate at a state of equilibrium under normal conditions and to recover to an
acceptable state of equilibrium after a disturbance [79]. Power system stability is classified
into three main categories: frequency stability, voltage stability, and rotor angle stability, as
shown in Figure 23 [80]. Frequency stability is the ability of a power system to maintain a
steady frequency after an imbalance between generation and load [80]. Voltage stability
is the ability of a power system to sustain steady, acceptable voltages at all system buses,
both during regular operation and following a disturbance [79]. Rotor angle stability is
the ability of SGs in a power system to maintain synchronism [79]. Large signal and small
signal categories shown in Figure 23 correspond to the ability of the system to remain stable
after large and small disturbances, respectively, [80].

Power System Stability

Frequency StabilityRotor Angle Stability Voltage Stability

Small Signal Transient

Short Term Short Term Short Term Long Term

Small Signal Large Signal

Short Term Long Term Short Term Long Term

Figure 23. Classification of power system stability [80].

The conventional classification of power system stability presented in Figure 23, is
based on the dominance of SGs, and is inadequate for power grids with large integration of
power electronic converters. These converters, found in wind and photovoltaic generation
units, energy storage systems, HVDC systems, flexible AC transmission systems, and
power electronic-interfaced loads, introduce fast dynamics to the power grid [7,8]. A
revised classification of power system stability, considering the impact of power electronic
converters, is proposed in [81], and presented in Figure 24. In [81], two new categories, i.e.,
resonance stability and converter-driven stability are introduced [81].
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Figure 24. Classification of power system stability considering the impact of power electronic
converters [81].

When oscillatory energy exchange between specific system components leads to
a significant increase in voltages, currents, or torques above a predefined threshold, it
triggers a resonance stability event [59]. Resonance stability is classified into torsional
and electrical categories [81]. In order to define torsional and electrical resonance stability,
the definitions of subsynchronous oscillation and subsynchronous resonance (SSR) are
required [81]. Subsynchronous oscillation corresponds to an electric power system where
there is notable energy exchange between the electrical network and a turbine-generator at
the natural frequency of the turbine-generator following a disturbance [82]. The frequency
of such oscillations is less than the synchronous frequency of the system [82]. SSR is a
resonance related to the oscillatory characteristics of electrical and mechanical variables of
a turbine-generator when connected to a series compensated transmission line [82]. In SSR,
the subsynchronous oscillations can be lightly damped, undamped, or even negatively
damped [82].

A torsional resonance is a type of SSR wherein the turbine-generator shaft experiences
torsional oscillations due to a significant energy exchange between the shaft and the
electrical network [83]. The interactions between fast-acting power electronic converters
and nearby turbine-generators can trigger torsional SSR events [81,82,84–88].

Electrical resonance stability corresponds to a type of SSR when an oscillatory energy
exchange takes place between the series compensated transmission lines and a generator
due to the generator electrical characteristics [81]. Electrical resonance stability for variable
speed induction generators of doubly-fed induction generators (DFIGs) was studied for
the first time in 2003 [81,89]. An electrical resonance might happen between the DFIG
and the series compensated transmission line when a DFIG is directly connected to the
grid. At subsynchronous frequencies, the net apparent resistance of this circuit is negative
which leads to a large oscillatory energy exchange between the series capacitor of the
compensated transmission line and the effective inductance of the induction generator [81].
Electrical resonance stability issues in a real-world power grid were reported for the first
time in 2009 in the Electric Reliability Council of Texas (ERCOT) [81,86,90–92]. Similar
electrical resonance stability issues have happened in the Xcel Energy network in Minnesota,
US [81,93].

Dynamics of different phenomena in a power system cover a wide range, from 1 µs
timescale of lightning propagation to 104 s timescale of boiler dynamics [81]. Dynamics
of power electronic converters cover a wide range of frequencies. For example, converter
outer control loops have an operating frequency range of 1–10 Hz and converter switch-
ing frequency is in the kHz range [54]. This wide frequency range leads to interactions
between converter control dynamics and various dynamics of power systems, such as elec-
tromechanical dynamics of machines, dynamics of nearby converters, and electromagnetic
transients of the network, leading to various oscillations in the power network [81,94]. The
oscillatory events due to these interactions are categorized under converter-driven stability.

Fast-interaction converter-driven stability events can be the result of interactions
between fast inner control loops of converters and passive components of the system
causing high-frequency oscillations [81,95,96]. High-frequency switching of converters can
also cause high-frequency resonances with LCL power filters, causing a fast-interaction
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converter-driven stability issue [81,95,97]. The interactions between controllers of nearby
converters can also cause high-frequency oscillations classified under fast-interaction
converter-driven stability category [81,98,99]. Interactions between outer control loops of
power electronic converters and slow-response components of the power network, such
as electromechanical dynamics of SGs, are categorized under slow-interaction converter-
driven stability. Studies of [81,100–103] show that the system strength at the connection
point of converters affects these low-frequency oscillations. Interactions between direct-
drive permanent magnet generators of wind turbines and weak AC grids has resulted
in low-frequency oscillations and slow-interaction converter-driven instability issues in
Xinjiang, China, since 2014 [81,103,104]. The rating of converters and their control strategies
are among the factors that affect slow-interaction converter-driven stability [81,100].

It is important to note that stability categories of Figure 24 and their definitions are
based on GFLI control schemes, and GFMI control schemes and their impact on these cate-
gories have not been addressed in [81]. In the existing literature, small-signal stability and
transient stability are the main categories of stability associated with GFMIs, as shown in
Figure 25 [1]. Definitions of small-signal and transient stability for GFMIs, stability analysis
tools, and existing studies on the stability of GFMIs are presented in the following sections.

Stability of GFMIs

TransientSmall Signal

Figure 25. Classification of GFMIs stability [1].

4.1. Small-Signal Stability

The power system’s ability to keep its synchronism under small disturbances is called
small-signal stability [79]. Assume that the dynamic equations of the system under study
form a set of first-order nonlinear differential equations in the state-space form as shown
in (42) [79].

ẋ = f (x, u),

y = g(x, u).
(42)

After linearizing the system of (42) using Taylor series expansion, the small-signal
state-space model of the system is derived, as shown in (43). Based on the small-signal
model of the system, three main methods are used to analyze system small-signal stability:
eigenvalue analysis, impedance-based analysis, and robust stability analysis.

∆ẋ = A∆x + B∆u,

∆y = C∆x + D∆u.
(43)

4.1.1. Eigenvalue Analysis

Using the eigenvalues of A, small-signal stability of the system can be analyzed by
Lyapunov’s first method; if all eigenvalues have negative real parts, the system is stable.
Otherwise, either the system is unstable (there is at least one eigenvalue with a positive real
part) or its stability cannot be studied using this method [79]. Sensitivity analysis is used
for studying the sensitivity of the eigenvalues of A to each of its elements [79]. Participation
factors are used to determine the relative participation of different states of the system in
system’s different modes [79]. One of the main disadvantages associated with this method
is that the complete model of the system must be known [105].
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4.1.2. Impedance-Based Analysis

Small-signal stability analysis of a system can be performed using the impedance-
based method. As an example, in this method for a GFMI connected to a grid, the Thevenin
equivalent circuit of each of these systems is derived [106]. In Figure 26, Vth1, Vth2, Zth1,
Zth2, and I are the equivalent Thevenin voltage of the GFMI, equivalent Thevenin voltage
of the grid, equivalent Thevenin impedance of the GFMI, equivalent Thevenin impedance
of the grid, and current flowing to the grid from the GFMI. Current I can be formulated as
shown in (44) and (45) [106].

I(s) = H(s)(Vth1(s)− Vth2(s)), (44)

H(s) =
Zth2(s)−1

1 + Zth1(s)
Zth2(s)

. (45)

Vth1 Vth2

Zth1 Zth2
I

Figure 26. Thevenin equivalent circuit of a GFMI connected to a grid.

Transfer function H(s) resembles the transfer function of a closed loop system with
the open loop gain of Zth2(s)−1 and the negative feedback gain of Zth1(s). If Zth1(s)

Zth2(s)
, the

return-ratio matrix of the system, satisfies the Nyquist criterion and both Vth1(s) and Vth2(s)
are stable, this system will be stable [106]. Passivity theory provides another sufficient
condition for stability of the system of Figure 26, shown in (46) [106]. Zthi is the equivalent
Thevenin impedance of the ith source.

Re(Zthi(jω)) > 0, ∀ω ∈ (0,+∞), i = 1, 2. (46)

This method allows for modeling different parts of the system with a black-box
approach, as it only needs the equivalent Thevenin model of the two subsystems and does
not require the detailed model of system components [105].

4.1.3. Robust Stability Analysis

In order to ensure system stability when there are uncertainties in the system, robust
stability analysis is used. The lower fractional transformation (LFT) is used to study the
robust stability of the system shown in Figure 27a [107,108], where w, u, y, and z are,
respectively, the exogenous input, control input, measured output, and regulated output
and P, C, and ∆ represent the transfer functions of the system , controller and perturbation,
respectively. Rearranging the system of Figure 27a will result in the N − ∆ structure of
Figure 27b, where N is obtained via (47) [107].

N ≜ P11 + P12C(I − P21C)−1P21. (47)
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(c) M − ∆ structure

Figure 27. System configuration for robust stability analysis.

To analyze robust stability of the system, the system can be rearranged into the M − ∆
structure of Figure 27c, where M = N11 is the transfer function from z to w [107,109]. The
µ factor is defined in (48). The µ factor is the structured singular value of M. µ(M) can be
calculated for any given M, by searching through stable perturbations ∆ and finding the
reciprocal of the smallest σ, maximum singular value, making det(I − M∆) = 0 [109]. The
inverse of µ factor is used as a measure of stability margin for analyzing robust stability of
systems [107].

µ(M) ≜
1

min
∆

{σ|det(I − M∆) = 0} (48)

4.1.4. Small-Signal Stability of GFMIs

The small-signal stability studies of GFMIs in the literature use eigenvalue analysis,
impedance-based analysis, or robust stability analysis. These studies for various control
schemes are reviewed in the following sections.

Droop Control Scheme

Reference [70] studies the impact of LPFs in the outer control loops of two droop-
controlled GFMIs, connected in parallel and supplying a constant current load, on the
small-signal stability of the system by using eigenvalue plots. It is concluded that LPFs
increase the damping of the overall system response. Reference [110] examines the small-
signal stability of a grid-connected droop-controlled GFMI. The impacts of the proportional
gains of the voltage and current control loops on the stability margin of the system are
studied using eigenvalue plots and participation factor calculation. It is revealed that the
proportional gain of the PI controllers of the voltage control loop has a greater impact on
small-signal stability of GFMIs compared to that of the current control loop. Reference [59]
studies small-signal stability of voltage-mode and current-mode droop-controlled GFMIs.
The system under study consists of two parallel droop-controlled GFMIs supplying a load
in the islanded mode. The stability margins of these two control methods are compared to
each other using eigenvalue plots. It is concluded that the voltage-mode control scheme
leads to a larger stability margin compared to the current-mode scheme.

Reference [18] studies the effect of the virtual impedance on small-signal stability
of a droop-controlled grid-connected GFMI. The stability margins of conventional droop
control, virtual impedance, and virtual admittance methods are compared with each other
using eigenvalue plots. The impact of the magnitude and phase of the virtual admittance
on the stability margin is also investigated. It is concluded that while the use of both
virtual impedance and admittance methods increases the system stability margin, the
virtual admittance method provides a larger stability margin compared to the virtual
impedance method.

Reference [19] investigates small-signal stability of droop-controlled GFMIs and GFLIs
when each of them is connected to an SG. Eigenvalue analyses show that GFMIs can stably
supply more power to the load than GFLIs. In [17], a grid-connected distribution feeder
with five inverter buses each connected to droop-controlled GFMIs or droop-controlled
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GFLIs is considered for small-signal stability analysis. It is concluded that GFMIs in-
crease the system stability margin. Thus, it is suggested to have dynamically configurable
GFMIs/GFLIs to ensure stability of the system during critical conditions. Reference [111]
analyzes small-signal stability of a distribution system with two generating buses that
can be connected to either droop-controlled GFMIs or GFLIs. Four different scenarios
consisting of connection to a weak grid, connection to a strong grid, a short distance be-
tween generating units, and a long distance between generating units are investigated. By
changing various parameters of the outer control loops of inverters, and by using sensitivity
and modal analyses for each of these four scenarios, the allowable boundaries for these
parameters to ensure system stability are determined. Reference [106] studies small-signal
stability of parallel droop-controlled GFMIs in islanded microgrids using impedance-based
analysis. Since the focus of [106] is on the synchronization of GFMIs, only the small-signal
models of the outer control loops are obtained, and the passivity of the transfer functions
of the outer power control loop is selected as the stability criterion.

PSC Scheme

Reference [105] proposes a simplification to the small-signal modeling of PSC GFMIs.
The simplification is achieved by combining the small-signal model of the GFMI and
Thevenin equivalent model of the grid. This simplification is justified as the exact model
of all grid components are not always available, and even if they are, it may be difficult
to combine them to form the small-signal model of the entire system. The proposed
simplification makes it possible to use the black-box model of the components in the grid
for small-signal stability analysis. Finally, the small-signal model of the grid is derived
using its Thevenin equivalent circuit.

Synchronverter

Reference [107] studies small-signal stability of a synchronverter connected to an
infinite bus using eigenvalue analysis. Using system eigenvalue plots, the impact of the
moment of inertia and grid strength on system stability margin is studied. It is concluded
that a large moment of inertia and a strong grid increase the system stability margin. µ
factor analysis shows increasing the moment of inertia to a certain level increases robust
stability of the system. It is also shown that the system is more robust if the GFMI is
connected to a weaker grid.

VSM Control Scheme

Reference [112] studies small-signal stability of a VSM GFMI during a grid voltage
sag. The system under study is a VSM GFMI connected in parallel with a droop-controlled
GFLI supplying a local load in grid-connected mode. Using eigenvalue plots, it is shown
that during a voltage sag, the system is more prone to instability. Reference [112] proposes
to add a proportional-resonant (PR) controller to active and reactive power control loops
of GFMIs and GFLIs to increase stability margin in the event of a voltage sag in the grid.
Reference [113] investigates the effect of approximations in line dynamics on small-signal
stability of a VSM connected to an infinite bus via an LCL filter and a double-circuit trans-
mission line. Three models based on full ordinary differential Equation (ODE), algebraic
approximations considering line parameters, and algebraic approximations considering
line and filter parameters are compared with each other. Using eigenvalue plots of each
of these models, the impact of droop gains of active and reactive power control loops,
transmission line length, number of inverters connected in parallel, and current controller
proportional gain on system stability margin are studied. Reference [31] studies small-
signal stability of a VSM connected to an SM using modal and sensitivity analyses. Impacts
of grid Thevenin equivalent impedance, grid inertia, load rating, inverter penetration level,
and control parameters are considered in this study.
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Matching Control Scheme

Reference [31] studies small-signal stability of a GFMI with matching control scheme
connected to an SG using modal and sensitivity analysis. The effects of grid Thevenin
equivalent impedance, grid inertia, load rating, inverter penetration level, and control
parameters on system stability are studied in [31].

dVOC Scheme

Reference [31] studies small-signal stability of a GFMI with dVOC scheme connected
to an SM using modal and sensitivity analysis. This study focuses on impacts of grid
equivalent Thevenin impedance, grid inertia, load rating, inverter penetration level, and
control parameters.

4.1.5. Summary

The existing literature addresses small-signal stability analysis of GFMIs in grids
with different configurations and conditions, e.g., parallel connection of GFMIs, parallel
connection of GFMIs and GFLIs, various levels of grid strength, and stand-alone and grid-
connected operation modes. Small-signal stability of GFMIs and their stability margins for
various control schemes, such as frequency droop control, PSC, VSM, matching control, and
dVOC are also compared against each other. Furthermore, the impact of various control
parameters, such as kp in frequency-droop control, J in sychronverter control, J and kd
in VSM scheme, kθ in matching control, and η and α in dVOC scheme on small-signal
stability of GFMIs is studied. Small-signal stability analysis is performed using various
methods such as eigenvalue analysis, impedance-based analysis, and robust stability
analysis. Although there is a large number of studies on small-signal stability of GFMIs,
small-signal stability of the parallel connection of GFMIs with different control schemes,
interactions between control loops of a single GFMI, interactions between control loops of
different GFMIs, and interactions between the control loops of GFMIs and those of GFLIs
are not studied.

4.2. Transient Stability

The ability of a power system to keep its synchronism in case of large transient
disturbances, such as faults, loss of generation or loss of a large load is known as transient
stability. Large excursions of bus voltage magnitudes and phase angles, power flows, and
other system variables happen when such disturbances interrupt the normal operation of
the system. Since large disturbances are the main cause of system transient instability, the
nonlinear characteristics of the system are studied for transient stability analysis [79]. Large
disturbances result in changes in the rotor angle of the generating units. If these changes are
bounded within a certain limit, the generating unit can synchronize with the system and
remain stable. Otherwise, the system becomes unstable. To study these changes, the angle
dynamics of generating units must be considered, which for an SG, is the swing equation,
shown in (15). The swing equation is nonlinear, and numerical methods can be used to
determine its solution and to analyze the response of the system to large disturbances in
the grid [79].

For GFMIs, the dynamics of the outer control loop set the angle dynamics of the
inverter [71]. Therefore, the dynamics of the outer control loop should be studied for
the transient stability analysis of GFMIs. Depending on the control scheme, different
dynamics and different considerations are taken into account in the transient stability
analysis of GFMIs [71]. In the remaining of this section, various methods used for transient
stability analysis of GFMIs and a review of existing studies on transient stability of GFMIs
are presented.
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4.2.1. Methods for Transient Stability Analysis

There are different methods to study transient stability such as numerical methods,
Lyapunov’s direct method, and the equal area criterion method (EAC). Each of these
methods are discussed in the following sections.

Equal Area Criterion

Neglecting the damping term of (15), the swing equation of an SG is rewritten in (49).
Multiplying both sides of (49) by 2dδ

dt and integrating it results in (50). As discussed in
Section 4.2, following a disturbance, deviations in phase angle δ must be bounded to
ensure transient stability. Therefore, the integral in (50) must be zero [79]. Thus, the area
corresponding to the right-hand side of (42) when δ is accelerating, known as acceleration
area, must be less than or equal to the area corresponding to the right-hand side of (50)
when δ is decelerating, known as deceleration area [79]. Those pairs of (δ, P) for which
Pm = Pe are called equilibrium points (EPs). If dPe

dδ |δEP > 0, the EP is a stable equilibrium
point (SEP), and if dPe

dδ |δEP < 0, the EP is an unstable equilibrium point (UEP).

d2δ

dt2 =
ωs

2H
(Pm − Pe), (49)

(
dδ

dt
)2 =

∫
ωs(Pm − Pe)

H
dδ. (50)

Any positive damping in the system improves transient stability of the system. Thus,
if the acceleration area of a system with non-negative damping coefficient is less than or
equal to its deceleration area, the system is stable. Otherwise, the stability of the system
cannot be studied using this method [79]. For GFMIs, Pm and Pe are replaced with Pset and
P, respectively, [114].

Lyapunov’s Direct Method

Consider the system of (51), where x is an n × 1 vector, f : D → Rn, and D ⊂ Rn,
where f is a real n × n function, and D is a domain in the space of n-dimensional vectors,
Rn. Lyapunov’s stability theorem states that given that x = 0 is an EP for (51) and
D ⊂ Rn is a domain containing x = 0, if there exists a continuously differentiable function
V : D → R such that V(0) = 0 and V(x) > 0 for D − {0}, x = 0 is a SEP [115]. If
V̇(x) ≤ 0 in D, x = 0 is asymptotically stable, meaning that starting from any initial
operating point in D, the system would reach x = 0 when t → ∞ [115].

ẋ = f (x), (51)

where function V with the characteristics mentioned above is called a Lyapunov function or
an energy function. Using the outer control loop dynamics of GFMIs as f (x), this method
can be used for transient stability analysis of GFMIs [116].

Numerical or Graphical Methods

Another method to study system transient stability is to numerically solve the angle
dynamics equations, or use graphical representations of the system dynamics. This method
can be used for systems with complicated angle dynamics and requires no conditions to
be met. However, simply deriving the analytical angle dynamics of the system does not
provide insight to the system transient stability [117]. Different tools have been used in
the literature for graphical study of transient stability. P − δ and δ̇ − δ curves are two
tools that are mostly used for graphical representations of system dynamics and study of
transient stability.

1. P − δ curves: P − δ curves are used to depict how δ changes in response to a change
in the output active power of generating units [79].
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2. δ̇ − δ and V − δ curves: δ̇ − δ curves are used to provide a better understanding of
how δ changes when δ̇ changes [117]. V − δ curves are used to depict how δ changes
with respect to the voltage changes. These curves are usually used when an analytical
solution of δ is difficult to obtain, or the solution does not provide enough insight to
the behavior of the system [117]. Based on the dynamics of the system, these curves
can be derived either analytically or numerically. Using these curves, the role of
different variables and parameters in changes in δ can be easily shown [117].

4.2.2. Transient Stability of GFMIs

A fault in the grid causes GFMIs to generate large currents. During the fault, to protect
the converter switches, current saturation block, shown in Figure 8, sets the reference
current of the converter to a predefined value. This results in the GFMI no longer following
the reference current set by the voltage control loop and instead injecting a pre-defined ref-
erence current into the grid [111]. When studying transient stability of GFMIs, it is assumed
that the fault does not trigger the current saturation block, so that the outer control loop re-
mains in charge of setting the inverter current reference [71,118]. Switching of transmission
lines, remote faults, or high-impedance faults will not trigger the saturation blocks [118].
Moreover, as transient stability depends on voltage angle dynamics of converters, which
are formed by the outer control loop of GFMIs, the inner control loop dynamics are not
considered in transient stability studies. This is due to the fast dynamics of inner control
loops in comparison with those of the outer control loops [71]. In this section, a review of
transient stability analyses of GFMIs for various control schemes is provided.

Droop Control Scheme

Reference [114] proposes adding a saturation block to the active power error in the ac-
tive power control loop of a droop-controlled grid-connected GFMI to enhance its transient
stability. This method results in either increasing the deceleration area or decreasing the
acceleration area in P − δ curve which helps stabilizing the system as the large difference
between Pre f and P is the cause of transient instability. Reference [119] compares transient
stability of a GFLI and a droop-controlled GFMI using their corresponding energy functions.
Using energy functions and δ̇-δ phase portraits, the impact of different factors such as grid
impedance, PCC voltage, and control parameters on transient stability of inverters is also
studied, and constraints for their stable operation are derived. Reference [120] suggests an
asymmetric virtual impedance design in the dq0 frame to improve transient stability of a
droop-controlled grid-connected GFMI. The main purpose of this scheme is to provide an
SEP for the system in cases it does not exist. The impact of the proposed design on transient
stability of GFMIs is investigated using P-δ curves. Reference [121] compares transient
stability of a droop-controlled GFMI and a GFLI by studying a single-converter infinite bus
configuration. P-δ plots and δ̇-δ curves are used for the transient stability analysis. Using
the same tools, the impact of grid strength on transient stability is also studied.

PSC Scheme

In [117], transient stability of a GFMI with the PSC scheme connected to an infinite
bus is studied by deriving a complete analytical expression of δ, and using δ̇-δ curve. It is
concluded that as long as there are EPs for the system during disturbances, the system can
maintain stability. Furthermore, when there is no EP during disturbances, the maximum
phase angle for which clearing the fault results in system stability is analytically calculated.

VSM Control Scheme

In [116], transient stability of a VSM connected to the grid is studied. Using the EAC
method and P − δ curves, it is concluded that by considering the impact of the reactive
power control loop of a VSM on its dynamics, the acceleration and deceleration areas
become larger and smaller, respectively. This is based on the fact that voltage dynamics
affect P, and P affects angle dynamics [116]. This shows the deteriorative impact of the
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reactive power control loop on transient stability of VSMs. It is suggested to decrease the
reference output active power of VSMs during faults to reduce the difference between
Pre f and P, which is the cause of transient instability. In [116], a Lyapunov function for
investigating the transient stability of VSM is introduced, and an algorithm for deriving
the critical clearing time (maximum time the protective relay has for its operation until the
system becomes unstable), using this Lyapunov function is presented.

Using the EAC method, reference [118] studies transient stability of a VSM connected
to the grid. P − δ curves show that the control error ∆P increases when δ is greater than
the power angle of the UEP, which forms a positive feedback mode. This positive feedback
mode leads to transient stability issues. Based on this analysis, a mode-adaptive control
scheme is presented to make the control error negative during disturbances. In [122],
transient stability of a VSM connected to the grid is studied. Using a Lyapunov function,
it is shown that a large moment of inertia during disturbances and a small moment of
inertia during the recovery time of the system helps improve system transient stability.
Thus, [122] proposes an adaptive moment of inertia to improve system transient stability.
In [123], to improve transient stability of a VSM GFMI, two voltage boosters are used to
change the voltage reference of a GFMI to compensate for the deteriorative impact of the
reactive power control loop on transient stability. The main idea behind this scheme is
to increase the voltage reference of the VSM during faults to slow down the dynamics of
the inverter, which are excited by abrupt changes in the voltage and hence, slow down
inverter’s angle dynamics.

By using δ̇-δ phase portraits and V-δ curves, [71] shows that droop control without
LPFs and PSC control schemes have similar transient response and do not provide virtual
inertia although they can continue their stable operation if the system has an EP during
a disturbance. Furthermore, [71] shows that droop control with LPFs and VSM control
schemes provide inertial response, but can become unstable even if the system has an EP
during the disturbance. Transient stability of GFMIs controlled by the droop control and
the dVOC methods is studied in [124] using δ̇-δ curves. The couplings between active and
reactive power control loops in the dVOC scheme and their impact on transient stability
are also investigated using δ̇-δ phase portraits and V-δ curves.

4.2.3. Summary

The existing literature addresses transient stability of GFMIs with different control
schemes such as frequency-droop control, PSC, VSM, and dVOC schemes. Using different
methods such as EAC, Lyapunov’s direct, and numerical, transient stability of GFMIs is
studied and various improvements such as design of an asymmetric virtual impedance for
droop-controlled GFMIs [120], introduction of a variable moment of inertia for VSMs [122],
and addition of voltage boosters to VSMs [123] are presented. The main focus of most of
the studies on transient stability of GFMIs is on providing an SEP for the grid during faults,
which is mostly achieved by either decreasing Pset or increasing the equivalent impedance
between the GFMI and grid. However, there is no study on transient stability of GFMIs
in the stand-alone mode. Moreover, transient stability of different configurations, such as
parallel connection of GFMIs, and parallel connection of GFMIs with GFLIs are missing in
the literature. Also, other control schemes such as matching control and the impact of their
control parameters on transient stability of GFMIs are to be addressed in future research.

5. Future Research

In the previous sections, a comprehensive review of GFMI stability studies was pre-
sented. This section highlights gaps in the existing literature on the stability of GFMIs
for future research. Several studies investigated the small-signal stability of GFMIs with
different control schemes and configurations, such as their grid-connected or standalone
operation and connection to GFLIs. However, the small-signal stability of GFMIs with
different control schemes in an interconnected configuration needs to be studied. Moreover,
a study of interactions between the control loops of GFMIs and the control loops of other
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generating units in the system is imperative. Based on the interaction analysis, new control
methods or modifications in the existing control schemes are required to improve overall
system stability. As discussed in Section 4.2.2, although the transient stability of GFMIs
with droop control, PSC, and VSM control schemes is studied in the literature, studies of
transient stability of synchronverter, matching control, and dVOC schemes are missing.
Moreover, the impact of interactions of GFMIs with different control schemes in an inter-
connected system is to be studied in the future. Based on these studies, new methods to
improve transient stability of GFMIs are required.

6. Discussion

In contrast to grid-following inverters (GFLIs), grid-forming inverters (GFMIs) can
form the voltage magnitude (Vre f ) and angle (θre f ) at their point of connection to the grid,
while supplying active and reactive power to the grid. Hence, GFMIs can operate reliably
in the stand-alone mode. Furthermore, since GFMIs do not require a phase-locked loop
for synchronization with the grid, they can maintain stability when connected to weak
grids. Various schemes are proposed in the existing literature to generate Vre f and θre f , such
as frequency-droop control, angle-droop control, power synchronization control (PSC),
synchronverter control, virtual synchronous machine (VSM) control, virtual oscillator
control (VOC), and dispatchable virtual oscillator control (dVOC) schemes of GFMIs.
Frequency-droop control, angle-droop control, and PSC schemes generate θre f using droop
curves. The synchronverter scheme emulates the dynamics of synchronous generators (SGs)
to generate θre f . The VSM scheme mimics the swing equation of SGs. The matching control
scheme uses converter DC-side dynamics to emulate the swing equation of SGs. VOC and
dVOC methods use virtual oscillators to provide a constant frequency in the output, with
the latter being dispatchable. Except for angle-droop control, VOC, and dVOC schemes,
all of these control schemes provide virtual inertia to the system. However, frequency-
droop control and PSC schemes do not provide tunable virtual inertia. Synchronverter and
VOC schemes do not control the output current of the GFMI and, hence, do not provide
overcurrent protection for the converter.

The existing literature delves into the evaluation of small-signal and transient stability
aspects in GFMIs under different grid configurations and conditions. These investigations
encompass the parallel interconnection of GFMIs, the interfacing of GFMIs with GFLIs,
and variations in grid strength. Furthermore, in the existing literature, comparative assess-
ments of small-signal stability and stability margins are conducted across various control
methodologies, including frequency droop, PSC, VSM, matching control, and dVOC. An
analysis of the impact of control parameters on small-signal stability is carried out through
eigenvalue analysis and impedance-based analysis. The provided review of the existing
literature concludes that while eigenvalue analysis necessitates a comprehensive model
of the system, it surpasses impedance-based analysis due to its capacity to elucidate the
system’s small-signal stability through the extraction of participation factors and sensitiv-
ity analysis. Within current research, investigations into the transient stability of GFMIs
concentrate on achieving system equilibrium during faults. Strategies like asymmetric
virtual impedance for droop-controlled GFMIs, varying moment of inertia for VSMs, and
rapid voltage enhancement mechanisms are proposed to boost stability. Based on the
provided review of this paper, considering the similarities in dynamics between VSMs,
synchronverters, and SGs, employing equal area criterion (EAC) method is recommended
for analyzing the transient stability of VSMs and synchronverters. In cases involving other
control schemes, Lyapunov’s direct method could offer advantages, although the task of
identifying a suitable Lyapunov function might pose challenges. The provided review indi-
cates that both numerical and graphical methods can be used for all control schemes, given
their independence from specific system conditions. Moreover, graphical methods can
provide a better understanding of the transient stability of the system in certain situations.
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7. Conclusions

In this paper, two types of inverters used in the power grid, grid-following inverters
(GFLIs) and grid-forming inverters (GFMIs), are introduced and compared against each
other. The main focus of this paper is the stability of GFMIs. Since the control scheme
of GFMIs affects their stability, different GFMI control schemes used in the literature for
stability analysis are described. Different categories of power system stability such as
rotor angle, frequency, voltage, converter-driven, and resonance are presented, and the
small-signal and transient stability studies of GFMIs with different control schemes, as
the main two types of GFMI stability studies in the literature, are reviewed. Furthermore,
different methods, such as eigenvalue analysis, impedance-based analysis, and robust
stability analysis, are used to study the small-signal stability of GFMIs under various
operating modes, i.e., stand-alone and grid-connected as well as various configurations
such as the parallel connection of GFMIs, and parallel connection of GFMIs and GFLIs
are critically reviewed. Moreover, the impacts of different levels of grid strength and load,
grid inertia, control loop parameters, transmission line parameters, and grid voltage sags
on small-signal stability of GFMIs are discussed. In addition, the studies investigating
the impact of different control loops and their control parameters on transient stability of
GFMIs in the grid-connected mode using different analysis methods such as equal area
criterion (EAC), Lyapunov’s direct method, and numerical and graphical methods are
reviewed in this paper. Finally, the existing gaps in the literature regarding the stability of
GFMIs are outlined.
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Abbreviations
The following abbreviations are used in this manuscript:

RES Renewable energy source
HVDC High-voltage direct current
SG Synchronous generator
GFLI Grid-following inverter
GFMI Grid-forming inverter
AC Alternating current
PLL Phase-locked loop
BESS Battery energy storage system
GESS Grid energy storage system
PSC Power synchronization control
VSM Virtual synchronous machine
VOC Virtual oscillator control
dVOC Dispatchable virtual oscillator control
PCC Point of common coupling
dq0 Direct-quadrature-zero
SRF-PLL Synchronous reference frame phase-locked loop
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PI Proportional-integral
PWM Pulse-width modulation
LPF Low-pass filter
DC Direct current
DZO Dead-zone oscillator
SSR Subsynchronous resonance
DFIG Doubly-fed induction generators
ODE Ordinary differential equation
EAC Equal area criterion
EP Equilibrium point
SEP Stable equilibrium point
UEP Unstable equilibrium point
PR Proportional-resonant
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88. Adrees, A.; Milanović, J.V. Methodology for Evaluation of Risk of Subsynchronous Resonance in Meshed Compensated Networks.

IEEE Trans. Power Syst. 2014, 29, 815–823. [CrossRef]
89. Pourbeik, P.; Koessler, R.; Dickmander, D.; Wong, W. Integration of large wind farms into utility grids (part 2—Performance

issues). In Proceedings of the 2003 IEEE Power Engineering Society General Meeting (IEEE Cat. No.03CH37491), Toronto, ON,
Canada, 13–17 July 2003; Volume 3, pp. 1520–1525. [CrossRef]

90. Leon, A.E.; Solsona, J.A. Sub-Synchronous Interaction Damping Control for DFIG Wind Turbines. IEEE Trans. Power Syst. 2015,
30, 419–428. [CrossRef]

91. Adams, J.; Carter, C.; Huang, S.H. ERCOT experience with Sub-synchronous Control Interaction and proposed remediation. In
Proceedings of the PES T&D 2012, Orlando, FL, USA, 7–10 May 2012; pp. 1–5. [CrossRef]

92. Cheng, Y.; Huang, S.H.; Rose, J.; Pappu, V.A.; Conto, J. ERCOT subsynchronous resonance topology and frequency scan tool
development. In Proceedings of the 2016 IEEE Power and Energy Society General Meeting (PESGM), Boston, MA, USA, 17–21
July 2016; pp. 1–5. [CrossRef]

93. Narendra, K.; Fedirchuk, D.; Midence, R.; Zhang, N.; Mulawarman, A.; Mysore, P.; Sood, V. New microprocessor based relay
to monitor and protect power systems against sub-harmonics. In Proceedings of the 2011 IEEE Electrical Power and Energy
Conference, Winnipeg, MB, Canada, 3–5 October 2011; pp. 438–443. [CrossRef]

94. Wang, X.; Blaabjerg, F. Harmonic Stability in Power Electronic-Based Power Systems: Concept, Modeling, and Analysis. IEEE
Trans. Smart Grid 2019, 10, 2858–2870. [CrossRef]

95. Wang, X.; Blaabjerg, F.; Wu, W. Modeling and Analysis of Harmonic Stability in an AC Power-Electronics-Based Power System.
IEEE Trans. Power Electron. 2014, 29, 6421–6432. [CrossRef]

96. Ebrahimzadeh, E.; Blaabjerg, F.; Wang, X.; Bak, C.L. Harmonic Stability and Resonance Analysis in Large PMSG-Based Wind
Power Plants. IEEE Trans. Sustain. Energy 2018, 9, 12–23. [CrossRef]

http://dx.doi.org/10.1109/JESTPE.2019.2946310
http://dx.doi.org/10.1109/TPEL.2013.2296292
http://dx.doi.org/10.1109/Allerton.2013.6736685
http://dx.doi.org/10.1109/TCSI.2013.2284180
http://dx.doi.org/10.1109/APEC.2019.8722028
http://dx.doi.org/10.1049/rpg2.12398
http://dx.doi.org/10.1109/JESTPE.2020.2966524
http://dx.doi.org/10.1109/TPWRS.2004.825981
http://dx.doi.org/10.1109/TPWRS.2020.3041774
http://dx.doi.org/10.1109/MPER.1985.5526631
http://dx.doi.org/10.1088/1742-6596/2101/1/012022
http://dx.doi.org/10.1109/59.141698
http://dx.doi.org/10.1109/TPWRS.2007.901755
http://dx.doi.org/10.1016/j.rser.2018.09.047
http://dx.doi.org/10.1109/TPWRS.2013.2262717
http://dx.doi.org/10.1109/TPWRS.2013.2288418
http://dx.doi.org/10.1109/PES.2003.1267381
http://dx.doi.org/10.1109/TPWRS.2014.2327197
http://dx.doi.org/10.1109/TDC.2012.6281678
http://dx.doi.org/10.1109/PESGM.2016.7741951
http://dx.doi.org/10.1109/EPEC.2011.6070241
http://dx.doi.org/10.1109/TSG.2018.2812712
http://dx.doi.org/10.1109/TPEL.2014.2306432
http://dx.doi.org/10.1109/TSTE.2017.2712098


Energies 2024, 17, 3186 34 of 35

97. Wang, X.; Blaabjerg, F.; Liserre, M.; Chen, Z.; He, J.; Li, Y. An Active Damper for Stabilizing Power-Electronics-Based AC Systems.
IEEE Trans. Power Electron. 2014, 29, 3318–3329. [CrossRef]

98. Yoon, C.; Bai, H.; Beres, R.N.; Wang, X.; Bak, C.L.; Blaabjerg, F. Harmonic Stability Assessment for Multiparalleled, Grid-Connected
Inverters. IEEE Trans. Sustain. Energy 2016, 7, 1388–1397. [CrossRef]

99. Ebrahimzadeh, E.; Blaabjerg, F.; Wang, X.; Bak, C.L. Modeling and identification of harmonic instability problems in wind farms.
In Proceedings of the 2016 IEEE Energy Conversion Congress and Exposition (ECCE), Milwaukee, WI, USA, 18–22 September
2016; pp. 1–6. [CrossRef]

100. Fan, L. Modeling Type-4 Wind in Weak Grids. IEEE Trans. Sustain. Energy 2019, 10, 853–864. [CrossRef]
101. Li, Y.; Fan, L.; Miao, Z. Stability Control for Wind in Weak Grids. IEEE Trans. Sustain. Energy 2019, 10, 2094–2103. [CrossRef]
102. Zhou, J.Z.; Ding, H.; Fan, S.; Zhang, Y.; Gole, A.M. Impact of Short-Circuit Ratio and Phase-Locked-Loop Parameters on the

Small-Signal Behavior of a VSC-HVDC Converter. IEEE Trans. Power Deliv. 2014, 29, 2287–2296. [CrossRef]
103. Papangelis, L.; Debry, M.S.; Prevost, T.; Panciatici, P.; Van Cutsem, T. Stability of a Voltage Source Converter Subject to Decrease

of Short-Circuit Capacity: A Case Study. In Proceedings of the 2018 Power Systems Computation Conference (PSCC), Dublin,
Ireland, 11–15 June 2018; pp. 1–7. [CrossRef]

104. Liu, H.; Xie, X.; Zhang, C.; Li, Y.; Liu, H.; Hu, Y. Quantitative SSR Analysis of Series-Compensated DFIG-Based Wind Farms
Using Aggregated RLC Circuit Model. IEEE Trans. Power Syst. 2017, 32, 474–483. [CrossRef]

105. Zhao, F.; Wang, X.; Zhou, Z.; Harnefors, L.; Svensson, J.R.; Kocewiak, L.; Gryning, M.P.S. A General Integration Method for
Small-Signal Stability Analysis of Grid-Forming Converter Connecting to Power System. In Proceedings of the 2020 IEEE
21st Workshop on Control and Modeling for Power Electronics (COMPEL), Aalborg, Denmark, 9–12 November 2020; pp. 1–7.
[CrossRef]

106. Qi, Y.; Deng, H.; Wang, J.; Tang, Y. Passivity-Based Synchronization Stability Analysis for Power-Electronic-Interfaced Distributed
Generations. IEEE Trans. Sustain. Energy 2021, 12, 1141–1150. [CrossRef]

107. Rosso, R.; Cassoli, J.; Buticchi, G.; Engelken, S.; Liserre, M. Robust Stability Analysis of LCL Filter Based Synchronverter Under
Different Grid Conditions. IEEE Trans. Power Electron. 2019, 34, 5842–5853. [CrossRef]

108. Sumsurooah, S.; Odavic, M.; Bozhko, S. µ Approach to Robust Stability Domains in the Space of Parametric Uncertainties for a
Power System With Ideal CPL. IEEE Trans. Power Electron. 2018, 33, 833–844. [CrossRef]

109. Skogestad, S.; Postlethwaite, I. Multivariable Feedback Control: Analysis and Design; John Wiley & Sons, Inc.: Hoboken, NJ, USA,
2005.

110. Bryant, J.S.; McGrath, B.; Meegahapola, L.; Sokolowski, P. Small-Signal Modeling and Stability Analysis of a Droop-Controlled
Grid-Forming Inverter. In Proceedings of the 2022 IEEE Power & Energy Society General Meeting (PESGM), Denver, CO, USA,
17-21 July 2022; pp. 1–5. [CrossRef]

111. Singh, A.; Debusschere, V.; Hadjsaid, N.; Legrand, X.; Bouzigon, B. Slow-interaction Converter-driven Stability in the Distribution
Grid: Small-Signal Stability Analysis with Grid-Following and Grid-Forming Inverters. IEEE Trans. Power Syst. 2023, 39,
4521–4536. [CrossRef]

112. Yazdani, S.; Ferdowsi, M.; Davari, M.; Shamsi, P. Advanced Current-Limiting and Power-Sharing Control in a PV-Based
Grid-Forming Inverter Under Unbalanced Grid Conditions. IEEE J. Emerg. Sel. Top. Power Electron. 2020, 8, 1084–1096. [CrossRef]

113. Henriquez-Auba, R.; Lara, J.D.; Roberts, C.; Callaway, D.S. Grid Forming Inverter Small Signal Stability: Examining Role of Line
and Voltage Dynamics. In Proceedings of the IECON 2020 The 46th Annual Conference of the IEEE Industrial Electronics Society,
Singapore, 18–21 October 2020; pp. 4063–4068. [CrossRef]

114. Luo, C.; Ma, X.; Liu, T.; Wang, X. Controller-Saturation-Based Transient Stability Enhancement for Grid-Forming Inverters. IEEE
Trans. Power Electron. 2023, 38, 2646–2657. [CrossRef]

115. Khalil, H. Nonlinear Control; Always Learning; Pearson: London, UK, 2014.
116. Shuai, Z.; Shen, C.; Liu, X.; Li, Z.; Shen, Z.J. Transient Angle Stability of Virtual Synchronous Generators Using Lyapunov’s Direct

Method. IEEE Trans. Smart Grid 2019, 10, 4648–4661. [CrossRef]
117. Wu, H.; Wang, X. Design-Oriented Transient Stability Analysis of Grid-Connected Converters With Power Synchronization

Control. IEEE Trans. Ind. Electron. 2019, 66, 6473–6482. [CrossRef]
118. Wu, H.; Wang, X. A Mode-Adaptive Power-Angle Control Method for Transient Stability Enhancement of Virtual Synchronous

Generators. IEEE J. Emerg. Sel. Top. Power Electron. 2020, 8, 1034–1049. [CrossRef]
119. Fu, X.; Sun, J.; Huang, M.; Tian, Z.; Yan, H.; Iu, H.H.C.; Hu, P.; Zha, X. Large-Signal Stability of Grid-Forming and Grid-Following

Controls in Voltage Source Converter: A Comparative Study. IEEE Trans. Power Electron. 2021, 36, 7832–7840. [CrossRef]
120. Jin, Z.; Wang, X. A DQ-Frame Asymmetrical Virtual Impedance Control for Enhancing Transient Stability of Grid-Forming

Inverters. IEEE Trans. Power Electron. 2022, 37, 4535–4544. [CrossRef]
121. Hadjileonidas, A.; Li, Y.; Green, T.C. Comparative Analysis of Transient Stability of Grid-Forming and Grid-Following Inverters.

In Proceedings of the 2022 IEEE International Power Electronics and Application Conference and Exposition (PEAC), Guangzhou,
China, 4–7 November 2022; pp. 296–301. [CrossRef]

122. Hou, X.; Han, H.; Zhong, C.; Yuan, W.; Yi, M.; Chen, Y. Improvement of transient stability in inverter-based AC microgrid via
adaptive virtual inertia. In Proceedings of the 2016 IEEE Energy Conversion Congress and Exposition (ECCE), Milwaukee, WI,
USA, 18–22 September 2016; pp. 1–6. [CrossRef]

http://dx.doi.org/10.1109/TPEL.2013.2278716
http://dx.doi.org/10.1109/TSTE.2016.2551737
http://dx.doi.org/10.1109/ECCE.2016.7855258
http://dx.doi.org/10.1109/TSTE.2018.2849849
http://dx.doi.org/10.1109/TSTE.2018.2878745
http://dx.doi.org/10.1109/TPWRD.2014.2330518
http://dx.doi.org/10.23919/PSCC.2018.8442773
http://dx.doi.org/10.1109/TPWRS.2016.2558840
http://dx.doi.org/10.1109/COMPEL49091.2020.9265697
http://dx.doi.org/10.1109/TSTE.2020.3035261
http://dx.doi.org/10.1109/TPEL.2018.2867040
http://dx.doi.org/10.1109/TPEL.2017.2668900
http://dx.doi.org/10.1109/PESGM48719.2022.9916778
http://dx.doi.org/10.1109/TPWRS.2023.3319708
http://dx.doi.org/10.1109/JESTPE.2019.2959006
http://dx.doi.org/10.1109/IECON43393.2020.9255030
http://dx.doi.org/10.1109/TPEL.2022.3213757
http://dx.doi.org/10.1109/TSG.2018.2866122
http://dx.doi.org/10.1109/TIE.2018.2875669
http://dx.doi.org/10.1109/JESTPE.2020.2976791
http://dx.doi.org/10.1109/TPEL.2020.3047480
http://dx.doi.org/10.1109/TPEL.2021.3124286
http://dx.doi.org/10.1109/PEAC56338.2022.9959199
http://dx.doi.org/10.1109/ECCE.2016.7855195


Energies 2024, 17, 3186 35 of 35

123. Ávila Martínez, R.E.; Renedo, J.; Rouco, L.; Garcia-Cerrada, A.; Sigrist, L.; Qoria, T.; Guillaud, X. Fast Voltage Boosters to Improve
Transient Stability of Power Systems With 100. IEEE Trans. Energy Convers. 2022, 37, 2777–2789. [CrossRef]

124. Yu, H.; Awal, M.A.; Tu, H.; Husain, I.; Lukic, S. Comparative Transient Stability Assessment of Droop and Dispatchable Virtual
Oscillator Controlled Grid-Connected Inverters. IEEE Trans. Power Electron. 2021, 36, 2119–2130. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1109/TEC.2022.3199650
http://dx.doi.org/10.1109/TPEL.2020.3007628

	Introduction
	Grid-Following and Grid-Forming Inverters
	Grid-Following Inverters
	Grid-Forming Inverters

	Control of GFMIs
	Inner Control Loops of GFMIs
	Voltage-Mode Control
	Current-Mode Control
	Virtual Impedance Method

	Outer Control Loop of GFMIs
	Frequency-Droop Control
	Angle-Droop Control
	Power Synchronization Control (PSC)
	Synchronverter
	Virtual Synchronous Machine (VSM)
	Matching Control
	Virtual Oscillator Control (VOC)
	Summary


	Stability of GFMIs
	Small-Signal Stability
	Eigenvalue Analysis
	Impedance-Based Analysis
	Robust Stability Analysis
	Small-Signal Stability of GFMIs
	Summary

	Transient Stability
	Methods for Transient Stability Analysis
	Transient Stability of GFMIs
	Summary


	Future Research
	Discussion
	Conclusions
	References

