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Abstract: Currently, most studies on the optimization of wind farm layouts on flat terrain employ a
discrete grid-based arrangement method and result in irregular layouts that may damage the visual
appeal of wind farms. To meet the practical requirements of wind farms, a two-step optimization
method called “grid–coordinate” based on a genetic algorithm is proposed in this paper. The core
idea is to initially determine the number of wind turbines and their initial positions using a grid-
based approach, followed by a fine-tuning of the wind farm layout by moving the turbines in a
row/column manner. This two-step process not only achieves an aesthetically pleasing arrangement
but also maximizes power generation. This algorithm is conducted to optimize a 2 km × 2 km
wind farm under three classic wind conditions, one improved wind condition, and a real wind
condition employing both the Jensen and Gaussian wake models. To validate the effectiveness of the
proposed method, the optimization of configurations based on different wake models was conducted,
yielding results including the efficiency, total power output, number of wind turbines, and unit cost
of electricity generation. These results were compared and analyzed against the classical literature.
The findings indicate that the unit cost of electricity generation using the two-step optimization
approach with the Gaussian wake model is higher than that of the initial grid optimization method.
Additionally, varying the number of wind turbines can lead to instances of high power generation
coupled with low efficiency. This phenomenon should be carefully considered in the wind farm
layout optimization process.

Keywords: wind farm optimization; layout optimization; grid–coordinate method; genetic algorithm;
gaussian wake model

1. Introduction

Two main reasons for interest in wind energy are reducing the use of fossil fuels and
decreasing the pollution by the fossil fuels in the environment. The World Wind Energy
Association (WWEA) reported that more than 77.6 GW of wind power has been installed
worldwide in 2022, with a cumulative installed capacity of 906 GW. Wind farms with
different scales and layouts have been established worldwide to utilize wind energy [1–3].
However, the wake generated by wind turbines causes significant wake effects, resulting
in a 10–20% reduction in the overall power generation of the wind farm [4,5]. Therefore,
extensive research has been conducted to optimize wind farm layouts in order to reduce
the wake effect and increase the overall power generation of wind farms.

Various optimization algorithms have been applied by researchers to wind farm layout
optimization [6–8]. Mosetti et al. [9] were the first to combine a wake-based wind farm
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model with a genetic algorithm to optimize the layout of wind turbines. The Monte Carlo
simulation method was introduced by Marmidis et al. [10] to optimize the wind farm layout
based on the criteria of maximizing power generation and minimizing installation costs.
Similarly, a simulated annealing algorithm was devised by Bilbao et al. [11], which aimed
at identifying the optimal wind turbine layout that maximizes the annual profit of the
wind farm. To confirm the availability of evolutionary algorithms in this domain, González
et al. [12] verified the performance of the algorithm for wind farm layout optimization.
Şişbot et al. [13] employed a multi-objective genetic algorithm for the optimization of the
wind turbine layout on the Gokceada Island in the northern Aegean Sea. Feng et al. [14]
proposed a multi-objective stochastic search method for wind farm layout optimization.
To address the problem of discrete wind turbine placement, Biswas et al. [15] introduced
a decomposition-based multi-objective evolutionary algorithm, offering more options
for wind farm layout optimization. To explore alternative approaches, Ituarte-Villarreal
and Espiritu [16] used a virus-based optimization algorithm to determine the optimal
solution for wind turbine placement. Chowdhury et al. [17] developed an unconstrained
wind farm layout optimization model and applied the Particle Swarm Optimization (PSO)
algorithm to optimize the wind farm layout. An ant colony algorithm was proposed
by Eroğlu et al. [18] for maximizing power generation in wind farms through efficient
wind turbine placement. Mathematical programming methods were applied to wind farm
layout optimization by Turner et al. [19]. The impacts of the wind direction and speed on
annual energy production (AEP) was quantified by Padron et al. [20] using polynomial
chaos, and the wind farm layout was optimized accordingly. To accommodate regional-
scale considerations, Shakoor et al. [21] employed both regional-scale and point-wise
techniques for optimizing wind farm layouts. Gualtieri et al. [22] combined artificial neural
networks with wind farm optimization to minimize the Levelized Cost of Electricity (LCOE)
and enhance power production efficiency. Dykes [23] explored the impact of “beyond
LCOE” metrics on wind farm design optimization. Stanley [24] introduced boundary
grid parameterization, addressing the challenge of a large number of design variables
and the extreme multimodality of the design space. In Thomas’s [25] study, an algorithm
comparison was conducted for a wind farm layout optimization case study, involving eight
optimization methods applied or directed by researchers who developed those algorithms
or had extensive experience using them. Overall, diverse approaches and techniques are
used in wind farm layout optimization and progress has been made in this field.

Among various optimization algorithms, the genetic algorithm has generated signifi-
cant attention due to its global nature and robustness. The initial work by Mosetti et al. [9]
involved the random placement of wind turbines within a 2 km × 2 km wind farm grid
and optimization of their positions using genetic operations, such as selection, crossover,
and mutation, to achieve maximum power generation with a minimal installation cost.
Based on this research, Grady et al. [26] improved the power generation layout of wind
farms by increasing the population size and number of iterations. Wan et al. [27] further
enhanced the power generation of wind farms by introducing random adjustments to the
turbine coordinates within each grid based on Grady et al. [26]. A new encoding method is
implemented in a genetic algorithm to solve the turbine placement problem, which results
in significant improvements compared to previous studies by Emami and Noghreh [28]. To
address a constrained wind turbine layout optimization, Geem and Hong [29] proposed
an optimization formula and compared two different objective functions. Pillai et al. [30]
applied a wind farm layout optimization framework to the Danish Middelgrunden wind
farm. Yang et al. [31] introduced an improved genetic algorithm based on Binary Coded
Genetic Algorithm (BCGA) and optimized wind farm layouts for different grid densities,
demonstrating its suitability for a layout with high-precision grid divisions. In the latest
study, Jiang et al. [32] utilized a two-step optimization approach combining grid-based and
coordinate-based methods to improve the power generation of wind farms. Masoudi and
Baneshi [33] explored wind farm layout optimization across a range of grid densities. They
employed a genetic algorithm with LCOE as the primary objective function.
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The aforementioned studies on genetic algorithms for wind farm layout optimiza-
tion can be classified into grid-based and coordinate-based approaches. The grid-based
algorithms were used by Mosetti et al. [9], Grady et al. [26], and Yang et al. [31] to install
turbines at the center of each grid, which offer high optimization efficiency but limit the
flexibility and precision of turbine arrangements. On the other hand, the coordinate-based
algorithm employed by Wan et al. [27] can optimize when the number of wind turbines is
fixed. However, due to the high dimensionality of the optimization problem, this approach
trends to have slower convergence and lower efficiency compared to grid-based algorithms.
Meanwhile, Jiang et al. [32] considered both grid-based and coordinate-based methods,
which did not impose constraints on turbine rows and columns. This approach is not
suitable for optimizing wind farms with specific regular layout requirements, such as the
Princess Amalia wind farm and Denmark’s Horn Rev wind farms.

To address the demand for regular turbine placement in practical wind farms, a two-
step turbine placement optimization method, named “grid-coordinate” based on the genetic
algorithm, is proposed in this study. This approach encompasses a grid-based layout as the
initial step, followed by a coordinate-based algorithm that takes into account constraints
on row and column arrangements to refine the turbine positions. The effectiveness of the
proposed method is evaluated and verified by comparing the results obtained from the
Jensen wake model and Gaussian wake model. The paper is organized into five sections:
Section 2 introduces the wake models, superposition models used in the optimization
process, and the two-step optimization algorithm. The validity and analysis of the method
under different optimization cases are discussed in Section 3. Finally, a summary of the
presented work is provided in the concluding section.

2. Methods
2.1. Wake Models

The Jensen wake model is widely used in wind farm layout optimization studies to
calculate wake effects [34]. Assuming that the mass is conserved in the wake and the model
is a top-hat shape, the wind speed U downstream the turbine is as follows:

U = U0

(
1 − 2a

(
rd

rd + kx

)2
)

(1)

where U0 is the inflow wind speed, a is the axial induction factor, rd is the wake impact
radius, and k is the entrainment constant calculated based on empirical data (see Figure 1).
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Figure 1. Schematic of the Jensen wake model. 
Figure 1. Schematic of the Jensen wake model.

The Jensen wake model, which only considers mass conservation, tends to predict
the velocity deficit at the center of the wake while overestimating it at the outer region
of the wake. Then, Frandsen et al. [35] applied both mass and momentum conservation
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principles to a control volume around the turbine and proposed a revised expression for the
wake velocity deficit. Nevertheless, the model still assumes a top-hat shape for the wake.
Bastankhah et al. [36] pointed out that the Jensen wake model’s improper assessment of
wind speed leads to significant errors in velocity predictions. They proposed an alternative
wake deficit model following a Gaussian distribution. However, this model still presents
challenges in terms of robustness and universality. To address the issue of the low wind
speed prediction accuracy observed in the Jensen wake model, Ishihara et al. [37] proposed
a wake cross-sectional velocity deficit model based on a Gaussian distribution, which is
considered a more reasonable approach than the Jensen top-hat assumption. The velocity
deficit in the Gaussian wake model is illustrated in Figure 2.
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The Gaussian wake model is derived from the assumptions of an axisymmetric and
self-similar wake deficit. In comparison to the Jensen model, the Gaussian wake model can
more accurately predict the wind speed deficit within the wake-affected region. Conse-
quently, it exhibits a broader range of applicability. In the Gaussian wake model proposed
by Ishihara et al. [37], the wind speed U at a specific location downstream with a downwind
distance of xd and a crosswind distance of rd from the upstream turbine hub position is
described as follows:

U = U0

(
1 − F

(
CT , Ia,

xd
D

)
·ϕ
( rd

σ

))
(2)

F
(

CT , Ia,
xd
D

)
=

1(
α + b· xd

D + c
(
1 + xd

D
)−2
)2 (3)

ϕ
( rd

σ

)
= exp

(
−

r2
d

2σ2

)
(4)

rd =

√
y2 + (z − h)2 (5)

σ

D
= k × x

D
+ ε (6)

where F(CT, Ia, xd/D) represents the velocity deficit function at the downstream location
xd along the downwind direction. ϕ(rd/σ) is the velocity deficit distribution function at
the radial distance rd along the spanwise direction. CT refers to the thrust coefficient. Ia
represents the ambient turbulence intensity. D is the rotor diameter of the wind turbine.
σ is the typical wake width. h is the hub height. y is the horizontal distance from the
specified point to the hub height, and z is the vertical distance from the specified point to
the hub height.

The following parameters are obtained by fitting the experimental results and data [36]:
k∗ = 0.11C1.07

T I0.20
a , ε = 0.23C−0.25

T I0.17
a , α = 0.93C−0.75

T I0.17
a , b = 0.42C0.6

T I0.20
a , and c =

0.15C−0.25
T I−0.7

a .
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To account for the impacts of multiple upstream wind turbine wakes on the down-
stream turbine, it is essential to calculate the effects of the wakes using wake superposition
models. Commonly employed wake superposition models include the linear superposition
model [38], the energy balance superposition model [39] and the sum of squares superpo-
sition model [40], which all are based on the cumulative flow characteristics within the
superposition region formed by the wakes of all upstream turbines [41]. Among these
models, the sum of squares superposition model assumes that the total kinetic energy
deficit is equal to the sum of kinetic energy deficit from the upstream turbines. This model
provides more accurate predictions compared to other models. Therefore, the sum of
squares superposition model was selected for calculating the wind speed deficit of the
downstream turbine.

When optimizing a wind farm layout using the Jensen wake model, the overlap
area between the upstream wake and the rotor plane of the downstream turbine has an
impact on average velocity of the rotor plane of downstream turbine. A uniform velocity
distribution is assumed within the wake region to predict wind speed. The velocity of the
i + 1 wind turbine behind multiple turbines is denoted as Ui+1 as follows:

Ui+1 = U0

1 −

√√√√
∑n

i=1

(
1 − Ui

U0

)2
√

Ai
overlap

Ar

 (7)

where U0 represents the incoming wind speed, Ui represents the wake velocity affected
only by the ith upstream turbine, n represents the number of turbines in the wind farm,
and Ai

overlap represents the overlap area between the wake of the ith upstream turbine and
the rotor area Ar of the downstream turbine.

When optimizing the layout of a wind farm using the Gaussian wake model, the
average wind speed of the entire rotor disk is calculated through the integration of wind
speed within the disk. The Gaussian wake model provides a consistent description of the
downstream wind speed, thereby obviating the necessity of an individual consideration of
the overlapping region. The superposition diagram of the two wake models is illustrated
in Figure 3. In wind farm optimization using the Gaussian wake model, the velocity of the
i + 1 wind turbine denoted as Ui+1 after multiple turbines can be expressed as follows:

Ui+1 = U0

1 −

√
∑n

i=1

(
1 − Ui

U0

)2
 (8)
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2.2. Optimization Algorithm
2.2.1. Genetic Algorithm

Genetic algorithm is a famous meta-heuristic algorithm, inspired by the survival of
the fittest theory proposed by Darwin in the process of biological evolution, and searches
for the global optimal solution by imitating the principle of the survival of the fittest in
nature. Genetic algorithm can evaluate multiple individuals and generate multiple optimal
solutions, and so it has better global search ability than other optimization algorithms.

The genetic algorithm based on grid division in wind farm layout optimization re-
search usually consists of the following steps:

(1) Generate the initial population

The wind farm is divided into a certain number of grids, the fans are arbitrarily
arranged in the center of the divided grid, and the layout is binary coded. One layout
is an individual, randomly generating a certain number of individuals to form an initial
population.

(2) Chromosome fitness is calculated

The wind farm layout represented by individual decoding is substituted into the wake
model and power function to calculate the fitness.

(3) The roulette principle selects the next-generation population

The fitness of all individuals in the initial population is calculated, and the next-
generation population is selected according to the genetic principle that the fitness of
individuals is proportional to the probability.

(4) Crossover operation to update the population

The crossover operation is performed with a certain probability: select two individuals
in the new population, select any point, and exchange the chromosomes of the second half
of the point of the two individuals. After the exchange, new individuals are placed in the
new population.

(5) Mutation operation to update the population

Perform a mutation operation with a certain probability: mutate the chromosome
value of any point of an individual, that is, when the point is 0, it mutates to 1 in binary, and
when it is 1, it mutates to 0. The mutant individuals are also placed in the new population.

According to the above principles, the optimal wind farm layout can be obtained when
the convergence condition is reached through the continuous iteration of the population.
The optimization process is shown in Figure 4.

This study employed a genetic algorithm (GA) for optimization. The number of
individuals in the population was set to 300. The crossover rate was 0.9, indicating that
90% of the population produced offspring through crossover. The mutation rate was
set to 0.1. The algorithm was run for 3000 generations to ensure convergence to a near-
optimal solution. The optimization is conducted in a MATLAB text-based environment
using a novel coding approach compared to previous studies. Matrix binary chromosomes
were selected instead of numerical binary chromosomes, which significantly reduced the
computation time and improved optimization results. In this study, the available terrain
was divided into cells where turbines can be installed. The chromosomes are represented
as 10 by 10 matrices, where ‘1’ indicates the presence of a turbine in the corresponding cell,
and ‘0’ indicates the absence of a turbine. This representation simplifies the visualization
and analysis of the wind farm layout.
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2.2.2. Grid–Coordinate Two-Step Genetic Algorithm

The optimization algorithm proposed in this paper consists of two steps, as shown in
Figure 5. The first step is discrete optimization based on the grid-based genetic algorithm,
which aims to determine the optimal number of wind turbines to maximize the power
generation per unit cost. The grid-based genetic algorithm is employed to search for the
best configuration within the given wind farm area. The second step focuses on continuous
optimization using a coordinate-based genetic algorithm to build upon the grid-based
initial layout, where the positions of wind turbines at the rows and columns are fine-tuned.
The positions of wind turbines with respect to rows and columns are adjusted using the
coordinate-based genetic algorithm to further improve the beauty of wind farm layout
optimization. When a wind turbine is moved based on rows, the x-coordinate remains
unchanged while the y-coordinate increases or decreases simultaneously. Conversely, when
a wind turbine is moved based on columns, the y-coordinate remains unchanged while the
x-coordinate changes.

In this study, the objective function is the unit cost of power generation. Additionally,
the detailed optimization process is illustrated in Figure 6. In the grid-based phase, discrete
optimization of turbine locations is conducted to obtain the optimal number of turbines
and the initial layout positioned at the center of each grid. Based on the initial grid layout,
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further optimization of turbine positions is carried out at the row/column level to achieve
a more regular arrangement of the wind farm.
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2.2.3. Objective Function

The optimization procedure is based on the following objective function [21]:

Objective : f =
P

Cost
(9)

Additionally, the construction cost of the wind farm was proposed by Mosetti [9] as
follows:

Cost = N
(

2
3
+

1
3

e−0.00174N2
)

(10)

where P is the total power extracted by all of the N turbines in the wind farm, and N is the
number of turbines installed.

The total power P of wind farms can be simplified as follows [21]:

P =
N

∑
i=1

0.3u3
i (11)

where ui is the incoming wind speed for the ith wind turbine.
Equation (11) represents a simplified power generation formula for wind farms. How-

ever, it is important to note that in reality, the power output does not increase linearly with
the cube of the wind speed beyond the rated wind speed. Additionally, wind turbines cease
power generation beyond the cut-out wind speed. For wind conditions 1 and 2 (details
provided in Section 3.1), where the wind speed is set at 12 m/s, the simplified power
formula can be used since it is below the rated wind speed. However, in the case of wind
condition 3, where the wind speed exceeds the rated wind speed, the simplified formula
is not applicable. Instead, the power generation of the wind turbine is calculated using
Equation (12), which takes into account the power curve of the wind turbine, as illustrated
in Figure 7.

P =


0, u < 2.0; u ≥ 18.0

0.3u3, 2.0 ≤ u < 12.8
630, 12.8 ≤ u < 18.0

(12)

where the unit of P is kW.

Energies 2024, 17, x FOR PEER REVIEW 10 of 23 
 

 

Equation (11) represents a simplified power generation formula for wind farms. 
However, it is important to note that in reality, the power output does not increase linearly 
with the cube of the wind speed beyond the rated wind speed. Additionally, wind tur-
bines cease power generation beyond the cut-out wind speed. For wind conditions 1 and 
2 (details provided in Section 3.1), where the wind speed is set at 12 m/s, the simplified 
power formula can be used since it is below the rated wind speed. However, in the case 
of wind condition 3, where the wind speed exceeds the rated wind speed, the simplified 
formula is not applicable. Instead, the power generation of the wind turbine is calculated 
using Equation (12), which takes into account the power curve of the wind turbine, as 
illustrated in Figure 7. 

𝑃𝑃 = �
0,     𝑢𝑢 < 2.0;𝑢𝑢 ≥ 18.0

0.3𝑢𝑢3,    2.0 ≤ 𝑢𝑢 < 12.8
630,    12.8 ≤ 𝑢𝑢 < 18.0

 (12) 

where the unit of P is kW. 

 
Figure 7. Power curve of a wind turbine. 

The proportion of wake velocity deficit in a wind farm can be expressed by the effi-
ciency 𝜂𝜂 of the wind farm as follows: 

0

P
P

η =  (13) 

where P0 is the total power of wind farm operation without the wake influence. 

3. Results and Discussion 

An example analysis was conducted for a 2km   2km×  wind farm under four clas-
sical wind conditions and an actual wind condition. The primary objective of this optimi-
zation was to maximize the power generation per unit cost by obtaining an initial grid 
layout. Subsequently, the wind turbine coordinates were adjusted on a row–column basis 
to enhance the overall power generation of the wind farm. The wind turbine units and 
wind farm information used in the analysis are summarized in Table 1. 

Table 1. Information on the wind turbines and wind farm. 

Hub-Heights 𝑯𝑯 Rotor Diameter 𝑫𝑫 Surface Rough-
ness 𝒁𝒁𝟎𝟎 

Thrust Coefficient 
𝑪𝑪𝑻𝑻 

Minimum Distance between Wind 
Turbines 

60 m 40 m 0.3 m 0.88 120 m 

3.1. Case of a Classical Wind Field 

0 3 6 9 12 15 18

u (m/s)

0

100

200

300

400

500

600

700

P 
(k

W
)

Figure 7. Power curve of a wind turbine.

The proportion of wake velocity deficit in a wind farm can be expressed by the
efficiency η of the wind farm as follows:

η =
P
P0

(13)

where P0 is the total power of wind farm operation without the wake influence.
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3. Results and Discussion

An example analysis was conducted for a 2 km × 2 km wind farm under four classical
wind conditions and an actual wind condition. The primary objective of this optimization
was to maximize the power generation per unit cost by obtaining an initial grid layout.
Subsequently, the wind turbine coordinates were adjusted on a row–column basis to
enhance the overall power generation of the wind farm. The wind turbine units and wind
farm information used in the analysis are summarized in Table 1.

Table 1. Information on the wind turbines and wind farm.

Hub-Heights H Rotor Diameter D Surface Roughness Z0 Thrust Coefficient CT
Minimum Distance between Wind

Turbines

60 m 40 m 0.3 m 0.88 120 m

3.1. Case of a Classical Wind Field

The wind speed and wind direction of each classical wind condition are detailed as
follows:

Case 1—single-wind-direction and constant wind speed condition where the wind
speed is fixed at 12 m/s;

Case 2—multiple wind directions and constant wind speed condition, this scenario
encompasses 36 wind directions, each with an equal probability (in 10◦ increments), and a
constant wind speed of 12 m/s;

Case 3—multiple wind directions and variable wind speed condition, for this con-
dition, there are also 36 wind directions (in 10◦ increments) with wind speeds of 8 m/s,
12 m/s, and 17 m/s.

To address the limitation of classical multiple wind directions and variable wind speed
condition, where the high wind speed setting results in an average wind speed of 14 m/s
that deviates from the actual wind farm conditions, an improvement was introduced to
create a fourth scenario.

Case 4—Modified multiple wind directions and variable wind speed condition, this
scenario comprises 36 wind directions (in 10◦ increments) with wind speeds of 5 m/s,
9 m/s, and 13 m/s. The illustrations for each wind condition can be found in Figure 8,
and the probability distribution of wind direction and wind speed is shown in Figure 9.
In cases 3 and 4, finding the optimal solution intuitively is challenging because the wind
speed, direction, and frequency significantly influence the interactions between different
turbines. For the wind distribution, as summarized in Figure 9, three wind intensities and
36 directions (at 10◦ intervals) are assumed. The frequency is represented as a fraction of
the time unit during which a specific wind condition occurs.

The wind farm layout optimization is performed using both the Jensen wake model
and the Gaussian wake model. This optimization process follows a two-step approach.
First, the grid-based optimization is used to establish the initial layout, considering power
generation per unit cost. Once the number of wind turbines is determined, a subsequent
coordinate-based re-optimization is performed, enhancing power generation by adjusting
the positions of wind turbines in rows and columns. In the case of complex wind condi-
tions characterized by multiple wind directions, a Cartesian coordinate transformation is
essential for adapting the wind turbine coordinates, as recommended by Parada et al. [42].
This transformation enables the optimization process to account for the variability in wind
directions and to precisely adjust the positions of wind turbines accordingly.
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3.1.1. Unidirectional Uniform Wind

The optimization process begins with the grid-based algorithm to determine the
optimal number of wind turbines for the single wind direction and constant wind speed
scenario. Then, the coordinate-based method is employed to adjust the layout, with the
overarching goal of maximizing the power generation within the wind farm. The optimized
layouts using the Jensen wake model and the Gaussian wake model are shown in Figures 10
and 11, respectively. A comprehensive summary of the layout optimization using both
wake models can be found in Table 2.
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Figure 10. Optimal configuration of case 1 based on the Jensen wake model. (a) Grid optimization;
(b) coordinate optimization (the red dot represents the location of the wind turbine, and in the figures
below, the red dot is also assumed to be the location of the wind turbine by default).

Energies 2024, 17, x FOR PEER REVIEW 13 of 23 
 

 

  
(a) (b) 

Figure 10. Optimal configuration of case 1 based on the Jensen wake model. (a) Grid optimization; 
(b) coordinate optimization (the red dot represents the location of the wind turbine, and in the 
figures below, the red dot is also assumed to be the location of the wind turbine by default). 

  
(a) (b) 

Figure 11. Optimal configuration of case 1 based on the Gaussian wake model. (a) Grid optimization; 
(b) coordinate optimization. 

Table 2. Optimization results for case 1: unidirectional uniform wind. 

 
Gaussian Wake Model N = 37 Jensen Wake Model N = 31 

𝒇𝒇 Efficiency 𝜼𝜼 Improvement 𝒇𝒇 Efficiency 𝜼𝜼 Improvement 
Grid optimization 688.45 92.62% - 645.61 90.82% - 

Coordinate optimization 696.51 93.71% 1.17% 653.89 91.99% 1.28% 

From Figure 11, it can be observed that following the coordinate-based optimization, 
the wind turbines located at the outer edge of the wind farm tend to move closer to the 
boundaries in both rows and columns. In contrast, turbines situated in the central area 
exhibit minor displacements and incline towards the prevailing wind direction. This phe-
nomenon can be explained from the perspective of wake effects. Intuitively, the domain 
under consideration in this study employs a wake model where the wake diameter in-
creases solely as a function of downstream distance. Consequently, a straightforward op-
timization of a single 10-cell column within the computational domain can be extrapolated 
to the entire domain to identify the optimal solution for this simplified wind scenario. The 
displacement towards the boundaries is conducive to more efficient land resource utiliza-
tion within the wind farm, resulting in increased spacing between turbines. The turbines 
positioned in the central rows move away from the first row and closer to the last row, a 
strategic shift that aims to enhance power generation. Although this displacement trend 

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

200

400

600

800

1000

1200

1400

1600

1800

2000

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

200

400

600

800

1000

1200

1400

1600

1800

2000

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

200

400

600

800

1000

1200

1400

1600

1800

2000

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

200

400

600

800

1000

1200

1400

1600

1800

2000

Figure 11. Optimal configuration of case 1 based on the Gaussian wake model. (a) Grid optimization;
(b) coordinate optimization.

Table 2. Optimization results for case 1: unidirectional uniform wind.

Gaussian Wake Model N = 37 Jensen Wake Model N = 31

f Efficiency η Improvement f Efficiency η Improvement

Grid optimization 688.45 92.62% - 645.61 90.82% -
Coordinate optimization 696.51 93.71% 1.17% 653.89 91.99% 1.28%

From Figure 11, it can be observed that following the coordinate-based optimization,
the wind turbines located at the outer edge of the wind farm tend to move closer to the
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boundaries in both rows and columns. In contrast, turbines situated in the central area
exhibit minor displacements and incline towards the prevailing wind direction. This
phenomenon can be explained from the perspective of wake effects. Intuitively, the domain
under consideration in this study employs a wake model where the wake diameter increases
solely as a function of downstream distance. Consequently, a straightforward optimization
of a single 10-cell column within the computational domain can be extrapolated to the entire
domain to identify the optimal solution for this simplified wind scenario. The displacement
towards the boundaries is conducive to more efficient land resource utilization within the
wind farm, resulting in increased spacing between turbines. The turbines positioned in the
central rows move away from the first row and closer to the last row, a strategic shift that
aims to enhance power generation. Although this displacement trend increases the wake
effects on the middle turbines, it subsequently reduces the wake effects on the turbines in
the last row. As a consequence, the overall power generation of the wind farm experiences
an increment.

Table 3 presents a comparison of the power output efficiency, total power, cost, power
generation per unit cost, and the number of turbines for each configuration. Compared to
the studies by Mosetti [9] and Grady [26], the increased number of turbines in the optimal
configuration obtained in this study result in higher total power output for the wind farm.
However, despite the increase in the number of turbines compared to Emami [28], which
results in a decrease in the overall efficiency of the wind farm, with power generation
efficiency dropping from approximately 100% to 93% and 91.99%, respectively, when
considering costs, it is found that the unit cost of electricity generation from the optimization
results of this study is the highest.

Table 3. Comparison of solution characteristics—case 1, (i) Mosetti, (ii) Grady, (iii) Emami, and (iv)
the present study.

i ii iii iv

Wake Model Jensen Jensen Jensen Gaussian Jensen

Number of turbines 25 30 10 37 31
Efficiency (%) 95.00 92.02 100 93.71 91.99

Total power (kW/year) 12,375 14,310 5184 17,974 14,783
Cost 19.4755 22.0888 9.4677 25.8058 22.6077

f 635.4142 647.8399 547.5484 696.5108 653.8914

3.1.2. Uniform Wind with Variable Directions

In the case of multi-directional wind with a constant wind speed, a preferable ori-
entation does not exist. The efficiency of each turbine is primarily determined by the
distance from other turbines. Thus, in this case, the initial step involved the grid-based
method, resulting in layouts with 41 and 46 wind turbines when utilizing the Jensen wake
model and the Gaussian wake model, respectively. Then, a coordinate-based continuous
optimization was performed while adhering to row/column constraints. The optimized
layouts are presented in Figures 12 and 13, with a comprehensive summary of the results
available in Table 4. It is noteworthy that in the coordinate-based optimized layouts, the
wind turbines situated along the periphery of the wind farm exhibit a tendency to spread
toward the boundaries, consequently leading to increased spacing between the outer and
inner turbines. In contrast, the displacements of the inner turbines are relatively smaller
in magnitude.
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Figure 12. Optimal configuration of case 2 based on the Jensen wake model. (a) Grid optimization;
(b) coordinate optimization.
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Figure 13. Optimal configuration of case 2 based on the Gaussian wake model. (a) Grid optimization;
(b) coordinate optimization.

Table 4. Optimization results for case 2: uniform wind with variable directions.

Gaussian Wake Model N = 47 Jensen Wake Model N = 39

f Efficiency η Improvement f Efficiency η Improvement

Grid optimization 712.13 92.56% - 642.86 85.60% -
Coordinate optimization 719.45 93.51% 1.03% 654.51 87.15% 1.81%

Table 5 compares the optimal configurations from three classical studies [9,26,28] with
the optimal configuration of this study. The results clearly indicate that the new config-
uration using the Gaussian wake model achieves higher total power output, electricity
generation, and unit cost of electricity generation by employing more turbines. Addi-
tionally, even under the optimized configuration using the Jensen wake model, the unit
cost of electricity generation is higher than the optimization results from the other three
literature [9,26,28] sources.
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Table 5. Comparison of solution characteristics—case 2, (i) Mosetti, (ii) Grady, (iii) Emami, and (iv)
the present study.

i ii iii iv

Wake Model Jensen Jensen Jensen Gaussian Jensen

Number of turbines 19 39 37 47 39
Efficiency (%) 88.00 85.17 90.40 93.51 87.15

Total power (kW/year) 8711 17,220 17,335 22,784 17,620
Cost 16.0406 26.9216 25.8058 31.6688 26.9216

f 542.8758 639.6339 671.7489 719.4454 654.4919

3.1.3. Non-Uniform Wind with Variable Directions

For the more complex case of multi-directional wind, the optimal solution cannot
be determined empirically. However, it is assumed that a similarly ordered solution is
achievable. In the example provided by Mosetti et al. [9], this resulted in a configuration
where turbines were distributed around the outer perimeter of the domain, with few
turbines placed in the center. Power generation of the turbine can be calculated using
Equation (9) and substituted into the objective function. Wind farm layout optimization
is performed for both the Jensen wake model and the Gaussian wake model under the
multiple wind directions and variable wind speed scenario. The optimized layouts are
shown in Figures 14 and 15, with the corresponding results presented in Table 6. The
results indicate that the outer wind turbines still exhibit a tendency to disperse outward,
increasing the distance from the inner turbines. The efficiency of the two optimization
methods improved by approximately 5.62% and 2.25%, respectively. Notably, optimization
based on the Gaussian wake model outperformed that based on the Jensen wake model.

Figure 14. Optimal configuration of case 3 based on the Jensen wake model. (a) Grid optimization;
(b) coordinate optimization.

Table 7 compares the optimal configurations from three seminal studies [9,26,28]
with those obtained in this research. The results clearly demonstrate that under the new
optimal configuration using the Gaussian wake model proposed in this paper, the efficiency
achieved through the two-step optimization surpasses that reported in the other three
studies. Additionally, the power generation per unit cost is highest under this configuration.
Conversely, while the efficiency of the optimized results based on the Jensen wake model is
lower than that reported in the literature [28], the unit power generation exceeds the values
reported in the same literature.
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Figure 15. Optimal configuration of case 3 based on the Gaussian wake model. (a) Grid optimization;
(b) coordinate optimization.

Table 6. Optimization results for case 3: non-uniform wind with variable directions.

Gaussian Wake Model N = 56 Jensen Wake Model N = 47

f Efficiency η Improvement f Efficiency η Improvement

Grid
optimization 1672.4 87.11% - 1264.208 86.84% -

Coordinate optimization 1773.4 92.37% 5.62% 1667.303 89.09% 2.25%

Table 7. Comparison of solution characteristics—case 3, (i) Mosetti, (ii) Grady, (iii) Emami, and (iv)
the present study.

i ii iii iv

Wake Model Jensen Jensen Jensen Gaussian Jensen

Number of turbines 15 39 28 44 44
Efficiency (%) 84.00 86.62 91.00 92.37 89.09

Total power (kW/year) 3695 32,038 32,232 52,917 49,749
Cost 13.3802 26.9216 21.0522 29.8384 29.8384

f 276.1541 1190.04 1531.05 1773.4 1667.303

3.1.4. Modified Non-Uniform Wind with Variable Directions

Similarly, the power generation of the turbine can be calculated using Equation (9),
and wind farm layout optimization is performed based on both the Jensen wake model and
the Gaussian wake model under the improved multiple wind directions and variable wind
speed scenario. The optimized layouts are visually depicted in Figures 16 and 17, and the
results are presented in Table 8. Table 9 includes the values for the total power, efficiency,
number of turbines, and cost for the modified non-uniform wind with variable directions
case. Notably, it can be observed that the trend of outer wind turbines shifting towards
the periphery of the wind farm persists, with a greater number of turbines positioned
in wind directions characterized by a high wind speed probability. An analysis of the
outcomes displayed in Table 5 reveals that the optimization based on the Jensen wake
model achieved a 0.42% improvement, whereas the optimization based on the Gaussian
wake model realized a more substantial 1.01% enhancement, surpassing the results of the
Jensen wake model optimization. Furthermore, both optimized wind farms demonstrate
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higher efficiency compared to the classical multiple wind directions with variable wind
speeds modified scenario.
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Figure 16. Optimal configuration of case 4 based on the Jensen wake model. (a) Grid optimization;
(b) coordinate optimization.
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Figure 17. Optimal configuration of case 4 based on the Gaussian wake model. (a) Grid optimization;
(b) coordinate optimization.

Table 8. Optimization results for case 4: improved non-uniform wind with variable directions.

Gaussian Wake Model N = 49 Jensen Wake Model N = 39

f Efficiency η Improvement f Efficiency η Improvement

Grid optimization 251.56 90.06% - 233.85 86.03% -
Coordinate optimization 254.07 90.96% 1.01% 234.83 86.39% 0.42%

Upon comparing the optimization results presented above, it becomes evident that the
Jensen wake model optimization yields a power improvement ranging from 0.42% to 3.5%,
while the optimization based on the Gaussian wake model achieves a power improvement
of approximately 0.80–1.50% under the four classical wind conditions and the actual wind
farm case. Notably, in case 1 and case 2, the Jensen wake model calculations produce
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a substantial improvement compared to the Gaussian wake model calculations. When
optimizing for the four wind conditions using the Gaussian wake model, the improvements
in case 1 and case 2 are lower than those in case 3 and case 4. In summary, the power per
unit cost calculated using the Jensen wake model for the same layout is lower than that
calculated using the Gaussian wake model. Additionally, when considering the same wind
condition, the optimal number of turbines calculated using the Gaussian wake model is
higher than that obtained using the Jensen wake model.

Table 9. Results for case 4.

Gaussian Wake Model Jensen Wake Model

Total power (kW/year) 8363.2 6322.0
Efficiency (%) 90.96 86.39

Number of turbines 49 39
Cost 32.92 26.92

f 254.07 234.83

Although the Jensen wake model optimization produces a higher percentage of im-
provement for cases 1 and 2 compared to the Gaussian wake model optimization, it is
essential to recognize that the Jensen wake model tends to overestimate wake effects and
velocity deficits. Consequently, the perceived greater optimization potential with the Jensen
wake model can lead to falsely inflated power output improvements. Furthermore, when
considering the power improvement for layouts obtained through Jensen wake model opti-
mization in case 3 and case 4 calculated using the Gaussian wake model, the improvements
are negligible. From the perspective of wind farm power efficiency, it becomes evident that
optimization based on the Gaussian wake model significantly outperforms the Jensen wake
model optimization. This observation underscores the Gaussian wake model’s capacity
to provide more accurate predictions of velocity deficits, leading to superior optimization
results. Ultimately, this enhanced accuracy enables a more effective utilization of wind
energy resources.

3.2. Application in an Actual Wind Farm

The analysis of classical wind field cases presented in Section 3.1 reveals that the pro-
posed method not only fulfills the aesthetic requirements of wind farms but also effectively
enhances power generation. Nevertheless, it is important to acknowledge that the adopted
wind condition may not accurately represent real-world wind farm scenarios. Therefore, in
the context of practical engineering applications, actual measured wind data are utilized as
the inflow wind source. The average wind speed in this scenario measures 8.01 m/s, with
the distribution of wind conditions and wind speed shown in Figures 18 and 19.
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To ensure that wind turbines adhere to designated boundaries, a reserved distance of
0.5D is maintained around the boundaries, and the minimum spacing between each pair
of turbines is set to 3D. In this case, the optimization process follows a similar approach
to the previous scenario, with the only difference being the utilization of the Gaussian
wake model for the optimized layout, as depicted in Figure 20. It is noteworthy that,
akin to the previous case, the turbines on the outer periphery tend to spread towards
the boundaries. The results of this optimization are presented in Table 10, indicating an
approximate 1.00% increase in power generation for the wind farm. The improvement
surpasses the optimization based on the Gaussian wake model in the previous classical
wind condition case. Table 11 includes the values for the total power, efficiency, number of
turbines, and cost for the actual wind farm case.
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tion; (b) coordinate optimization.

Table 10. Optimization results for the real case.

Gaussian Wake Model N = 46

f Efficiency η Improvement

Grid optimization 307.53 91.81% -
Coordinate

optimization 310.52 92.7% 0.97%



Energies 2024, 17, 3273 20 of 22

Table 11. Results for the actual wind farm case.

Gaussian Wake Model

Total power (kW/year) 9642.5
Efficiency (%) 92.7

Number of turbines 46
Cost 31.05

f 310.52

4. Conclusions

This paper proposes a regular layout grid–coordinate two-step optimization method
based on the Gaussian wake model. In the first step, a grid-based approach is employed to
determine the optimal number and initial arrangement of wind turbines in the wind farm,
aiming to minimize the cost of power generation. The second step is to move coordinates
of the grid layout with row/column constraints while maintaining the regular layout to
further improve the power generation of the wind farm. This method aims to maximize
power generation while meeting the aesthetic requirements of wind farms. To validate the
effectiveness of the proposed method, classical scenarios and actual wind farm cases are
analyzed using both the Gaussian wake model and the Jensen wake model. The research
observation findings can be summarized as follows:

(1) The analysis provided demonstrates that for classical conditions 1 and 2, the effi-
ciency improvement of the two-step optimization method using the Gaussian wake model
relative to the Jensen wake model is not significantly greater than that achieved by the
initial grid optimization method. This is primarily because the Jensen model tends to over-
estimate the wake velocity deficit, thereby leaving less room for improvement. However,
for conditions 3 and 4 (multiple wind directions, variable wind speed), the optimization
effectiveness of the Gaussian wake model surpasses that of the Jensen wake model.

(2) When comparing the results of classic wind conditions with the optimization out-
comes of Mosetti [9], Grady [26], and Emami [28], it is observed that for classic conditions 1
and 2, the efficiency of power generated in this study is comparable to that of three studies,
yet the total power output and the unit cost of electricity generation are higher in this
study. However, for classic condition 3, an increase in the number of wind turbines leads to
greater wake effects and increased costs.

In real wind farms, actual terrain changes significantly influence turbine placement.
The optimal layout method proposed in this paper is based on research conducted on flat
terrain. Additionally, the service life of wind turbines is directly related to the overall eco-
nomic benefits of wind farms, making fatigue optimization crucial for layout optimization.
Addressing this aspect will be the subject of future research.
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