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Abstract: Special load customers such as electric vehicles are emerging in modern power systems.
They lead to a higher penetration of special load patterns, raising difficulty for short-term load
forecasting (STLF). We propose a hierarchical STLF framework to improve load forecasting accuracy.
An improved adaptive K-means clustering algorithm is designed for load pattern recognition and
avoiding local sub-optimal clustering centroids. We also design bi-directional long-short-term
memory neural networks with an attention mechanism to filter important load information and
perform load forecasting for each recognized load pattern. The numerical results on the public load
dataset show that our proposed method effectively forecasts the residential load with a high accuracy.

Keywords: load forecast; clustering; bi-directional LSTM; attention mechanism; pattern recognition

1. Introduction
1.1. Background

Load forecasting is an essential component of power system energy management and
operation, with benefits to system reliability and security. With the fast development of
renewable energy sources in distribution power systems, such as wind and photovoltaics
(PVs), local power load requires more accurate forecasting with less controllable power
supply sources. Furthermore, the increasing penetration of electric vehicles (EVs) and the
participation of demand response (DR) programs make it more challenging to forecast
residential load. Therefore, accurate load forecasting ensures suitable economic dispatch
decisions from system operators and reduces system operation costs.

Accurate load forecasting relies on historical load data to reveal practical electricity
consumption patterns for load forecasting [1,2]. Traditional load forecasting methods
include time series analyzing method and regression methods, which basically analyze
current load states and extend them to the future. The autoregressive integrated moving
average (ARIMA) model is designed to perform short-term load forecasting embedded with
a lifting scheme. Both the seasonal autoregressive integrated moving average (SARIMA)
model and artificial neural network (ANN) are utilized and compared in the real-time
Turkish Market [3]. Although these methods only require few load data for analysis, they
cannot reveal the real relationship between the historical and forecasted load data due to
their simple mapping principles. Furthermore, their learning strategy may not suit complex
load behaviors with patterns from EV and DR programs.

1.2. Literature Review

Machine-learning algorithms effectively forecast short-term load and reveal load be-
havior patterns with a huge amount of historical data. Measurement systems in distribution
power systems provide adequate terminal load measurements with smart meter for load
forecasting, making it possible to analyze customer electricity consumption patterns. The
support vector machine (SVM) method is utilized to analyze and normalize critical factors
to forecast short-term load [4]. A classification and regression tree data mining method is
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proposed to extract characteristic attributes in the frequency domain from various load
profiles and is utilized for customer load classification [5]. In [6], the authors proposed an
improved multi-task learning algorithm for a Bayesian spatiotemporal Gaussian process
model (BSGP) to predict load. However, these methods usually face the difficulty of poor
generalization performances.

More research focuses on combining deep learning methods with feature selection
to deal with special load behavior patterns [7–9]. A deep learning method combing a
recurrent neural network (RNN) with an input attention mechanism and hidden connection
mechanism is utilized for a higher accuracy in short-term load forecasting [10]. Deep forest
regression is utilized for STLF, combining a multi-grained scanning procedure and cascade
forest procedure [11]. In [12], long-short-term memory (LSTM) is introduced into multiple
load prediction for multi-task learning, with a single load feature and auxiliary coupling
information learning. A convolutional neural network (CNN) and LSTM neural network
are combined for load prediction in [13]. A hybrid neutral network composed of CNN
and bidirectional grated recurrent units is designed for short-term load forecasting with
immersing DR programs [14]. In [15], a Markov-chain mixture distribution model (MCM)
is utilized for very short-term load forecasting and is used to forecast one step ahead
half-hour resolution residential load. A deep belief network and bidirectional RNN deep
learning method with a bisectin K-means algorithm is proposed to achieve unsupervised
pre-training and supervised adjustment training [16]. These methods usually face the
difficulty of over-fitting or still require more accurate preprocessing methods for load
pattern analysis [17,18].

Clustering plays an important role in the preprocessing stage of deep-learning load
forecasting methods. They enhance load forecasting accuracy by grouping similar load
behaviors and providing categorizing conditions, leading to forecasting each load pat-
tern separately. Various clustering algorithms are utilized in load forecasting to improve
accuracy, such as K-means, C-means, and expectation maximization methods [19–21].
Clustering algorithms also benefit the performance of deep-learning load forecasting al-
gorithms, such as graph neutral2 networks [22,23]. In [24], an optimal kernel function
selection method is proposed for load forecasting, combining SVR and weighted votes.
Although much research focuses on introducing clustering algorithms into deep-learning
load forecast methods, the load behaviors of EV and DR programs with higher penetration
require accurate recognition and forecasting.

1.3. Contributions

This work aims to forecast short-term load with a high penetration of EV and DR
programs. We focus on designing a load recognition and forecasting framework to achieve
special load pattern recognition and simplify the forecasting process. The contributions of
this work are summarized as follows:

(1) We propose a hierarchical short-term load forecast (STLF) framework to accurately
forecast system load with a high penetration of EV and DR programs. The framework
combines clustering and deep-learning methods to recognize load behavior patterns
and improve forecasting accuracy.

(2) We design an improved adaptive K-means clustering algorithm for load pattern
recognition. By incorporating exploration probability into the centroid results, the
proposed adaptive K-means clustering algorithm avoids local optimal searching. We
utilize multiple indexes (mean square error, Davies–Bouldin, and separation index) to
evaluate the algorithm performance.

(3) We design bi-directional LSTM neural networks with an attention mechanism to fore-
cast each recognized load pattern. The designed bi-directional LSTM neutral network
effectively utilizes the observed factors and captures long-term temporal characteristics.

The remainder of this paper is organized as follows. In Section 2, we formulate
the improved adaptive K-means clustering algorithm for load pattern recognition. We
also design bi-directional LSTM neural networks with an attention mechanism for load
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forecasting. Section 3 provides different case studies. Finally, Section 4 summarizes the
conclusions and future research directions.

2. Hierarchical STLF Framework
2.1. Framework Structure

The proposed hierarchical STLF framework is shown in Figure 1. Data preparation
fills missing load data and filters noisy data, which are further wrangled into daily load
curves for the convenience of clustering and forecasting. An improved adaptive K-means
algorithm clusters load data into several groups by adding an exploration step and itera-
tively changing the clustering number. The recognized load patterns are further forecasted
separately using the bi-directional LSTM neutral network with an attention mechanism.
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2.2. Improved Adaptive K-Means Algorithm

The traditional K-means clustering algorithm aims to cluster data into groups in
an unsupervised manner. Each data belongs to the group with the closest clustering
centroid. We design the improved adaptive K-means clustering algorithm as shown in
Algorithm 1. We randomly select data points as the initial clustering centroids, which
are at first given the clustering number kt. The whole dataset is divided into kt groups
based on the distance, and we calculate the new clustering centroid as the average value
of all data points in each group.
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Algorithm 1 Improved Adaptive K-means Clustering Algorithm

Input: Load vector set P
Output: Clustering group G
1: Initialize t = 1;
2: While MSEt ≤ χMSEt−1, do
3: Initialize clustering number kt and clustering centroid g;
4: Adjust ϵ, ϵ, µ, p;
5: Calculate MSEt and update clustering centroid g̃;
6: If Tol ≤ Errtol , then
7: Adjust g;
8: End if
9: t = t + 1;
10: kt = kt−1 + 1;
11: End while

When giving a load vector set and P = (p1, p2, p3, . . . , pn) with m dimension and n data,
the K-means algorithm divides it into k groups G = (G1, G2, G3, . . . , Gk) by minimizing the
square sum of distances between each data pi and clustering centroid gj of group Gj:

minG

k

∑
j=1

n

∑
i=1

∥∥pi − gj
∥∥2. (1)

Each clustering centroid gj is optimized and used to calculate distances, where
Equation (1) can be turned into:

minG

k

∑
j=1

1
2
∥∥gj

∥∥ ∑
a ̸=b∈Gj

(a − gi)
T(gi − b) (2)

We introduce exploration probability into the optimized results to avoid easily
converging toward local optimal results. The traditional K-means clustering algorithm
is sensitive to the initial clustering centroid, and the special type of load with frequent
variations leads to large noises and outliers. These abnormal values may reduce the
effectiveness of the traditional K-means algorithm. A random exploration vector is
added to the clustering centroid:

g̃j = gj + ϵj. (3)

ϵj is the random exploration vector, defined as:

ϵj ∼ µU(ϵj, ϵj)× (B1(1, p)− B2(1, p)), (4)

where µ is the exploration factor, U(ϵj, ϵj) is the uniform distribution function with upper
bound ϵj and lower bound ϵj. B1(1, p), and B2(1, p) are two independent 0–1 distribu-
tion functions with probability p. ϵj is randomly chosen from the multiplied individ-
ual distribution functions with the exploration factor controlling the exploration regions.
(B1(1, p)− B2(1, p)) controls the exploration directions by choosing −1, 0, 1, whose value
represents the backward direction (−1), no direction (0), and forward direction (1), respec-
tively. Hence, we guarantee that the exploration direction is evenly determined.

We introduce various evaluation indexes to assess the performance of the proposed
algorithm. The mean square error (MSE) index calculates the average value of the square
estimation error:

MSE =
1
n

n

∑
i=1

k

∑
j=1

(pi − gj)
2. (5)

The MSE index measures the diversity between data and clusters without considering
the internal density of each cluster.
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The Davies–Bouldin (DB) index calculate the clustering density:

DB =
1
k

k

∑
j=1

maxl ̸=j,j,l∈[1,k]
sj + sl∣∣∣∣gj, gl

∣∣∣∣ , (6)

where sj is the diversity of j cluster internal diversity:

sj = (
1∣∣gj
∣∣ ∑

pi∈Gj

∣∣∣∣pi − gj
∣∣∣∣2)1

2 . (7)

The DB index measures the internal clustering density, while the distances between
different clusters are not considered.

The separation (SP) index calculates the average distance between cluster centroids:

SP =
2

k2 − k

k−1

∑
i=1

k

∑
j=i+1

∣∣∣∣gi − gj
∣∣∣∣. (8)

The SP index only measures the diversity of different clusters. Here, we design the
convergence tolerance of the inner-level iteration as:

Errtol = |1 − MSEt

MSEt−1
| (9)

where Errtol is calculated using the MSE indexes of inner-level t − 1th and tth iterations.
Other indexes are also utilized to evaluate clustering performances. We gradually narrow
the probabilistic bound [ϵj, ϵj] after each inner loop iteration and decrease the exploration
factor µ. For each iteration, ϵj, ϵj, µ, and p are adjusted as follows:

ϵj,t = αϵj,t−1 + (1 − α)
ϵj,t−1 + ϵj,t−1

2
, (10)

ϵj,t = βϵj,t−1 + (1 − β)
ϵj,t−1 + ϵj,t−1

2
, (11)

µt = γµt−1, (12)

pt = δpt−1. (13)

The clustering number k is adjusted during each outer-level iteration by assessing
the relative changes of MSE. Other indexes, such as DB and SP, are compared to evaluate
the clustering results’ performance. The initialized k0 is 1 and plus 1 after each outer-
level iteration:

kt = kt−1 + 1. (14)

Iteration stops when MSEt ≥ χMSEt−1, as more clustering groups will not lead to
a better performance for load forecasting. The improved adaptive K-means clustering
algorithm provides output G.

2.3. Bi-Directional LSTM Neural Network with Attention Mechanism

We design the bi-directional LSTM neutral network with an attention mechanism for
the load forecasting of each recognized load pattern. Bi-directional LSTM neural networks
with an attention mechanism analyze the input sequential load data of each load pattern
and minimize its objective function to improve the load forecasting performance, as shown
in Figure 2.
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The LSTM neural network is designed based on recurrent neutral networks (RNNs)
and maintains a long-term memory for prediction. Each LSTM neuron has four inputs,
where two inputs belong to the input gate and the other two inputs belong to the forget
gate and output gate, respectively. Input gates update their states by combining the outputs
ht−1 of the last neuron and the current observation xt into:

it = σ(Wi[ht−1, xt] + bi). (15)

Wi and bi are the weights and offsets of the input gates. Forget gates update their
states as:

ft = σ(W f [ht−1, xt] + b f ). (16)

W f and b f are the weights and offsets of the forget gates. Output gates update their
states as:

ot = σ(Wo[ht−1, xt] + bo). (17)

Wo and bo are the weights and offsets of the output gates. Candidate state values are
calculated as:

c̃t = tanh(Wc[ht−1, xt] + bc). (18)

Wc and bc are the weights and offsets of the candidate state updates. Current state
values are updated by old state values and candidate state values:

ct = it × c̃t + ft × ct−1. (19)

Output values are determined by ot and ct:

ht = ottanh(ct). (20)

Single forward LSTM cannot extract information from the end to the start, which may
cause difficulty for higher-resolution forecasting. We introduce the backward LSTM to
extract the backward information from input features. Bi-directional LSTM can utilize
future data information rather than only past information. We establish two LSTM neural
networks, forward LSTM and backward LSTM, which share the same hidden states. The
forward LSTM utilizes the input data to forecast the future data, and the backward LSTM
forecasts the past data with the same inputs. It should be noted that ht of bi-directional
LSTM includes both forward h f

t and backward hb
t . The bi-directional LSTM further extracts

more information from both directions. The hidden state outputs of the forward and
backward layers are combined to forecast the outputs.

ht = ottanh(w f
t c f

t + wb
t cb

t ). (21)
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We introduce attention mechanisms in the LSTM neural networks to filter and update
important load information. The attention mechanism simulates the human thinking
process by calculating attention weights in neural networks, representing the importance
of each hidden state for outputs. Given the hidden states {h1, h2, h3, . . . , hn}, the attention
mechanism calculates attention weights as:

αjk =
exp(ejk)
n
∑

k=j
exp ejk

. (22)

ejk represents the compatibility between the hidden states hj and hk:

ej = νtanhWj[hj, hk] + bj. (23)

The weighted sum of the hidden states is calculated with attention weights:

sj =
n

∑
k=1

αjkhk. (24)

The final output value considers the weighted sum of the hidden states, current input
values and last hidden states:

hj = f (sj, hj, cj), (25)

where f (.) is the LSTM function.

3. Case Study
3.1. Data Preparation

We utilize the customer load data from the Ausgrid distribution network in Sydney
and the NSW region, including 300 customers’ load and PV data with 365 days [25]. We
select 200 customers’ data with 300 days and aggregate them into 5 aggregated customers,
with a time resolution of 30 min. Each aggregated customer includes 35–45 m’ data, with
the consideration of avoiding overly large or small load values. We divide these data into
the training set, validation set, and test set, with 150 days, 40 days, and 10 days, respectively.

3.2. Clustering Results

We utilize the improved adaptive K-means clustering algorithm to recognize load
patterns. For each aggregated customer, the proposed method adaptively recognizes the
optimal clustering groups with a tolerance of 2.0%. The error index of each aggregated
customer is shown in Table 1. Errtol rapidly drops with increasing k and soon satisfies the
tolerance of convergence.

Table 1. Errtol of each aggregated customer.

Clustering
Number k C1 C2 C3 C4 C5

2 0.382 0.485 0.482 0.462 0.401
3 0.225 0.179 0.168 0.225 0.107
4 0.095 0.041 0.115 0.076 0.057
5 0.085 0.167 0.062 0.083 0.169
6 0.046 0.042 0.011 0.008 0.039
7 0.013 0.036 0.061
8 0.077 0.009
9 0.012

The clustering number of each aggregated customer is 6, 8, 5, 5, 7, respectively. We
calculate their DB and SP indexes with a clustering number ranging from 2 to k, as shown



Energies 2024, 17, 3709 8 of 13

as Tables 2 and 3. Nearly all DB indexes with the chosen clustering number k reach
the lowest values, representing the closer internal density of each clustering group. The
obtained clustering number k has a relatively larger SP index for each aggregated customer.
The SP index results show that the clustering results contribute to improvements with
larger SP results.

Table 2. DB index of each aggregated customer.

Clustering
Number k C1 C2 C3 C4 C5

2 0.0808 0.0454 0.0392 0.0558 0.0497
3 0.0767 0.0606 0.0396 0.0585 0.0679
4 0.0767 0.0514 0.0301 0.0540 0.0579
5 0.0696 0.0569 0.0390 0.0645 0.0465
6 0.0683 0.0543 0.0501
7 0.0417 0.0427
8 0.0344

Table 3. SP index of each aggregated customer.

Clustering
Number k C1 C2 C3 C4 C5

2 28.13 46.94 36.80 37.25 30.95
3 35.50 38.55 35.66 39.08 25.76
4 30.61 41.28 43.09 38.55 27.51
5 33.05 38.78 37.65 34.06 44.61
6 31.48 32.96 25.04
7 30.63 31.48
8 40.17

The clustering centroids of each aggregated customer with the improved adaptive
K-means clustering algorithm using the training dataset are shown in Figure 3. Customer
names and clustering group centroids are shown above each figure and shown in the
legend. For example, “C1” represents the aggregated customer 1 with six clustering group
centroids G1–G6. These clustering results have large differences in the late afternoon peak
load and forenoon load. Meanwhile, the loads at mid-night and early morning in different
clustering groups have similar values.
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The recognized patterns of each aggregated customer result in obvious differences in
their load variations and are mainly divided into three types: large, medium, and small
load variations. Large load variation patterns can be easily recognized in each aggregated
customer, such as G2. Small load variation patterns usually have more differences in the
afternoon and night. Some special load patterns are also recognized with the improved
adaptive K-means algorithm, such as load pattern G3 with morning and afternoon peak
loads. These load patterns help forecast their load variation trends.

3.3. STLF Results

We design the bi-directional LSTM neural network with an attention mechanism and
utilize the 150-day data for training using Pytorch. The bi-directional LSTM neural network
performs STLF for each type of recognized load patterns. We validate this method on
the 40-day validation dataset and test its performance on the 10-day test dataset. All the
training and tests are running on a computer with an Intel i5-9300 h CPU with 2.4 GHz and
16 GB memory.
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We assess the validation and test results using root mean squared error (RMSE) and
mean absolute percentage error (MAPE):

RMSE =

√√√√√ n
∑

i=1
(yi − ŷi)

2

n
, (26)

MAPE =
100%

n
×

n

∑
i=1

|1 − ŷi
yi
|. (27)

Their results are shown in Figure 4. In the validation set, the proposed method
achieves an RMSE ranging from 0.1020 to 0.1721 and an MAPE ranging from 0.7019% to
0.8035%, while it performs worse in C1, C2, and C5 in the test set compared with the results
in the validation set. In C3 and C4, the proposed method achieves a better performance in
the test set with RMSE of 0.1587 and 0.1207 and MAPE of 0.8021% and 0.7874%.
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Figure 4. RMSE and MAPE results of validation set and test set.

We display the STLF results of both the validation set and the test set, as shown as
Figure 5. The STLF results show that the proposed method achieves a good performance
on both the validation set and the test set of each aggregated customer. We also find that
the load forecasting errors during 11:00–14:00 and 19:00–21:00 are usually higher than other
time periods, as shown as Figure 6. We notice that forecasted load errors only exceed
0.4 kW in several specific time points and that most forecasted load errors are smaller than
0.2 kW. The reason may rely on the forecasting errors arising from multiple load patterns
during these time periods, leading to higher RMSE. However, the slightly forecasting
errors during mid-night or early morning may result in higher MAPE, as the load at these
time periods are relatively lower.
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(d) Forecasted load errors in the validation set and test set of C4; (e) Forecasted and real load in the
validation set and test set of C5.
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4. Conclusions

This work examines short-term load forecasting to reduce the forecasting errors of
residential load with a higher penetration of EV and DR programs. We formulate the hier-
archical STLF framework with three parts: data preparation, improved adaptive K-means
algorithm, and bi-directional LSTM neural network with an attention mechanism. We
propose the improved adaptive K-means algorithm for load pattern recognition, where
exploration steps are introduced to avoid local sub-optimal clustering centroids. The
adaptive clustering number choosing scheme is also designed to choose the acceptable
clustering number while maintaining fewer clustering groups to alleviate the difficulty
of load forecasting. We apply the absolutely relative MSE changes as the tolerance for
convergence and utilize MSE, DB, and SP indexes to evaluate the algorithm performance.
Bi-directional LSTM neural networks with an attention mechanism are designed for fore-
casting loads for each load pattern. We introduce the attention mechanism to filter and
update important load information and improve forecasting accuracy. The bi-directional
LSTM also benefits information utilization with both past and future information extrac-
tion. We test the performance of the proposed hierarchical STLF framework on actual
load datasets. The results show that the proposed framework effectively recognizes load
patterns and achieves MAPE around 0.75% in both validation and test sets. In future work,
we would improve deep neural networks to reduce the training difficulty and improve
accuracy. Traditional STLF methods should be combined with machine-learning methods
to achieve a better performance.
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