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Abstract: Model predictive control (MPC) performance depends on the accuracy of the system
model. Moreover, the optimization algorithm of MPC requires numerous online computations. These
inherent limitations of MPC hinder its application in power electronics systems. This paper proposes
a two-part solution for these challenges for a three-phase inverter with an output LC filter. The first
part of the control scheme is a linear and modified model-free approach based on the auto-regressive
structure (ARX) with exogenous input. The second part is the computationally efficient optimization
algorithm based on the active set method to solve the optimization problem of the MFPC. The
objective of the control scheme is to regulate the output voltages of the inverter in the presence
of constraints. The constraints are the maximum admissible filter current and optimal duty cycle
to avoid any damage to the system. To validate the performance of the proposed control scheme,
simulations and hardware-in-loop (HIL) real-time investigations have been performed, comparing
the results of the proposed approach with the model-based predictive control. The results showcase
the computational efficiency and effectiveness of the MFPC approach, demonstrating its potential for
overcoming the limitations of traditional MPC in power electronics systems.

Keywords: Model predictive control; data-driven control; system identification; optimization; control;
LC filter; inverter

1. Introduction

Three-phase inverter with an LC filter is the most commonly used topology for pro-
viding sinusoidal voltages with low total harmonic distortion (THD) [1]. This topology
has a lot of significance for applications which require pure sinusoidal voltages at their
output such as uninterruptible power supplies (UPSs), electric drives, and the integration of
distributed energy resources (DERs) with the AC grid [2—4]. The primary control objective
for this topology is to regulate the output voltages to the desired reference levels while
considering system constraints such as maximum permissible filter current or limitations
on the input [5].

Model predictive control (MPC) is a viable option for constrained power electronic
systems due to its ability to systematically handle constraints, its simple design concepts,
and its fast dynamic response [6]. Both versions of MPC, implicit [7] and explicit [8],
have been proposed for power converters. Implicit MPC has been applied to three-phase
inverters with LC filter [5]. To reduce the computational burden of implicit MPC, explicit
MPC has been proposed for PWM inverters [6]. However, regardless of whether implicit or

explicit MPC is used, as a model-based approach, the performance of MPC is dependent on
the accuracy of the system model [9]. Any mismatch in the system model can significantly
affect controller performance. Additionally, a major drawback of implicit MPC is the high
computational requirement to determine the optimal control action [10].

Model-free predictive control (MFPC) has been proposed to eliminate the dependence
Attribution (CC BY) license (https:// Of MPC on the system model [11]. MFPC consists of two parts: a model-free approach
creativecommons.org/licenses /by / and predictive control (PC) [12]. The model-free approach estimates the future behavior
40/). of system variables, while the predictive controller uses a cost function as a criterion to
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determine the optimal control action. Additionally, MFPC handles constraints in the same
systematic way as MPC. Due to these advantages, MFPC is increasingly being applied to
power converters [13].

A finite control set model predictive control (FCS-MFPC) has been proposed for
voltage source inverters with a first-order filter at the output [14]. However, due to the FCS
approach, this control scheme suffers from variable switching frequencies. Furthermore,
system constraints are not included in the proposed FCS-MFPC. FCS-MPC has also been
proposed for grid-forming inverters with LCL filters [15]. The proposed FCS-MFPC cost
function incorporated a switching penalizing term to reduce switching effort and a voltage
tracking error term to better track capacitor voltages. However, the proposed approach
does not include the system constraint of the maximum permissible filter current. An FCS
data-driven predictive control has been proposed for the electric drives [16]. The proposed
approach regulates the stator current in the presence of constraints on the stator current.
However, there are no constraints that can deal with the variable switching frequency of
the FCS-MPC.

To solve the problems mentioned above, this paper proposed a model-free predictive
control that is computationally efficient and does not require the physical model of the
system. The contributions of this paper are summarized as follows:

*  The proposed approach uses a continuous control set-based MFPC to control a three-
phase inverter with an LC filter in the presence of the system constraints. The CCS
approach eliminates the problem of variable switching frequency and provides sinu-
soidal voltages of low THD.

*  The model-free approach uses an auto-regressive structure with exogenous input
(ARX) to estimate the system dynamics. ARX is a linear parametric model that reduces
the complexity of the proposed approach. Moreover, a well-established method of
recursive least squares (RLS) is available to be used to estimate ARX parameters.

*  The system constraints of the maximum permissible filter current and duty cycle
constraints are part of the control.

* A computationally efficient optimization algorithm based on an active set method
(ASM). The computations of ASM depend on the number of constraints. The system
constraints are reduced by combining the constraints of the maximum permissible
filter current and duty cycle due to their dependence on each other.

* A detailed stability analysis of the proposed MFPC has been presented using the
Lyapunov theory.

The organization of this paper is as follows. Section 2 discusses the mathematical
modeling of the system. Section 4 explains MFPC formulation for the three-phase inverter
with LC filter. Section 7 discusses the simulation results of the proposed MFPC approach
and its comparison with MPC. Finally, Section 10 concludes the paper.

2. System Modeling

A two-level three-phase inverter with LC filter is shown in Figure 1. Each leg of the
inverter has two switches that will operate in complementary mode. i, if, and iz are the
filter currents with a filter inductance of L in each phase. vy, vy, and v, are the output
voltages of the inverter with a filter capacitance of C in each phase. A balanced three-phase
and unknown load is connected at the output of the inverter and it draws current iy, iy
and ioc. The input of the inverter is the constant DC voltage v,,.
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Figure 1. Three-phase inverter with LC filter.

2.1. Continuous-Time State-Space Model

The states of the switches S1-S¢ are represented by the switching signals S;, S, and S..

These switching signals are defined as

|

ifS;=1and S, =0
if S;=0and S, =1

ifS3:1andS4:O
inganndS4:1

if Ss =1and S¢ =0
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€)

The continuous state-space form of the three-phase inverter with LC filter is defined as:
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(4)

The system in (4) is a non-linear system because of the switching signals S, Sy, and .

2.2. Discrete-Time State-Space Model

To linearize the system described in (4), we use the state-space averaging [3] technique.
Moreover, to obtain a discrete-time state-space, we will use a zero-order-hold model [5].
The linear and discrete-time model is defined as

Xg41 = AmXp + Bt + Bapio i

(5)
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with
A, =e45, B, = OTS eATBdt, By, = fOTS eATB,dT,
ifak
i .
l-fb,;: (da,k - 0'5) Vdc Loak
X = vfc,k g = | (dpk = 05) Vi |, dok = |lobk |-
s (dc,k - 0'5)Vdc Lock
Obn,k
Ocn,

d, k., dp i, dc . are the optimal duty cycle for leg A, leg B, and leg C, respectively. T; is
the sampling time and we assume that at any instant d, y + dp, x +d. = 1.5 [17].

3. Autoregressive Representation of the System

In the model-free approach [18], the system is considered as a black box. The model-
free approach uses input and output data from the black box to find its model. There
are two types of model-free approaches, parametric [19] and non-parametric [20]. In this
paper, we are using a linear parametric model-free approach known as auto-regressive
with an exogenous input (ARX) model [21]. The rationale for using an auto-regressive with
exogenous input (ARX) model is its better performance even in the absence of unmodeled
non-linearities. Moreover, there are well-established methods for estimating the parameters
of ARX such as the recursive least squares (RLS) [22] method. The relationship between
output filter currents and input duty cycle is defined as

. fa(7—-1
(k) = Sz (o= 05) Vi ©
. fo(z-1
ifp(k) = iﬂ,((él))(db,k —0.5)Vye 7)
. fe(7—1
(k) = 7o) (dox = 05) Vi ®

Ban (k) = m(dmk —0.5) Vg )
. an Z*l
Opu (k) = Abn((z_1))(db,k —0.5) Vg (10)
. Bcn(Z—l)
Oen(k) = m(ﬂlc,k —0.5) Ve (11)
with
Bz ) =biz '+ b3z 2 ... + b,z " (12)
where x = fa, fb, fc,an,bn, cn
Az Y =1+alz  +adz 2 4.+ ay,z " (13)

where y = fa, fb, fc,an, bn, cn.

The variables n4 and np define the order of the ARX structure. The higher the
order, the higher the accuracy of the estimation will be. However, a higher order will
increase the computations. The choice of 114 and np should be such that it estimates the
system dynamics and does not require too many computations. After rearranging (6)—(8),
the estimated currents will be

{fu,k = —a{”ffa,k,l — s — tl{,i ffa,kfn,q + b{adu,k,1 + ... + bijib;da,kfng (14)
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lfh,k = —ﬂ{ lfb,kfl — e — a{iA lfh,kfn/\ + b{ db,kfl + ... + bilrgdb,kfng (15)
2 c» c 2 c c
lfek = —11]1( Lfek—1 = weeme — a{lAlfC,k—?lA + b{ dc,k—l + . + bﬁgdc,k—ng (16)
After rearranging (9)—(11), the estimated output voltages will be
ﬁun,k = —a‘lmﬁan,k,1 — e — a[rllt:ﬁan,kfn,q -+ btlmdu,kfl + eeen + bﬁgdu,kfng (17)
~ bn 4 bn b
Opnk = _alnvhn,kfl — e — an’;vbn,k,nA =+ blndb,kfl + ... + b?zrédb,kfng (18)
Oenf = —ﬂinﬁm,k_l — s — ﬂ;y; ﬁcn,k—nA + bﬁndc,k—l + .. + bz';dc,k—nlg (19)

The unknown parameters of the ARX structure will be in vectors 01, 03, 03,64, 65 and 6.

01 = [—af"..—afl b"..0f1] (20)
0= |~al’..—aff, o['..0f}] (21)
05 = |~al.. S b]"..b)] (22)
0y = [—af"...—al"  bI"..b7] (23)
05 = [—al...—al"  bbn. bl (24)
0 = [—as"....—ag  b§"...b ] (25)

The past and present values of data that include input and output will be in the
regressor vectors ¢1, o, $3, P4, ¢5, and ¢e.

Pk = [ifap 1, o ks (dag1 = 05)04e, o (dny —05)0g]  (26)
Pok = [ifh 1 v bk nys (A1 — 0.5)0des oy (dpjny — 05)040]  (27)
O T A ek nr (dej1 — 0.5 04, v (dej_ny — 05)0a]  (28)
e [ Vanj—npr (Aak—1—0.5)04c, e (Ag—pny — 0.5)04c] (29)
P5k = [OUbnf—1s ceeereeeeeveeceennn. Opni—nyr (Aaj—1 — 0.5)04c, v, (daf—ny — 0.5)v4c]  (30)
g L Venje—nyr (Aaj—1—0.5)04c, ooy (dj—ny —05)v4:]  (31)

3.1. Parameter Estimation Algorithm

Recursive least squares (RLS) [22] is a well-established method to estimate the param-
eters of the ARX model. The following three equations define the algorithm.

0 = 0r_1 + Grex (32)
G — D1 (33)
P Pe—adre+ A
P(K) = 1 (1~ G(R)$T (k) P(k — 1) ()
e(k) = i(k) — ¢7 (k)0 (k —1) (35)
3.2. Future Values
Using (35), the estimated future values of the filter current will be
Lokl = ¢}a,k+1éfa,k (36)
Ikl = ‘P}h,k+1é bk (37)
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leki1 = Pferi1Ofek (38)
Using (35), the estimated future values of the output voltages will be
Oamjes1 = Py s 10an e (39)
g = Ppy s 40
Obnj+1 = Ponk+1%m (40)
Bonjer1 = Pens10en (41)

4. Problem Formulation

The objective is to regulate the output voltages of the inverter while respecting the
filter current and duty cycle constraints. The cost function is defined as:

re ~ 2 . .
J= Z (v].n{karl —Ojniy1)”, withj=a,b,c (42)
j=ab,c
v]r.zf x+1 is the reference voltage and 0, 11 is the estimated voltage that we obtain from the

model-free approach. We are using a single-step prediction horizon which is not common.
However, we are using a single-step prediction horizon because a three-phase inverter with
an LC is a stable minimum-phase system. To avoid overshoot in the filter current which
will distort the output voltages and can damage the components, the constraint on the filter
current will be defined as

Inin < ifj,k+l < Lpax, withj=a,b,c (43)

To avoid any impossible duty cycle and damages to the system, the constraint on the duty
cycle will be defined as

Amin < djx < dmax, withj=a,b,c (44)

Using (42)—(44), the optimization problem is defined as:

minimize [= ) (v]rflf 1~ ?}]‘nlk+l)2 (45a)
j=ab,c

subject to  dyi < d]',k < dmax (45Db)

Imin < ifj,k+1 < Iiax (45C)

5. Controller Formulation

According to (45), the cost function and constraints of each phase are independent
from each other. This helps us to simplify the problem by designing the controller for each
phase separately. Moreover, for convenience, the order of polynomials in (13) and (12)
areny = 3 and np = 2, respectively. Using (45), the optimization problem for phase A is
defined as:

minimize [, = (v;;{kﬂ — ﬁan,k+1)2 (46a)
subject to  dyin < dyx < diax (46b)
Lpin < ifa,k+1 < Iimax (46¢)

There are several methods available in the literature to solve the optimization problem
defined in (46). Two main types of algorithms are the interior point [23] and the active
set method [24]. In this section, we are proposing a tailored active set method to solve
the optimization problem. The computational requirement of an active set method grows
exponentially with an increase in the number of constraints. However, due to the structure
of our system, we reduce the number of constraints by using the relationship between the
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duty cycle and filter current. Using Equation (36), the relationship between the duty cycle
and filter current will be

I ffa,k+1 + a{aifu,k + aéaifu,k—l + ajgraifu,k—z - bga(da,k—l —0.5)v,,

ak —

/ bfa
1

+05 (47)
Udc

The relationship between d, , and i, is monotonic. As a result, we can combine the
constraints of the filter current and duty cycle as follows

max{dminr dlmin} < da,k < min{dmax/ dlmax} (48)
The unconstrained optimal duty cycle is obtained by differentiating (45a) with respect
to d, k. To obtain the optimal d, x,
J
Ea— (49)
da,k
erf 1 + a%nvun,k + agnvan,kfl + agnvan,k72 - bg" (da,kfl - O'S)Udc

an,k+
dyp = o +05  (50)

If d,, . satisfies (48), then (50) will be the optimal duty cycle. If d, x does not satisfy (48),
then we need to compute d,,,;,, for I, and d .y fOr Ly using (47). After this step, we need
to compute the cost for min{dax, dy,,. } and max{d,,i,, djmin }. The set that has minimum
cost will be the optimal duty cycle. The proposed scheme to compute the optimal duty
cycle is given in Algorithm 1. The proposed MFPC block diagram is shown in Figure 2.

Algorithm 1: Proposed model-free predictive control

1 Compute unconstrained duty cycle using (50).

2 Compute dy,,;, by keeping i}if = Ipin in (47).

3 Compute dy,,, by keeping i;‘;f = Ly in (47).

a if max{dyin, dimin} < dpr < min{dyax, d1pax} then

5 | The unconstrained duty cycle is the optimal duty cycle
6 else

7 Compute cost J; using (46a) for d, = min{dmax, drmax }
8 Compute cost ], using (46a) for d, x = max{dyin, d1min }
9 if ; < ], then

10 L da (k) == min{dmgx, d[max}

1 else

12 L da,k = max{dmin/ dlmin}

ref

_Vm,k% —V,n,me

CCS-Predictive

Estimation —Vjo.
s Control

F—d— PWM |—5.5,...5—>

— i

Figure 2. Controller block diagram.

6. Stability Analysis

The stability of model-free predictive control (MFPC) with constraints is a complex
problem. This section explains the stability of unconstrained MFPC for phase A. The stabil-
ity analysis for phases B and C will follow the same process. For convenience in stability
analysis, we convert (39) into a state-space form with n4 = 3 and np = 2.
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—aﬁ*” —a3" ag”’ 1

X1 = 1 0 0 [x+ |0 [(da,k — O.S)Z)dc] 51
o 1 0 0 (1)

Vang = (b1 b2 O]xi + [0] [(dx — 0.5)04c]

Using (46a) and (51), the optimal d, x is
ref
v kx(k

do(k) = Skl k) L o5 (52)

o CB’UdC O4c

with k = E—’g using optimal d, ; from (52) in (51), the closed-loop state-space model is
defined as:

A U ) PP,
X1 = [ (1) (1) 8 Xe+ 8 [(Cng — 5o +05-05)0, (53)
Vg = [b1 b2 0]xg
The closed-loop state-space model in (53) is written as:
X1 = AcXg + Beu (54)

Oank = Ccl Xk

with

Ag=A—Bgk, By = %/ Ca=C.
We used Lyapunov stability criteria to analyze the stability of the closed-loop system (51).
The Lyapunov function is defined as

re T/ re
Jay = (Uunf,'k_'_] - Uan,kH) (U,mf,k+1 - Uzm,kJrl) (55)

According to Lyapunov stability criteria, the following condition should satisfy:

Jak —Jaj—1 <0 (56)

If u* is the optimal input for (54), then v;if k1 and v, ;41 are defined as
Upriar = CaAaxy” + CaB’ (57)
Vanje+1 = CarAcxx + CoBou® (58)

ja,k+1 = (CclAcleEf + Ccchlu* - CclAclxk - Ccchlu*>T(CclAclx]z€f + Ccchlu*

(59)
—CoAqxy — CyqBu*) = (CAer)TCAey
ok = (@ = 00T (@} = 0¢) = (Caer)T (Carer) (60)
Jajt1 — jak = €ti1ks1 —ef xex = (CAex)TCAey — ef CLCerey (61)
Jagi1 = Jag = i (AGCHCaCa Al — CiCa)ex (62)

To satisfy the Lyapunov stability condition, the following condition is proposed:

((CclAcl)TCclAcl - CCTZCCI) <0 (63)
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The eigenvalues of (63) are negative which proves that matrix ((CyA¢) T CyAq — CLCy) is
negative definite. This fulfills the Lyapunov stability condition (56). Hence, the closed-loop
system (54) is asymptotically stable.

7. Results

This section presents simulation and high-fidelity model results to validate the per-
formance of the proposed scheme. Two main scenarios are the performance of the MFPC
in the presence of constraints on the filter current and duty cycle. The second scenario
discusses the comparison of the proposed MFPC and MPC for a model mismatch.

The simulations have been performed in Matlab/Simulink. For high-fidelity model
results, hardware in-loop (HIL) real-time simulations have been performed in Typhoon 604.
The parameters for the experimental and simulation results have been shown in Table 1.
The order of the polynomials AY(z) and B*(z) are ny = 3 and np = 2, respectively.

Table 1. Parameters.

Parameter Value
Inductance of LC filter 1 [mH]
Capacitance of LC filter 40 [uF]
Sampling time Ts 20 [usec]
Inverter input DC voltage V; 520 [V]
Reference voltage 200 [V]
Inductive load inductance 10 [mH]
Inductive load resistance 20 Q)
Maximum filter current I,y 12 [A]
Minimum filter current I,,,;,, —12[A]
lambda (A) 0.9

7.1. Steady State Performance

Figure 3 shows the simulation results of the proposed approach for an inductive load
with L = 10 mH and R = 20 Q). The inductive load turns on at 5 msec. The controller
regulates the output voltages in the presence of the constraints. During the start time,
the capacitor draws a large amount of current; as a result, there is some distortion in
output voltages. However, due to constraints on the filter current, the controller limits the
overshoot between ;5 and I,,;;,. The filter currents violate the constraints slightly because
of the state-space average method that neglects the switching behavior [25].

- 200 20
= 100 < 10 f\
o (&)
=" e )
= 0 - O RPN | x \ x
= -100 = -10}
= 20
-200 B
0] 0.05 0.1 (o] 0.05 0.1
Time [s] Time [s]
= 10 : ]»
—_ [\ _cu 0.8
o
=] - I
! 0.6
- 0 ==
._-8 \ © 0.4
,8 =)
-— -10 0.2
(0]
0] 0.05 0.1 (0] 0.05 0.1
Time [s] Time [s]

Figure 3. Simulation results of the proposed MFPC in the steady—state.



Energies 2024, 17, 3761

10 of 13

Figure 4 shows the HIL results of the proposed approach for an inductive load with
L =10 mH and R = 20 Q). Figure 4a shows that the proposed approach regulates output
voltages va,, Upy,, and ve, at the desired reference. Figure 4b shows that filter currents I far
Iy and I fc Temain within the constraints I;;;x and I;,;,,. Moreover, Figure 4c shows that the
optimal duty cycles d,, dy,, and d. also remain within the constraints dy,x and d,,;,,. The
inductive load currents iy, iy, and iy are shown in Figure 4d.
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Figure 4. HIL result: Steady—state performance of the proposed MFPC. (a) Output voltages
Van, Upn, Uen- (b) Filter currents ifa, ifb, ifc. (c) Duty cycles dg, dy, dc. (d) Output currents ioa, iyp, ioc-

7.2. Model Mismatch Performance

Figure 5 shows the HIL results of the proposed MFPC and MPC for an ideal model or
nominal values of L and C. The comparison of Figure 5a,b shows that for an ideal model,
the performance of the proposed MFPC and MPC is similar.

Tek Run Triga ol Trigid

OO000COn00o0N- YXWWX\ U000
MM WJW W M A WW M

-200 -200
@ 100V~ @ 100V mnm maks/ ® 7 |24v] (@ 1.00v ~ @ 100V
lls,

S
3

mnw @ 7 12V
| nts

(a) MPC (b) MFPC
Figure 5. MPC and MFPC performance for Cx1 and Lx1.

Figure 6 shows the performance of the proposed MFPC and MPC for a change in
the value of C by 30 percent while the value of L remains nominal. In this scenario,
a comparison of Figure 6a,b shows that the proposed MFPC is still regulating the voltages.
However, the MPC has a poor performance for change in the value of C.

Figure 7 shows the performance comparison of the proposed MFPC and MPC for a
change in the value of L by 30 percent while the value of C remains nominal. Figure 6a,b
show that the proposed MFPC gives much better output voltage compared to MPC.
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Figure 8 shows the HIL results of the proposed MFPC and MPC for change in the value
of L and C by 30 percent. A comparison of Figure 8a,b shows that the MFPC performance
for regulating the output voltages is better than the MPC.
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Figure 8. MPC and MFPC performance for Cx0.3 and Lx0.3.

8. Converter Efficiency

The choice of switching frequency plays a crucial role in the converter’s efficiency.
A higher switching frequency results in higher switching losses, and vice versa. To demon-
strate the advantage of the proposed CCS-based MFPC, the efficiency of the inverter is
computed for both the proposed MFPC and the FCS-MFPC [14]. Figure 9 shows the input
and output power comparison of the inverter for the proposed MFPC and the FCS-MFPC.
The efficiency of the inverter with the proposed MFPC and FCS-MFPC is = 91% and
n = 86%, respectively. This comparison shows that the proposed approach has fewer
switching losses compared to FCS-MFPC and achieves an efficiency greater than 90%.
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Figure 9. Input and output power of inverter for proposed MFPC and FCS-MFPC.
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9. Computational Efficiency

We used simple criteria for measuring the computational efficiency of the algorithm.
In this criteria, we computed the number of computations of the algorithm when obtaining
an optimal control action. We compared the computational efficiency of the proposed
approach with the conventional FCS-MFPC [14]. The computations of the proposed ap-
proach and FCS-MFPC are summarized in Table 2. The computations of both algorithms
for different values of the model order are shown in Figure 10. The proposed approach
requires three times less computations than the FCS-MFPC for any value of n4 and np.
Computational efficiency will help to operate the controller at a higher switching frequency
and its implementation on low-cost hardware or a trade-off.

Table 2. Computations of the proposed MFPC and FCS-MFPC.

Algorithm X[+ +—
Proposed MFPC 6(ng+ng+1) 6 (ng+npg+2)
FCS-MFPC 24 (ng +ng+1) 24 (n4 + np)
550 T T
450
£ 400
g
a 350
£
3 300
% 250
£
3 200f
150 | o -
100 B T o
50 ‘ ‘ ‘ ‘ ‘
4 5 6 7 8 9 10

Order(nA+nB)
Figure 10. Computational comparison of proposed MFPC with FCS-MFPC.

10. Conclusions

This paper has presented an improved CCS-MFPC for a three-phase inverter with an
LC filter. Further, the paper has proposed a computationally efficient tailored active set
method to solve the optimization problem of the MFPC. The constraints on the maximum
admissible filter current and duty cycle are part of the control scheme. Due to the CCS
nature which has a fixed switching frequency compared to FCS, the design of the output
LC filter is an easy task. Moreover, the computational efficiency of the algorithm is three
times compared to the conventional FCS-MFPC. This computational efficiency helps to
operate the controller at a high switching frequency and implementation of the controller
on low-cost digital hardware. Results have shown that the proposed controller regulates
the output voltages subject to constraints on the duty cycle and filter current. Further,
in case of a model mismatch, the overall performance of MFPC is much better compared
to MPC.
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