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Abstract: The integration of renewable sources, such as hydro, wind, and solar power, into electrical
systems has profoundly transformed the sector’s dynamics. The inherent intermittency of these
energy sources, due to the uncertainty associated with inflows, winds, and solar irradiation, intro-
duces considerable challenges in the operation and planning of the electrical system. In this context,
demand response emerges as a promising solution to handle the fluctuations in renewable generation
and maintain system stability and reliability. Therefore, this study presents a new approach to the
demand response program through the modeling of an optimal power flow problem to minimize
operational costs, considering the uncertainties in hydro, wind, and solar generation by applying
the Conditional Value-at-Risk (CVaR) risk metric. The mathematical modeling of the problem was
conducted, and the problem was solved using the MINOS solver. To validate the model, simulations
were carried out using modified IEEE systems of 14, 30, 57, and 118 buses, considering operation
planning for the next 24 h. Furthermore, sensitivity analyses were performed by altering the CVaR
parameters. As a result of the simulations, the total operational cost, electrical losses, and hourly
generation at each bus by source type were determined, highlighting how CVaR impacts the operation
of this type of system.

Keywords: CVaR; demand response; intermittent generation; optimal power flow

1. Introduction

Demand response (DR) mechanisms in electrical systems have been increasingly grow-
ing worldwide in recent years. The operational flexibility provided by these mechanisms
becomes progressively more important as grids become more congested and increasingly
dominated by intermittent generation sources such as wind and solar [1]. The International
Energy Agency (IEA) noted that the presence of DR in electrical systems is expected to
continue accelerating until 2050, with the availability of DR worldwide anticipated to
increase tenfold from 2020 to 2030 [2].

The integration of intermittent renewable energy sources, such as solar and wind,
imposes significant challenges on the operation of electrical systems due to their variable
and unpredictable nature [3]. To address these challenges, demand response (DR) emerges
as a strategic solution, offering the necessary flexibility to balance supply and demand in
real-time. However, the increasing intermittency and variability of renewable generation
demand more sophisticated approaches for managing power flow in electrical systems
subject to these uncertainties [4].

The optimal power flow problem given the uncertainty of intermittent generation is a
significant challenge in the operation of electrical systems that utilize renewable energy
sources, such as wind, solar, and, to a lesser extent, hydro power. The uncertainty associated
with intermittent renewable energy generation can lead to inefficient operation of the
electrical system, with negative impacts on the quality of supplied power, system security,
and operating costs. To address the stochasticity in the optimal power flow problem,
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various approaches exist, including stochastic programming, Monte Carlo simulation,
machine learning, and the use of risk metrics [5,6].

In stochastic programming, the problem is formulated as a mathematical program
that takes into account the uncertainty in intermittent renewable energy generation, using
techniques such as Markov chains to model the dynamics of uncertainty scenarios. In
Monte Carlo simulation, multiple scenarios of intermittent renewable energy generation
are generated from historical data or statistical models, allowing the evaluation of system
performance and obtaining the optimal solution. Machine learning, a subfield of artificial
intelligence, deals with computational algorithms that can be improved through training
data without explicit programming, presenting itself as a fundamental tool for modeling the
uncertainty associated with intermittent generation. This allows quantifying the probability
of different generation scenarios and adjusting model parameters after training [7]. Finally,
the Conditional Value-at-Risk (CVaR) risk method, widely used in economics, indicates
the average size of potential losses in a generation or storage system over a specific period,
considering adverse scenarios, thus offering a comprehensive measure of risk by including
the average excess loss [7,8].

The choice of CVaR for handling uncertainties in renewable generation in the day-
ahead operation planning problem was motivated by its ability to provide a robust and
conservative assessment of the risks associated with these uncertainties. Although methods
such as Markov chains and machine learning have been explored in other studies, CVaR
stands out for its direct applicability in contexts where minimizing extreme losses and
capturing the tail behavior of probability distributions are crucial. Unlike a Markov chain,
which models state transitions based on conditional probabilities, and machine learning ap-
proaches, which often require large volumes of historical data and can introduce additional
complexity into the modeling, CVaR offers a more transparent and interpretable solution for
incorporating risk into power flow optimization. This characteristic makes it particularly
suitable for operation planning problems, where mitigating adverse scenarios is a priority,
enabling more effective management of the uncertainties inherent in renewable generation.

1.1. Utilization of Demand Response in Operation Planning

The integration of DR into operation planning has become increasingly crucial in opti-
mizing energy management and enhancing the flexibility and reliability of power systems.

Duan [3] addressed the challenges of demand-side power consumption variation by
proposing a day-ahead scheduling model that incorporates price-based demand bidding,
allowing for price-elastic demand responses. Using simulations on the IEEE 30-bus system,
the study demonstrated that integrating price-elastic demand bids can effectively balance
demand fluctuations, enhance social welfare, and increase the surplus for load-serving
entities. Jiang et al. [9] developed an optimal real-time pricing model based on demand
response, designed to encourage customer participation in electricity market operations.
The model was validated using the IEEE 24-bus system, further demonstrating the effec-
tiveness of DR in modern power grids. Heydarian-Forushani et al. [10] further expanded
on this by presenting a novel linear framework for optimizing DR programs, focusing
on determining the optimal location, type, and penetration rate of DR initiatives within
the network-constrained unit commitment. Their methodology, tested on the IEEE 24-bus
system, emphasized the importance of selecting appropriate DR strategies based on cus-
tomer price elasticity to maximize the benefits of DR programs. Sun et al. [11] proposed a
day-ahead optimal scheduling strategy for integrated electricity and thermal systems, in-
corporating multiple types of demand response. Their study highlights the use of situation
awareness technology to address uncertainties in renewable energy sources, demonstrating
how diverse DR mechanisms can improve system energy efficiency and promote renewable
energy consumption.
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1.2. Handling Uncertainties in the Power Flow Problem

The handling of uncertainties in power flow, particularly in the context of renewable
energy integration and load variability, has become increasingly important in ensuring the
reliable and efficient operation of power systems.

In a study by Luo and Zhang [12], a two-stage dispatch model for a Virtual Power
Plant (VPP) was developed to manage uncertainties in wind, solar power, and load. By
using demand response strategies, the model optimizes load profiles and reduces costs,
enhancing the economic stability of the VPP. Lu et al. [13] proposed a robust stochastic sta-
bility analysis approach considering wind speed prediction errors in power systems. Using
Markov modeling and linear matrix inequality techniques, they developed a method to
analyze the stochastic stability of wind power systems under varying transition probability
assumptions, demonstrating high computational efficiency without needing to track the
actual system trajectory. Arun et al. [14] proposed a priority-based load-shifting demand
response strategy to reduce peak demand and balance supply and demand in the presence
of increased renewables, focusing on residential markets. Kang and Lee [15] introduced
a data-driven prediction method for load curtailment in demand response systems, ad-
dressing the uncertainty of customer participation by using a weighted ensemble model
to predict energy reductions more accurately based on electricity consumption data and
past demand response events. Miraftabzadeh et al. [16] reviewed the potential of ma-
chine learning techniques in power grids, emphasizing their advantages over traditional
methods, particularly in providing accurate short-term power flow forecasts with greater
computational efficiency, scalability, and potential applications in smart grids. Khaloie
et al. [17] provided an overview of machine learning applications in solving the optimal
power flow problem, highlighting how recent advances in machine learning can help grid
operators address the computational challenges of real-time optimal power flow solutions,
thereby enhancing the efficiency and reliability of power system operations.

1.3. Application of CVaR in the Power Flow Problem

The application of CVaR can be found in several studies in the literature. Firouz
et al. [18] evaluated the uncertainty of wind generators in the electricity market consid-
ering demand response and risk aversion to achieve profits in their participation in the
energy market. Gong and Wang [19] proposed a coordinated dispatch optimization model
considering demand response and energy storage with the CVaR metric incorporated to
meet risk criteria. Jabr [20] considered a distributionally robust framework to solve the
optimal power flow problem in the presence of intermittent renewable generation. More
recently, Singh et al. [17] analyzed the economic risk of an integrated wind and reversible
hydroelectric generation system where the CVaR risk metric was considered as a risk
assessment tool for a modified IEEE 30-bus system over a 24 h horizon.

1.4. Objectives and Contributions of This Work

In this work, a modeling of electrical systems with a strong presence of renewable
sources and demand response is carried out to evaluate the day-ahead operation scheduling.
Unlike other works, here CVaR is used in handling the information on the availability
of hydraulic, wind, and solar resources available for the day-ahead operation, aiming to
increase operational security.

The simulations were conducted considering the IEEE systems of 14, 30, 57, and
118 buses with the objective of evaluating the total operational cost and electrical losses by
varying the system’s demand response potential and the CVaR parameters.

The main contributions of this work are as follows:

• Contextualization of the problem from the perspective of various authors and evalua-
tion of how CVaR has been used in this type of problem;

• Proposal of a new use of CVaR, where it is applied to the expected renewable resources
in the input of the day-ahead operation problem;

• Modeling, simulation, and analysis of various scenarios to evaluate the proposed model.
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The article is organized as follows: the modeling of the electrical system with demand
response and generation uncertainties using the CVaR metric is presented in Section 2.
Section 3 presents the simulation results for the IEEE systems of 14, 30, 57, and 118 buses.
Finally, the conclusions are presented in Section 4.

2. Modeling of Demand Response and Generation Uncertainties with the CVaR Metric

This section details the modeling of the day-ahead operation planning problem of
the electrical system in the presence of demand response and a significant integration of
renewable generation. In this model, the electrical system is modeled as a linearized power
flow problem, given that the focus of this work is on system operation planning, where
CVaR is applied to the input data of renewable resource availability.

2.1. Demand Response in Electrical System Operation

The electricity produced by generators is dispatched in merit order, starting with
the generators with the lowest marginal cost until meeting the instantaneous demand for
electricity. In most power systems, the spot price of electricity represents the marginal cost
of the highest-cost generator that is injecting power. Figure 1 illustrates the effect of DR
on the elasticity of electricity demand. The inelastic demand in the electricity market is
represented by curve D1. The supply curve S is based on marginal cost, with the lower-cost
generation producing first. The high price P1 associated with the inelastic demand D1
is extrapolated from the intersection point of the supply curve S and the demand curve
D1. When DR measures are introduced, the demand becomes more elastic, represented
by curve D2. The new equilibrium point given by the same supply curve S and the more
elastic demand curve D2 provides a lower price [21].

Figure 1. Effects of DR on the price (P) and demand (Q) of electricity (Adapted from [21]).

2.2. Objective Function of the Problem

Considering that the approach proposed in this work is based on the modeling of
an optimal power flow problem, the objective function is the one that must be optimized
concerning the control variables, within the limits imposed by the constraints. The objective
function of this work is the minimization of the operational cost of the electrical system,
represented by Equation (1), which includes the costs of thermal generation, hydro gener-
ation, and demand response for the 24 h operational planning of the system, detailed in
Equations (2)–(4), respectively. Solar and wind generation are not defined in the objective
function because they are considered non-dispatchable, meaning there will always be
generation as long as solar irradiation or wind is available.

min
24

∑
t=1

NB

∑
i=1

(CTi,t + CHi,t + CDRi,t) (1)

CTi,t = ai·PT2
i,t + bi·PTi,t + ci (2)
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CDRi,t = DRi,t·CostDRi,t (3)

CHi,t = PHi,t·CostHi,t (4)

where i is a bus of the system; NB is the number of buses in the system; t represents the
hour; CTi,t is the cost of thermal generation at bus i at hour t (R$); PTi,t is the thermal
generation at bus i at time t (W); ai, bi, and ci are the thermal generation constants at bus
i (R$/W2, R$/W, R$, respectively); CHi,t is the cost of hydro generation at bus i at hour
t (R$); PHi,t is the hydro generation at bus i at hour t (W); CostHi,t is the unit cost of hydro
generation at bus i at hour t (R$/MWh); CDRi,t is the cost of demand response at bus i at
hour t (R$); DRi,t is the reduction in DR at bus i at hour t (W); and CostDRi,t is the unit cost
of DR at bus i at hour t (R$/MWh).

Hydro generation, in turn, is modeled in cascade, and the hydroelectric production
function that relates the power output of the hydroelectric plant with the reservoir level,
inflow, and spill is provided by Equation (5), which describes the relationship between
the released water and the reservoir head with the power generated by the plant. The
coefficients ch

1, ch
2, ch

3, ch
4, ch

5, and ch
6 are the characteristic factors of the hydro plant h and are

related to the type of turbine and reservoir [22,23].

PHi,t = c1,i·Li,t
2 + c2,i·(Ri,t + Ii,t)

2 + c3,i·(Ri,t + Ii,t) ∗ Li,t + c4,i·Li,t + c5,i·(Ri,t + Ii,t) + c6,i (5)

where c1→6,i are the hydro generation constants at bus i (W.s2/m6, W.s2/m6, W.s2/m6,
W.s/m3, W.s/m3, and W, respectively); Li,t is the reservoir volume at bus i at hour t (m3/s);
Ri,t is the water discharged from the reservoir at bus i at hour t (m3/s); and Ii,t is the inflow
into the reservoir at bus i at hour t (m3/s).

The costs of wind and solar generation are not included in the objective function
because, for the purposes of electrical system operation, these sources are non-dispatchable.
However, the impacts of these sources on the objective function values are relevant, as
their generation directly affects the amount of thermal generation, hydro generation, and
demand response resources dispatched for a given hour of operation, as shown in the
equality constraints.

2.3. Equality Constraints

Equality constraints are those that require a linear combination of the decision variables
to be equal to a constant value. In the proposed model, these constraints at buses i
correspond to the active power balance equation and the power from wind and solar
generation. For the lines ik, the equality constraint is the power flow on the line.

Equation (6) establishes the active power balance relationships of the system.
Equations (7)–(9) describe the total, wind, and solar generation at each bus, respectively.
The impact of demand response on the load at a given bus is represented by Equation (10).
Equations (11) and (12) pertain to the considerations regarding the linearized power flow
in the electrical system.

Pii,t = Pgi,t − PloadRD
i,t − Plossesi,t = ∑

kϵΩi

b′ ik · θik,t (6)

Pgi,t = PTi,t + PHi,t + PWi,t + PSi,t (7)

PWi,t =


0, vi,t ≤ vcutin,i

a1,ivi,t
3 + b1,ivi,t

2 + c1,hvi,t + d1,i, vcutin,i < vi,t < v1,i
a2,ivi,t

3 + b2,ivi,t
2 + c2,ivi,t + d2,i, v1,i ≤ vi,t < v2,i

Pni, v2,i ≤ vi,t < vcutout,i
0, vi,t ≥ vcutout,i

(8)

PSi,t = Ai·ηi·PRi·Gi,t (9)

PloadDR
i,t = Ploadi,t − DRi,t (10)
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Vi,t = 1 (11)

Pik,t =
θi,t − θk,t

xik
+

φi,t − φk,t

xik
(12)

where Ωi is the set of neighboring buses of bus i; k is a neighboring bus of bus i; ik is the line
between buses i and k; Pii,t is the active power injection at bus i at hour t (W); Pgi,t is the
active power generation at bus i at hour t (W); PWi,t is the wind generation at bus i at hour
t (W); Pni is the nominal power of the wind turbine at bus i (W); vi is the wind speed at the
axis of the wind turbine at bus i (m/s); vcutin,i is the cut-in wind speed of the wind turbine
at bus i (m/s); vcutout,i is the cut-out wind speed of the wind turbine at bus i (m/s); v1,i is
the inflection point wind speed of the generation curve at bus i (m/s); v2,i is the start speed
of the nominal speed zone at bus i (m/s); a1,i, b1,i, c1,i and d1,i are the coefficients of the
polynomial describing the generation curve between the cut-in and inflection speeds at bus
i (W.s3/m3, W.s2/m2, W.s/m, and W, respectively); a2,i, b2,i, c2,i and d2,i are the coefficients
of the polynomial describing the generation curve between the inflection speed and the
start of the nominal zone at bus i (W.s3/m3, W.s2/m2, W.s/m, and W, respectively); PSi,t
is the solar generation at bus i at hour t (W); Ai is the area covered by the photovoltaic
generation at bus i (m2); ηi is the efficiency of the photovoltaic panels at bus i (%); PRi is
the efficiency of the photovoltaic system at bus i (%); Gi,t is the solar irradiation incident on
the modules at bus i at hour t (W/m2); PloadDR

i,t is the active load at bus i at hour t after
the DR program activation (W); Ploadi,t is the active load at bus i at hour t before the DR
program activation (W); Plossesi,t is the active electrical loss allocated to bus i at hour t (W);
b′ ik is the nodal admittance value at position ik of the B′ matrix (S); θik,t is the phase angle
difference between buses i and k at hour t (rad); θi,t is the phase angle at bus i at hour t
(rad); θk,t is the phase angle at bus k at hour t (rad); φi,t is the transformer phase shift at
bus i at hour t (rad); φk,t is the transformer phase shift at bus k at hour t (rad); Vi,t is the
voltage at bus i at hour t (pu); and Pik,t is the power flow on the line between buses i and k
at hour t (W).

2.4. Inequality Constraints

Inequality constraints in the optimal power flow problem describe upper or lower
limits for certain variables that must be respected to ensure the safety and reliability of
the electrical system. These constraints include the limits on energy consumption and
generation at the network buses, the individualized generation limits of each asset separated
by the generation source, participation limits in demand response, and active power flow
limits on transmission lines.

The active power generation limits are related to the maximum generation capacity
of each source at each hour and are represented by Equations (13)–(17). The minimum
limits represent the inflexibility of generation for thermal generation and the minimum safe
flow regime for hydro generation. In the case of wind and solar generation, the minimum
limits are zero, representing moments when there is no available renewable resource for
generation. Regarding the system load and demand response, Equations (18) and (19)
represent the inequality constraints that must be satisfied, respectively. The power flow
limits at line ik are represented by Equation (20).

Pgmini,t ≤ Pgi,t ≤ Pgmaxi,t (13)

PTmini,t ≤ PTi,t ≤ PTmaxi,t (14)

PHmini,t ≤ PHi,t ≤ PHmaxi,t (15)

PWmini,t ≤ PWi,t ≤ PWmaxi,t (16)

PSmini,t ≤ PSi,t ≤ PSmaxi,t (17)

Ploadmini,t ≤ Ploadi,t ≤ Ploadmaxi,t (18)
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DRmini,t ≤ DRi,t ≤ DRmaxi,t (19)

Pminik,t ≤ Pik,t ≤ Pmaxik,t (20)

where Pgmini,t and Pgmaxi,t are the minimum and maximum active power generations,
respectively, at bus i at hour t (W); PTmini,t and PTmaxi,t are the minimum and maximum
thermal generations, respectively, at bus i at hour t (W); PHmini,t and PHmaxi,t are the
minimum and maximum hydro generations, respectively, at bus i at hour t (W); PWmini,t
and PWmaxi,t are the minimum and maximum wind generations, respectively, at bus
i at hour t (W); PSmini,t and PSmaxi,t are the minimum and maximum solar generations,
respectively, at bus i at hour t (W); Ploadmini,t and Ploadmaxi,t are the minimum and
maximum active loads, respectively, at bus i an hour t before DR (W); DRmini,t and
DRmaxi,t are the minimum and maximum load reductions, respectively, at bus i at hour
t (W); and Pminik,t and Pmaxik,t are the minimum and maximum power flows, respectively,
on the line between buses i and k at hour t (W).

2.5. Loss Allocation

To consider the active losses distributed across all buses of the electrical system, the
problem must be solved in two stages. In the first stage, electrical losses are considered
null according to Equation (21), and Equation (1) is solved to obtain a vector θ′ik,t according
to Equation (6). The approximate losses are then calculated from θ′ik,t and distributed as
additional loads through the vector Plossesi,t according to Equation (22). The problem is
then solved again with the losses to determine the new value for the objective function and
the phase angles θik,t [24].

Plosses′ik,t = 0 → θ′ik,t (21)

Plossesi,t =
1
2 ∑

kϵΩi

gikθ′ik,t (22)

where Plosses′ik,t is the loss considered in the first stage of the solution; θ′ik,t is the phase
angle difference between buses i and k at hour t in the first stage of the solution (rad); and
gik is the nodal conductance value at position ik of the G matrix (S).

2.6. Managing Renewable Generation Uncertainty Using CVaR

The CVaR risk metric was first introduced by Artzner et al. [25]. CVaR is measured
based on the average of the worst expected losses over a given time interval and a certain
confidence level. In the case of the electric sector, this criterion is applied, for example, by
assigning a higher weight to the worst-case scenarios to enhance the security of system
operation. Mathematically, the CVaR (ϕβ) of a distribution of expected returns can be
formulated according to Equations (23) and (24) [26,27].

∅β = E[z
∣∣z ≥ αβ(x)] (23)

∅β =
∫ +∞

−∞
z.p

(
w
∣∣z ≥ αβ(x)

)
dw (24)

In Equation (23), the variable ∅β represents the expected value or conditional expecta-
tion of a variable z, given that z is greater than or equal to a certain threshold αβ(x). The
term is a notation that represents the conditional expectation of the variable z, given that
z is greater than or equal to αβ(x). The conditional expectation is the average value that
z assumes, given that the condition z ≥ αβ(x) is satisfied. From a probabilistic point of
view, this means that ∅β is the expected average value of the variable z, considering only
the cases where z reaches or exceeds the threshold αβ(x). In Equation (24), p

(
w
∣∣z ≥ αβ(x)

)
represents the conditional density function of a variable w, given that z is greater than or
equal to αβ(x). In other words, this tells us the probability of w given that the condition
z ≥ αβ(x) is satisfied, and the integration over w from −∞ to +∞ indicates that all possible
realizations of w are considered. In Figure 2, Equation (24) is represented graphically.
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Figure 2. Loss frequency distribution and CVaR (Adapted from [28]).

For the proposed model, the inputs are the expected wind, rainfall, and irradiation
curves for the day-ahead operation, which will directly impact the operation due to the
strong presence of renewable sources in the system. The definitions of the renewable
resource are made by applying the CVaR methodology, defining the parameters α and
λ of this metric based on the hourly historical series of the renewable resource for that
specific day of operation, ordered from smallest to largest. Equations (25)–(34) represent
the mechanism used to calculate the renewable resource curves under the CVaR metric.

Ii,t = (1 − λ)·Iavgi
+ λ·CVaRI,α,i,t (25)

vi,t = (1 − λ)·vavgi
+ λ·CVaRv,α,i,t (26)

Gi,t = (1 − λ)·Gavgi
+ λ·CVaRG,α,i,t (27)

CVaRI,α,i,t =
1

αβ

αβ

∑
n=1

In,i,t (28)

CVaRv,α,i,t =
1

αβ

αβ

∑
n=1

vn,i,t (29)

CVaRG,α,i,t =
1

αβ

αβ

∑
n=1

Gn,i,t (30)

Iavgi,t =
1

NT

I

∑
n=1

In,i,t (31)

vavgi,t =
1

NT

v

∑
n=1

vn,i,t (32)

Gavgi,t =
1

NT

G

∑
n=1

Gn,i,t (33)

αβ = INT (NT ·α) (34)

where I is the set of rainfall series (mm); v is the set of wind series (m/s); G is the set of
irradiation series (W/m2); n is the historical series of the respective source; NT is the total
number of historical series; α is the percentage of the worst scenarios to be considered;
λ is the weight of the α% worst scenarios; CVaRI,α,i,t is the Conditional Value-at-Risk of
the α% worst scenarios of the water resource at bus i at hour t (mm); CVaRv,α,i,t is the
Conditional Value-at-Risk of the α% worst scenarios of the wind resource at bus i at hour
t (m/s); CVaRG,α,i,t is the Conditional Value-at-Risk of the α% worst scenarios of the solar
resource at bus i at hour t (W/m); and αβ is the Value-at-Risk.
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2.7. Implemented Algorithm

Figure 3 illustrates the flowchart of the proposed routine for this work. In this sense, the
flowchart presents the mechanism of the proposed algorithm, starting with the application
of the CVaR metric to the renewable resource data, reading the system parameters, and
solving the problem.

Figure 3. Algorithm used for problem solution.

2.8. Computational Implementation

The computational implementation of this work was carried out using the A Math-
ematical Programming Language (AMPL) programming environment. In this context,
Bedrinana et al. [29] tested various solvers for solving the optimal power flow problem
to determine which ones require fewer iterations and less time to solve the problem. The
solvers IPOPT, KNITRO, LOQO, MINOS, and SNOPT were tested on the standard 14-
bus and 57-bus systems, and the conclusion of the study was that the best performances
were obtained with KNITRO and MINOS, both showing similar performances, as these
two solvers presented the fewest iterations and the shortest computational time to solve
the problem.

In this work, the Modular In-core Nonlinear Optimization System (MINOS) solver
was used. This solver uses the primal–dual simplex method to solve linear programming
problems and the Newton method to solve nonlinear programming problems. It is capable
of solving optimization problems involving hundreds of thousands of variables and con-
straints and is especially useful for solving linear optimization problems with very sparse
linear constraints, meaning problems in which most of the constraints are zero [30,31].

2.9. Analyzed Electrical Systems

The 14-, 30-, 57-, and 118-bus electrical systems considered in this study are widely
used test models adapted from the Institute of Electrical and Electronics Engineers (IEEE)
benchmark networks. These systems represent simplified configurations of electric power
transmission networks, where each bus corresponds to a point of interconnection, such
as substations, generators, or loads. The 14-bus system, for example, is a basic model
used in this work for initial validation of methods, while the 30-, 57-, and 118-bus systems
represent more complex networks and are used to test the scalability and effectiveness of
the proposed approaches. The choice of these systems allows for a robust comparative
analysis, as they offer varied and challenging scenarios to evaluate the performance of the
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applied methodologies, such as the integration of renewable sources and the application of
CVaR in power flow optimization.

Electrical systems with 14, 30, 57, and 118 buses adapted from the IEEE were analyzed,
where renewable generations and demand response resources were inserted. Figure 4
shows the diagram of the electrical systems used in this work. The demand response is
represented by the bar graph inserted in the respective bus.

 

(a)  

(b) 

 

(c) 
(d) 

Figure 4. Diagram of the analyzed electrical systems: (a) 14 buses; (b) 30 buses; (c) 57 buses; (d) 118 buses.

3. Evaluation of Case Studies

For the validation of the proposed model, the 14-, 30-, 57-, and 118-bus electrical
systems adapted from IEEE were considered, taking into account the presence of loads par-
ticipating in a demand response program and generators from thermal, wind, photovoltaic,
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and hydro sources. Figure 4 presents the diagram of the electrical systems used in this
work. The demand response is represented by the bar graph inserted in the respective bus.

For the conducted tests, demand response and thermal generation were defined as
dispatchable resources, while wind and photovoltaic generators were defined as non-
dispatchable, meaning the power generated by these plants follows the immediate avail-
ability of the renewable resource. Hydroelectric generation is dispatchable at the base,
meaning it has a significantly lower generation cost than other non-dispatchable sources,
ensuring the priority generation of this resource.

Two main analyses were conducted. In the first analysis, the impact of the CVaR
metrics was verified by varying its parameters in the day-ahead operation scheduling. In
the second analysis, a sensitivity analysis of the operation was performed based on the
availability of demand response in different system configurations. The simulations were
carried out on IEEE standard systems with 14, 30, 57, and 118 buses, and the characteristics
of these systems and the simulation results are presented in the following sections.

3.1. Demand Response Resources

The demand response participating in the system operation was defined in the simu-
lations by determining the participating buses in the program, the time interval for load
reduction availability, the percentage of potential load reduction relative to the forecasted
load, and the price for implementing the load reduction.

The simulations were conducted considering the demand response resource allocated
to specific buses in each system, with an initial reduction potential defined as a percentage
of the forecasted load for a 7 h period, from 1:00 p.m. to 8:00 p.m. As an example, Figure 5
illustrates the integration of a 20% demand response resource at 3 buses within the 14-bus
system. The demand response price was set as the average of all load reduction offers in
the Voluntary Demand Reduction program during October 2021, the last month that the
program was in operation, amounting to R$ 153.22/MWh [32].

Figure 5. Loads of the participating buses in the DR with and without demand response in the
14-bus system.

3.2. Generation Resources

For the buses where wind generation is installed, wind speeds at a 50 m height were
considered based on the anemometric measurement data from the Macau/RN weather
station for the last ten Januaries, i.e., from January 2014 to January 2023. For the buses
where photovoltaic generation is installed, direct irradiations were considered based on the
solarimetric measurement data from the Caicó/RN weather station for the last ten Januaries,
i.e., from January 2014 to January 2023. In the case of run-of-river hydro generation,
the precipitation recorded in the last ten Januaries (January 2014 to January 2023) at the
Petrolina/PE weather station available in the INMET BDMEP was considered [33]. Figure 6
illustrates the information regarding the resources for the renewable generation simulations.
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(a) 

 

(b) 

 
 

(c) 

 

Figure 6. Resources for renewable generation simulations: (a) inflow; (b) wind; (c) solar irradiation.

The choice of Macau/RN, Caicó/RN, and Petrolina/PE was due to the fact that these
three regions are part of the same electrical subsystem, the Northeast subsystem, which
can highlight aspects such as the complementarity between different types of generation at
different times.

3.3. CVaR in the Availability of Renewable Resources

The impact of the CVaR methodology on the proposed modeling was tested on all
analyzed electrical systems. This risk methodology was applied to the renewable resource
forecasts for the day-ahead operation.

Figure 7 illustrates the behavior of applying CVaR to renewable resources compared
to the average over the analysis horizon. It can be observed that for all cases there was a
reduction in resources relative to the average curve, which was expected since this risk
criterion assigns higher weights to the worst scenarios to maintain the security of the
electrical system.

The result obtained for the application of CVaR in climatic time series varied signifi-
cantly among the different types of renewable resources analyzed, being more imprecise
for the hydro resource. This imprecision was evidenced, for example, in the application
of CVaR with the parameter pairs α = 10%/λ = 25% and α = 25%/λ = 25% which re-
sulted in exactly the same outcomes, as well as in the application of the parameter pairs
α = 10%/λ = 50% and α = 25%/λ = 50% which also presented the same results among them
(Figure 6a). Thus, it was observed that CVaR has a more robust and pertinent applicability
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in wind and solar irradiation series, as there is availability of these resources for most of the
time. In contrast, when considering rainfall series, the dynamics become more challenging,
as the worst days in the analyzed series are those with no rain, resulting in zero values
for this resource. This phenomenon limits the effectiveness of CVaR in managing risks
associated with variability in rainfall series, making it necessary to explore alternative
approaches or combinations of risk metrics to better capture the complexity of these specific
climatic patterns.

(a) 

  

(b) 

 

(c) 

Figure 7. Comparison of renewable resource vs. CVaR. (a) Inflow; (b) wind; (c) solar irradiation.

3.4. CVaR in the Operations of Case Studies

Simulations for each of the systems were performed for 26 different scenarios, where
the first scenario does not consider the application of CVaR and the subsequent scenarios are
formed by applying CVaR with varying parameters α and λ. All scenarios were simulated
considering a 20% demand response potential at each of the buses that have this resource.
The parameter α was tested from 0% to 25% in 5% increments, while the parameter λ was
tested from 0% to 50% in 10% increments between scenarios. The base scenario did not
apply the CVaR methodology in the simulation. Figure 8 illustrates the simulated total
operational cost considering CVaR for the tested systems.

Regarding Figure 8, it can be observed that the total operational cost was lower in the
baseline scenario where CVaR was not applied. In these scenarios, the renewable resources
for the operation were considered according to the average. After applying CVaR, these
resources were reduced to prepare the day-ahead operation more securely concerning the
dependence on intermittent generation.
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The largest increase in the average operation cost occurred in the scenario with CVaR
applied with parameters α and λ of 5% and 50%, respectively, for all analyzed systems.
For the 14-, 30-, 57-, and 118-bus systems, the increase compared to the base scenario with
CVaR applied with these parameters was 11.80%, 8.85%, 19.28%, and 16.09%, respectively.

Figure 8. Simulated total operation cost considering CVaR for the systems: (a) 14 buses; (b) 30 buses;
(c) 57 buses; (d) 118 buses.

The electrical losses showed small variations for the 14-, 30-, and 118-bus systems, with
standard deviations between the scenarios of 0.5497 MWh, 0.7408 MWh, and 3.5686 MWh,
respectively. The largest variation in electrical losses among the scenarios occurred for the
57-bus system, presenting a standard deviation between the scenarios of 10.4031 MWh.

From a system security perspective, the more thermal generation is incorporated
into the system planning, the greater the security, as this type of source does not face
intermittency issues. In scenarios where CVaR is not applied, the dispatched thermal
generation is 3.130 GWh, 3.993 GWh, 17.229 GWh, and 49.849 GWh for the 14-, 30-, 57-,
and 118-bus systems, respectively. When CVaR is applied with parameters α and λ set
at 5% and 50%, the dispatched thermal generation increases to 3.638 GWh, 4.309 GWh,
27.281 GWh, and 53.739 GWh, respectively.

In all simulated scenarios for the 14-, 30-, and 57-bus systems, the demand response
resources were fully dispatched. In the 118-bus system, the total maximum demand
response resource for the 24 h was 1543.10 MWh. This resource was not fully dispatched
in any of the scenarios. The highest demand response dispatch was 1454.25 MWh and
occurred in the scenario with α and λ of 5% and 50%, respectively, which was the scenario
with the highest operational cost.

3.5. Analysis of Demand Response in Case Studies

A sensitivity analysis was conducted where the amount of demand response available
at each of the participating buses in the system was varied from 0% to 50% to analyze
the impact on the system operation costs. The main results of the sensitivity analysis of
the amount of demand response participating in the system for all analyzed systems are
presented in Figure 9.
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Figure 9. Simulated total operation cost and losses considering different DR scenarios for the systems:
(a) 14 buses; (b) 30 buses; (c) 57 buses; (d) 118 buses.

From the obtained results, it was possible to observe some relevant points regarding
the sensitivity of demand response for the day-ahead system operation. The total operation
cost was reduced in all scenarios as the availability of demand response increased. The cost
reduction due to the increase in DR in the system is non-linear, given the non-linearity of
the generation costs of thermal power plants.

The reduction in operation cost for the 14-, 30-, 57-, and 118-bus systems was 1.87%,
2.60%, 2.00%, and 3.53%, respectively, compared to the scenario without DR for the scenario
with 50% DR.

The increase in DR resulted in a reduction in system load, with this reduction from the
scenario without DR to the scenario with 50% DR being 2.99%, 3.46%, 2.70%, and 4.09% for
the 14-, 30-, 57-, and 118-bus systems, respectively.

The increase in DR resulted in a reduction in electrical losses due to the reduction
in power flows on the lines in all analyzed scenarios. This reduction from the scenario
without DR to the scenario with 50% DR was 4.03%, 6.20%, 1.62%, and 6.13% for the 14-,
30-, 57-, and 118-bus systems, respectively.

Demand response in the simulated scenarios proved to be an important resource for
reducing operation costs and losses and increasing the security of the electrical system.

4. Conclusions

This work presented a new approach to the demand response program based on the
modeling of an optimal power flow problem considering the presence of intermittent re-
newable generation. The objective function of the problem was to minimize the operational
cost over a 24 h horizon, resembling the day-ahead operation planning problem.

In the mathematical modeling of the problem, in addition to thermal sources, run-of-
river hydro, wind, and solar generation were also considered. Each source had its specific
generation curve modeled based on the availability of its respective natural resource, and
the uncertainty of generation was considered through the application of the CVaR risk
methodology. The inherent constraints of the electrical system were considered in the
problem modeling, such as power balance constraints and transmission line flow limits.

For the validation of the proposed model, data from meteorological stations in northeast
Brazil were used, such as inflow, wind, and solar irradiation data, which were input into
standard IEEE test systems of 14, 30, 57, and 118 buses. The computational modeling was
developed in the AMPL environment, and the MINOS solver was used to solve the problem.
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Two different analyses were conducted in this work. The first was the analysis of the
impact of CVaR on the day-ahead operation planning, and the second was the sensitivity
analysis of demand response in the analyzed systems.

The application of CVaR to the expectation of renewable resources was important
to signal to the system operator the need to schedule more thermal generation for the
day-ahead operation to increase security against the uncertainties of resource intermittency,
which implies an increase in the system operating cost. Additionally, it was identified that
this methodology has better applicability to wind and solar irradiation series, as there is
a better-defined pattern within the month for these types of resources, which does not
occur with rainfall series since there is no precipitation for most days in the study location.
Regarding the CVaR parameters α and λ, it was evident that operating costs are higher
as α is reduced and λ is increased. The most significant rise in average operational costs
was observed in the scenario where CVaR was applied with α and λ parameters set at 5%
and 50%, respectively, across all analyzed systems. In the 57-bus system, this cost increase
peaked at 19.28%.

In the simulations of the demand response sensitivity analysis, the importance of de-
mand response in systems with a strong penetration of renewable resources was evidenced
in terms of reducing operation costs, losses, and increasing system security. There is a
direct, yet non-linear, relationship between the increase in demand response in the system
and the reduction in operation costs. The reduction in operating cost reached up to 3.53%,
with a decrease in losses of 4.09% for the 118-bus system with a 50% DR.

Based on the tests conducted and the results obtained, it is possible to affirm that the
proposed modeling met its objective and proved to be efficient in solving the linearized
optimal power flow problem with losses under the conditions evaluated in this work.
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