
Citation: Jeong, S.-J. CFD Simulation

of Pre-Chamber Spark-Ignition

Engines—A Perspective Review.

Energies 2024, 17, 4696. https://

doi.org/10.3390/en17184696

Academic Editors: Davide Lanni and

Enzo Galloni

Received: 3 July 2024

Revised: 2 September 2024

Accepted: 19 September 2024

Published: 20 September 2024

Copyright: © 2024 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Review

CFD Simulation of Pre-Chamber Spark-Ignition
Engines—A Perspective Review
Soo-Jin Jeong

Alternative Fuel Power System R&D Department, Korea Automotive Technology Institute,
Cheonan-si 31214, Republic of Korea; sjjeong@katech.re.kr; Tel.: +82-41-559-3059

Abstract: The growing demand to reduce emissions of pollutants and CO2 from internal combustion
engines has led to a critical need for the development of ultra-lean burn engines that can maintain
combustion stability while mitigating the risk of knock. One of the most effective techniques is the
pre-chamber spark-ignition (PCSI) system, where the primary combustion within the cylinder is
initiated by high-energy reactive gas jets generated by pilot combustion in the pre-chamber. Due to the
complex physical and chemical processes involved in PCSI systems, performing 3D CFD simulations
is crucial for in-depth analysis and achieving optimal design parameters. Moreover, combining a
detailed CFDs model with a calibrated 0D/1D model is expected to provide a wealth of new insights
that are difficult to gather through experimental methods alone, making it an indispensable tool for
improving the understanding and optimization of these advanced engine systems. In this context,
numerous previous studies have utilized CFD models to optimize key design parameters, including
the geometric configuration of the pre-chamber, and to study combustion characteristics under
various operating conditions in PCSI engines. Recent studies indicate that several advanced models
designed for conventional spark-ignition (SI) engines may not accurately predict performance under
the demanding conditions of Turbulent Jet Ignition (TJI) systems, particularly when operating in lean
mixtures and environments with strong turbulence–chemistry interactions. This review highlights
the pivotal role of Computational Fluid Dynamics (CFDs) in optimizing the design of pre-chamber
spark-ignition (PCSI) engines. It explores key case studies and examines both the advantages and
challenges of utilizing CFDs, not only as a predictive tool but also as a critical component in the
design process for improving PCSI engine performance.

Keywords: pre-chamber ignition engine; turbulent jet ignition; computational fluid dynamics;
turbulence–chemistry interaction; wall heat transfer; combustion model; turbulence model

1. Introduction

Given the current global energy demand and shortages, developing technological so-
lutions that enhance fuel conversion efficiency in internal combustion engines is imperative.
Two prominent strategies are lean burn combustion and stoichiometric combustion with
exhaust gas recirculation (EGR), each offering distinct advantages and challenges.

Leaner combustion strategies are recognized for their potential to boost thermal
efficiency and reduce pumping losses [1,2]. Studies have demonstrated that lean fuel–air
mixtures significantly reduce fuel consumption and NOx emissions while improving
thermal efficiency [1,2]. However, applying lean burn strategies to gasoline engines presents
several challenges. One major limitation is the incompatibility with three-way catalytic
converters, which are essential for reducing emissions in gasoline engines. Additionally, to
meet current NOx emission regulations, λ levels must be increased to 1.8–2.0 [2], surpassing
the lean stability limit (λ ~ 1.4). Moreover, leaner air–fuel mixtures can lead to serious
issues such as combustion stability degradation, increased cycle-by-cycle variation, reduced
thermal efficiency, and elevated unburned hydrocarbon (UHC) emissions.
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In contrast, maintaining a stoichiometric air-to-fuel ratio (λ = 1) while reducing oxy-
gen concentration through EGR offers another viable approach to improving SI engine
efficiency [3,4]. This method allows using three-way catalytic converters, which are highly
effective in reducing NOx emissions [4]. Additionally, as a diluent, EGR reduces the knock
tendency at low-speed, high-load conditions and enhances fuel economy by eliminating
the need for fuel enrichment [5]. However, this approach is also associated with challenges
such as increased cycle-to-cycle variability, reduced flame propagation speed, and the risk
of misfires, challenges typically seen in lean combustion without EGR.

Previous literature [6,7] has identified that the primary obstacles in lean burn oper-
ations, whether using air or EGR as diluents, are the increased energy required to initi-
ate combustion and the low flame propagation velocity. Therefore, the most significant
challenge in implementing lean combustion technology is developing an ignition sys-
tem capable of reliably igniting a lean fuel–air mixture. Lean-burn internal combustion
engines, which aim to reduce nitrogen oxide (NOx) emissions, require substantial igni-
tion power and widespread ignition sources charge to ignite and burn the lean premixed
charge effectively. This strategy is crucial for enhancing efficiency and reducing residual
hydrocarbon emissions.

To address this limitation, researchers have proposed and thoroughly examined al-
ternative ignition approaches such as laser-induced plasma ignition [8,9], diesel pilot
injection [10], and pre-chamber ignition systems. Despite extensive research efforts, only
a few of these methods have transitioned into commercial applications. Laser-induced
plasma ignition technology offers precise control over ignition timing and high-energy
ignition potential. However, challenges such as high costs, complexity in implementation,
and sensitivity to environmental conditions have limited its widespread commercial adop-
tion, keeping the technology mainly in the research phase. Diesel pilot injection also has
drawbacks, including increased engine complexity due to the additional fuel source and
the reliance on auto-ignition of diesel, which requires high in-cylinder temperatures and
offers less precise control. Consequently, the advantages of pilot injection may be limited
under specific operating conditions.

All Turbulent Jet Ignition (TIJ) systems are equipped with a spark plug, a compact
pre-chamber (<3% of clearance volume), and one or more orifices through which the pre-
chamber’s reacting contents are injected into the main chamber. The spark plug ignites the
mixture in the pre-chamber, creating a pressure differential that drives the flame through
the nozzle. This results in a jet of intermediate combustion products containing active
radicals and high-temperature burned materials, which rapidly ignite the charge in the
main chamber, initiating fast and turbulent combustion.

Recently, pre-chamber spark-ignition (PCSI) technology has been actively implemented
as an ignition method not only in highly downsized TGI engines [11,12] and heavy-duty gas
engines [13,14] but also in hybrid vehicle engines [15]. The PCSI systems have recently been
applied to carbon-neutral fueled passenger car engines for automotive applications.

Summarizing the research results of the PCSI system above, it can be observed that
by supplying a higher amount of energy in the main chamber at the start of combustion,
stable combustion can be achieved under very lean conditions (λ > 2.5) for gasoline-fueled
engines [16,17] and λ of up to 2.6 for heavy-duty natural gas engines with near zero
NOx emission [18]. Recently, a pre-chamber was applied to a gasoline-fueled PFI engine,
achieving 52.5% indicated thermal efficiency and stable ultra-lean burn combustion at a
lambda of 2.4 [19]. These make PCSI a more practical and economical lean combustion
technique than lean combustion methods.

1.1. Pre-Chamber Ignition Concept

The first pre-chamber combustion engine is often attributed to the Ricardo Dolphin
engine, developed in the early 20th century [20]. Sir Harry Ricardo, a pioneering British
engineer, designed this engine to improve combustion efficiency and reduce knock in
gasoline engines.



Energies 2024, 17, 4696 3 of 39

Pre-chamber combustion technology later advanced into the jet igniter system [2,4,21,22],
characterized by a significantly smaller orifice that connects the main combustion chamber
to the pre-chamber cavities. The reduced orifice size accelerates the flow of the burning
mixture, effectively quenching the flame while allowing reactive radical species to ignite
farther from the pre-chamber. Jet ignition technology was first conceptualized in the late
1950s by Nikolai Semenov, renowned for his contributions to the general theory of chemical
chain reactions. In 1981, the LAG system was integrated into the Volga vehicle’s powertrain,
using a cam-driven injector to introduce a rich mixture (λ = 0.5) into the pre-chamber, which
then ignited an ultra-lean mixture (λ = 2) in the main cylinder [22,23].

The detailed development process and characteristics of the PCSI system are thor-
oughly described in previously published review papers [22,23]; therefore, this paper will
omit those details for brevity. The most successful representative example of a modern PCSI
engine with a divided chamber (pre-chamber) is Honda’s Compound Vortex Controlled
Combustion (CVCC) system, developed between 1968 and 1972 [24] and first introduced in
the 1975 Honda Civic. This technology was innovative at the time as it met the suddenly
stringent emission regulations of the California Air Resources Board without the need for a
catalytic converter.

However, the CVCC system was not continuously applied to Honda cars for sev-
eral reasons, such as advancements in emission control technology, cost and complexity,
and the shift to direct fuel injection. As emission regulations became stricter, newer and
more effective technologies were developed. Catalytic converters and advanced electronic
fuel injection systems became standard, offering better performance, efficiency, and lower
emissions compared to the CVCC system. Direct fuel injection systems provided better
control over the combustion process, improving fuel efficiency and lower emissions. These
systems became more prevalent in the automotive industry, replacing older technologies
like CVCC. Additionally, emission standards continued to evolve, requiring more sophisti-
cated and integrated approaches to meet the new requirements. The CVCC system, while
effective in its time, could not keep up with the increasingly stringent regulations without
significant modifications.

Pre-chamber combustion techniques have recently gained renewed attention as a criti-
cal technology for environmentally friendly, next-generation engine-based vehicles. This
can be attributed to advancements in machining, production technologies, air/fuel ratio
control techniques, and improvements in turbulence flow control both inside and outside
the pre-chamber. These improvements have enhanced combustion stability under lean
burn conditions and advanced knock control techniques. Furthermore, the development of
combustion visualization techniques and chemiluminescence using Rapid Compression
Expansion Machines (RCEMs), along with advancements in CFD analysis techniques, has
significantly contributed to more detailed analysis and understanding of turbulent jet flame
development and combustion characteristics.

This section presents a concise overview of the combustion strategies and principles
employed in the PCSI engine, which has recently attracted significant interest.

This ignition strategy can be implemented in two main ways: active [25,26] (or scav-
enged) and passive (or unscavenged) systems [27–29]. Figure 1 schematically compares
the operating principles of active and passive pre-chambers with those of a conventional
SI engine.
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The active system features a dedicated fuel injector or a miniature check valve within
the pre-chamber that does not allow the backflow of pressurized gases and combustion
products from the pre-chamber to the fuel line, ensuring the air-to-fuel mixture remains
optimal for combustion near stoichiometric conditions [31]. Hence, in an active, fueled
PCSI system, an auxiliary fueling event occurs in the pre-chamber via an injector or check
valve, forming a stoichiometric or fuel-rich mixture near the spark plug. In contrast, the
passive system simplifies the design by excluding this secondary fuel injector, which lowers
assembly and packaging costs, making it a viable option for passenger vehicles. Thus, fuel
injection is performed solely in the main chamber, utilizing either port fuel injection (PFI)
or direct injection (DI), ensuring an identical air/fuel ratio in both combustion chambers.
The air–fuel mixture then flows into the pre-chamber through interconnection orifices.
Consequently, the geometry of the pre-chamber and connecting pipelines plays a crucial
role in the combustion process. Numerous studies have confirmed the importance of this
ignition system over the past decade. Several studies examined the fundamental aspects
of jet ignition using both experimental and simulation methods [32] and the effects of
pre-chamber configuration on jet dynamics and combustion physics [33,34].

Recently, Benajes et al. [35,36] have assessed the synergies between pre-chamber
ignition and other strategies aimed at enhancing engine thermal efficiency, such as lean
burn and CO2-free fuel use, as well as hydrogen [37–39] and ammonia [36].

Furthermore, numerous studies have been conducted to optimize the geometry of the
pre-chamber to maximize the effects of the turbulence–chemistry interaction caused by the
shear stress of the flow through the holes. Numerous previous studies [14,39–41] investi-
gated how nozzle diameter and pre-chamber volume influence combustion performance
for this goal.

1.2. Review Objectives

Review papers on the performance enhancement and emission reduction effects of
PCSI combustion engines, as well as EGR and lean burn limits, have been consistently
published from 2010 to 2023 [2,22,42–44]. This indicates ongoing research and technological
advancements in this field. Numerous studies have focused on improving the accuracy of
CFD analysis techniques to numerically model the complex physical phenomena of PCSI
engines more accurately.

Pre-chamber combustion techniques have recently gained renewed attention as a key
technology for environmentally friendly, next-generation engine-based vehicles [42,44].
However, PCSI engines are strongly influenced by turbulence–chemistry interactions be-
tween the turbulent flame jet generated in the pre-chamber and the turbulent characteristics
such as swirl and tumble within the main chamber [2,44]. Therefore, the optimal design of
PCSI engines requires a thorough analysis and prediction of complex physical phenom-
ena, including multi-mode combustion, optimization of the nozzle diameter and number,
orifice length, shape, and volume of the pre-chamber, the stretching and quenching of
the turbulent jet torch, the rapid changes in turbulence length scales, and the thermal
mixing between the turbulent jet and lean mixture in the main chamber [2,43]. For this
purpose, the utilization of three-dimensional computational fluid dynamics (CFDs) capable
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of simulating physicochemical processes in PCSI systems is essential. This study aims to
review and analyze the technical achievements and limitations of CFD analysis techniques
in PCSI engine research over the past 20 years and to discuss the prospects for future
advancements in CFD technology.

This paper reviews the evolution and application of CFDs in PCSI engines, with a
detailed look at the numerical modeling of the complex physicochemical processes involved
in the PCSI ignition system and the contemporary issues regarding the limitations of
commercial CFD codes. Finally, the prospects for future advancements in CFD technology
are discussed. We explored the relevant literature in-depth using the Web of Science Core
Collection, SAE Mobilus, and Google Scholar.

This paper is organized as follows: Section 2 presents the major achievements of CFD
applications on PCSI engine design, focusing on optimizing geometric configurations and
combustion characteristics within the pre-chamber. Section 3 provides an in-depth analysis
of the CFD modeling techniques employed in PCSI engines, including the turbulence and
combustion models used in the simulations. Section 4 discusses the interaction between
turbulence and chemistry, emphasizing its impact on ignition, flame propagation, and
overall combustion performance. Finally, Section 5 concludes this paper by summarizing
key findings and suggesting prospects for future advancements in CFD technology for PCSI
engines. Each section is thoroughly analyzed to provide a comprehensive understanding
of the topics covered.

2. Major Achievements of CFD Applications on PCSI Engine Design

Since the early 2000s, research on PCSI using CFD simulation has primarily focused on
optimizing the geometric configuration of the pre-chamber, including the nozzle diameter
and number, orifice length, shape, and volume. Recently, these research themes have
continued with the application of upgraded and more accurate numerical models. Figure 2
schematically illustrates these research topics utilizing CFDs. The research topics using
CFDs can be summarized into two categories.
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First, some articles [45,46] study the influence of pre-chamber volume and nozzle
diameter on the resultant ignition characteristics using CFD simulation. The impact of
the pre-chamber’s nozzle orifice diameter and, thereby, the total cross-sectional area of
the nozzle orifices has been investigated several times. The effect of the orientation and
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number of nozzle orifices connecting the pre-chamber and the main combustion chamber,
as well as the pre-chamber’s internal volume and shape, is evaluated.

Silva et al. [47] developed a CFDs model based on the Reynolds-Averaged Navier–
Stokes (RANS) approach for a methane-fueled engine, incorporating a well-stirred reactor
combustion model [30,31] along with a detailed methane oxidation mechanism. They
investigated the effects of various geometric parameters of the passive pre-chamber, such
as the throat diameter, nozzle length, and nozzle diameter, on the overall combustion
characteristics. Model validation was performed by comparing pressure profiles in both
the main chamber and pre-chamber under motoring conditions at 1200 rpm. The findings
revealed that the throat diameter plays a crucial role in influencing pressure accumulation
and residence time within the pre-chamber, while the nozzle diameter impacts both the
peak pressure and residence time.

Distaso et al. [48] performed 3D CFD simulations on an active pre-chamber ignition
system in a lean-burn methane engine, analyzing six phases of scavenging and combustion:
filling & scavenging, mixing, flame propagation, ejection, reburning, and expulsion &
extraction. Thelen et al. [49–51] conducted extensive CFD modeling of the TJI process.
Their 3D CFD simulations, incorporating detailed combustion chemistry, investigated
the effects of various orifice diameters (1.0 mm, 1.5 mm, 2.0 mm, and 3.0 mm). The
findings indicated that a 1.5 mm orifice diameter provides the quickest ignition and overall
combustion, based on pressure data, while a 1.0 mm orifice diameter results in higher jet
velocity but a longer burn duration compared to larger diameters.

Secondly, using 3D CFD simulation, research has been conducted on the combustion
characteristics within the pre-chamber, which cannot be measured experimentally, and the
effects of the turbulent jet generated from the nozzle on the combustion characteristics and
NOx emissions in the main chamber. Through these studies, various parametric studies
have reported on the optimal geometry of the pre-chamber that can extend the lean limit of
the main chamber. Recently, research has been published analyzing the turbulence–flame
interaction caused by the hot turbulent jet and the turbulence (swirl and tumble) within
the main chamber, along with the predictive limitations of related combustion models
used in commercial CFD softwares. In addition, research utilizing optically accessible
engines and engine-like geometries is focused on capturing the turbulence and mixture
characteristics of hot turbulent jets from pre-chambers while replicating engine-relevant
thermodynamic conditions [33,51]. Experiments conducted with rapid compression ma-
chines [52–54] equipped with generic pre-chamber geometries have provided valuable
insights into combustion dynamics and the influence of nozzle size. The benefit of opti-
cal data compared to pressure-only data from traditional metal engines is that it offers
additional validation opportunities for model development. By comparing key metrics
such as jet exit timing, jet penetration velocity, and cyclic variations, simulations can
be validated, enhancing our understanding of the phenomena occurring in the engine
under similar conditions [32,55]. From a simulation standpoint, this involves using 0D
models [11,56,57] to represent turbulence generation/dissipation, heat transfer, and com-
bustion; 3D RANS calculations with level-set combustion models for industrial CFDs and
design optimization [12,13,58–66]; Large Eddy Simulation (LES) for detailed analysis of
mixing and combustion behavior [54,67]; and 2D/3D Direct Numerical Simulation (DNS)
tools [32,54], which provide highly accurate data for studying fundamental phenomena
and refining models. However, a physically accurate analytical model for PCSI combus-
tion has not yet been developed [42,44,68]. So, uncertainties remain in understanding the
combustion phenomena, as well as in the accuracy of turbulence and combustion models,
especially concerning turbulence–flame interactions [44,68]. These aspects will be discussed
in detail in the following sections. Recently, an experimental study has been conducted to
optimize all previously researched pre-chamber shapes using Taguchi’s method, followed
by redesigning to enhance performance [69].
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3. CFD Modeling PCSI Engines
3.1. CFD Software

Developing user-friendly and feature-rich CFD software has greatly expanded its
usage across different research fields. This section provides an overview of the significant
achievements of CFDs in the PCSI engine over the past 30 years to assess the reasons for
the increased usage of CFDs in recent years.

I reviewed various CFD software used for modeling the PCSI engines and the RCEM,
as shown in Figure 3. Out of 61 studies [1,11–13,16,29,32,33,38,47,48,51–56,58–100], one did
not specify the CFD software employed by the researchers. Most of the remaining articles
used the commercial software CONVERGE™ [70] for simulations. Other programs like
STAR-CD™ [71], FIRE™ [72], and VECTICS [73] were used much less frequently. CFD
codes that appeared in only one study were grouped into an ‘Others’ category, which
includes two programs such as KIVA-V3 [74]. Some studies used open-source software and
custom-built codes; three used OpenFOAM [75].

Energies 2024, 17, x FOR PEER REVIEW 7 of 39 
 

 

3. CFD Modeling PCSI Engines 
3.1. CFD Software  

Developing user-friendly and feature-rich CFD software has greatly expanded its 
usage across different research fields. This section provides an overview of the significant 
achievements of CFDs in the PCSI engine over the past 30 years to assess the reasons for 
the increased usage of CFDs in recent years. 

I reviewed various CFD software used for modeling the PCSI engines and the RCEM, 
as shown in Figure 3. Out of 61 studies [1,11–13,16,29,32,33,38,47,48,51–56,58–100], one 
did not specify the CFD software employed by the researchers. Most of the remaining 
articles used the commercial software CONVERGE™ [70] for simulations. Other 
programs like STAR-CD™ [71], FIRE™ [72], and VECTICS [73] were used much less 
frequently. CFD codes that appeared in only one study were grouped into an ‘Others’ 
category, which includes two programs such as KIVA-V3 [74]. Some studies used open-
source software and custom-built codes; three used OpenFOAM [75]. 

 
Figure 3. Categorical distribution of the type of CFD software for simulating PCSI engines. 

The selection of CFD software is primarily influenced by its capabilities, accessibility, 
and user preferences. Typically updated annually with enhanced features, commercial 
programs are adept at handling a broad spectrum of simulation tasks, as illustrated in 
Figure 3. Their user-friendly interfaces further improve their popularity by simplifying 
the simulation workflow. However, the substantial cost of licenses and limited customi-
zation options have driven some users towards open-source alternatives or the develop-
ment of custom CFD codes. While utilizing these software tools has enhanced the 
accessibility of CFDs across more comprehensive users, it is imperative to acknowledge 
that mere accessibility is insufficient in addressing the challenges outlined in PCSI engines, 
as detailed earlier. The following sections discuss four critical focal points investigated to 
overcome these challenges. These include the distinctive features and comparative 
analysis of LES and Reynolds-averaged Navier–Stokes (RANS) models, the establishment 
of appropriate inflow and outflow boundary conditions, multi-mode combustion models, 
wall heat transfer, turbulence–chemistry interaction, rigorous verification and validation 
processes, and development of best practice guidelines in the field. 

3.2. Turbulence Models  
In computational fluid dynamics (CFDs), turbulence modeling can generally be di-

vided into direct numerical simulation (DNS) [101], LES [102,103], and the Reynolds-av-
eraged Navier–Stokes (RANS) model. Due to the challenges of applying DNS to real-

Figure 3. Categorical distribution of the type of CFD software for simulating PCSI engines.

The selection of CFD software is primarily influenced by its capabilities, accessibility,
and user preferences. Typically updated annually with enhanced features, commercial
programs are adept at handling a broad spectrum of simulation tasks, as illustrated in
Figure 3. Their user-friendly interfaces further improve their popularity by simplifying the
simulation workflow. However, the substantial cost of licenses and limited customization
options have driven some users towards open-source alternatives or the development of
custom CFD codes. While utilizing these software tools has enhanced the accessibility of
CFDs across more comprehensive users, it is imperative to acknowledge that mere acces-
sibility is insufficient in addressing the challenges outlined in PCSI engines, as detailed
earlier. The following sections discuss four critical focal points investigated to overcome
these challenges. These include the distinctive features and comparative analysis of LES
and Reynolds-averaged Navier–Stokes (RANS) models, the establishment of appropriate
inflow and outflow boundary conditions, multi-mode combustion models, wall heat trans-
fer, turbulence–chemistry interaction, rigorous verification and validation processes, and
development of best practice guidelines in the field.

3.2. Turbulence Models

In computational fluid dynamics (CFDs), turbulence modeling can generally be di-
vided into direct numerical simulation (DNS) [101], LES [102,103], and the Reynolds-
averaged Navier–Stokes (RANS) model. Due to the challenges of applying DNS to real-
world engineering problems, especially in automotive engineering, LES and the RANS
model are more frequently utilized.
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Turbulence models, especially simpler ones like RANS models, often struggle to
accurately predict not only flow separation and reattachment, which are critical in engine
intake and exhaust processes, but also the turbulence length scale, which is crucial for
determining not only the rate of energy dissipation and mixing efficiency in engine flows
but also combustion processes.

Moreover, the flow fields encountered in PCSI engines are highly complex, involv-
ing phenomena such as impinging flows, jet-like flow, flow separation, strong swirl, large
variable turbulent length scale, and vortex shedding (refer to Section 2). Accurately and uni-
versally modeling all these turbulent flow characteristics remains a formidable challenge.

As shown in Figure 4, in the analysis of 52 publications reviewed, 52.8% of studies
relied solely on the RNG k-ε turbulence model [103–106], while 11.91% of studies opted
for LES alone. Moreover, 7.14% of studies integrated both LES and RANS models in their
research. Common RANS turbulence models cited were standard k-ε, renormalization
group (RNG) k-ε, and shear stress transport (SST) k-ω [106,107]. Sub-grid scale models for
LES included Smagorinsky [107,108] only.
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3.2.1. RANS Turbulence Models

The RANS-type turbulence models are simple, computationally inexpensive,
and economical [102,107].

Hence, given its simplicity and shorter computation time, the RANS-based model,
which represents the average behavior of essential, is typically chosen over the LES model.
However, the RANS-type k- ε turbulence models are based on Boussinesq’s isotropic
eddy viscosity assumptions, and it is well known that they have several problems with
deteriorated prediction performance in cases of swirling flow, separation, and reattached
flow and flows with large rapid extra strains. Therefore, numerous k-ε model variants have
been researched and reported and are currently used to overcome these challenges [104,105].
Numerous k-ε model variants exist due to the ε equation with 3–4 model coefficients, which
are empirically derived or determined through ad-hoc methods based on various turbulent
flow patterns [103,105,106,109]. Additionally, turbulent flows can vary significantly in
their characteristics depending on the geometry, flow velocity, pressure gradients, and
other factors. To accurately capture these diverse turbulent flow patterns, modifications
to the standard k-epsilon model, particularly in the ε equation, are necessary [104,105].
Each variant attempts to address specific deficiencies of the standard model in certain flow
regimes, such as free shear flows, boundary layers, or rotating flows. Consequently, a
universally accurate RANS-type turbulence model has not yet been achieved. Therefore,
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engineers face the challenge of selecting a turbulence model that is appropriate for the
specific turbulent flow characteristics of the geometry of interest.

The RNG (Re-Normalization Group) k-ε model [103], which is the most frequently
adopted in previous studies for PCSI systems for various engine types [104–106], is one of
the variations of the standard k-ε model used for turbulence modeling in various kinds of
CFD simulations. It incorporates additional terms that account for the interaction between
turbulence and mean strain rate, which is not present in the standard k-ε model, and
modifications to the standard k-ε model to improve accuracy for certain flow conditions,
particularly for swirling and highly strained flows. To achieve this goal, this model contains
a strain-dependent correction term in the constant C1ε of the production term in the RNG
k-ε model’s dissipation rate (ε) equation [103–105]. The RNG k-ε model is beneficial for
simulations involving complex flow features such as swirling flows, recirculating flows,
and flows with high strain rates, making it suitable for jet-like flows and complex industrial
applications in which the velocity gradients are significant, causing intense mixing and
variations in velocity [70,104,105]. In PCSI internal combustion engines, the scavenging
processes in the pre-chamber, along with turbulent flame jets and combustion, create
regions of high strain rates. Turbulent jets from pre-chamber nozzles are typical examples
of flows with high strain rates. Therefore, for these reasons, applying the RNG k-ε model to
PCSI engines extensively is considered practical for engine simulation, as it provides a good
balance between accuracy and computational efficiency. However, a noteworthy demerit
of the RNG k-ε model is the fact that near-wall treatment of this model can struggle with
accurately predicting flows close to walls, particularly in cases involving adverse pressure
gradients or separation [70,104,105,109–111]. Hence, one should be careful to use the k-ε
model if the turbulent jet interacts significantly with cylinder walls or piston head surface.
Additionally, it is clear that the RNG k-ε model is less accurate for detailed structures and
does not capture the detailed eddy structures as well as LES [101,103–105].

After the RNG model, the k-ζ-f turbulence model [109–111] is the second most com-
monly used turbulence model in PCSI engine CFDs simulation. The k-ζ-f model is an
extension of the eddy-viscosity concept. It includes three transport equations for turbulence
quantities, namely turbulent kinetic energy (k), Turbulence Frequency (ζ), and Dissipation
Rate (f). This is the turbulence model in previous studies due to its high accuracy and
convergence stability. This model, optimized from Durbin’s near-wall turbulence closure
model [112,113], is a variant of RSM (Reynolds Stress Model) turbulence models [112–114].
The k-ζ-f model benefits complex flow simulations with significant near-wall effects and
flow separation [105,109]. It enhances the standard k-ε turbulence model by introducing
the wall-normal velocity fluctuation v2 and its source term f, which incorporate near-wall
turbulence anisotropy and non-local pressure-strain effects. The careful introduction of
these relaxation terms eliminates the need for damping functions. Additionally, this model
improves numerical stability over the original v2-f model by solving a transport equation
for the velocity scale ratio ζ = v2/k instead of the velocity scale v2. Moreover, this model
demonstrates superior predictive accuracy in heat transfer, surface friction at low Reynolds
numbers, adverse pressure gradients, and recirculation regions compared to traditional k-ε
turbulence models [115,116]. While it shares characteristics with low-Reynolds-number
models, it uniquely eliminates the need for wall functions by being applicable near the wall.
It introduces a transport mechanism for turbulent energy from the wall, effectively repre-
senting near-wall viscous damping effects through an elliptic relaxation equation [109–111].
Hence, this model may offer superior performance in capturing the detailed flow features
and interactions in the intake and exhaust processes and the scavenging process inside the
pre-chamber, which is crucial for predicting flame propagation, heat transfer, and emissions.
Its improved near-wall treatment is advantageous for accurately predicting heat transfer
inside orifices of pre-chamber and flow separation around valves and ports.



Energies 2024, 17, 4696 10 of 39

3.2.2. LES Turbulence Model

Due to the substantial turbulent energy and significant influence on momentum trans-
fer and turbulent mixing carried by large eddies, LES methodologies offer superior accuracy
compared to RANS turbulence models [117]. LES captures flow structures from the domain
scale down to the filter scale, necessitating the significant resolution of high-frequency
turbulent fluctuations. This requires using high-order numerical methods or acceptable
grid resolution when employing lower-order numerical techniques. Therefore, implement-
ing LES methods in automotive and mechanical engineering necessitates finely resolved
grids with grid points positioned close to the boundary layers. This results in significantly
heightened computational costs compared to Reynolds-Averaged Navier–Stokes (RANS)
methods [118]. Consequently, previous studies have reported only a limited number of sim-
ulations utilizing LES, with the majority being conducted on Rapid Compression Machines
(RCEMs) [33,54] rather than on full-scale metal engines [67].

Recently, 3D CFD analysis using LES turbulence models was performed to investigate
the engine characteristics of active and passive PCSI engines fueled by natural gas for
large ships under a single operating condition, both at stoichiometric and lean conditions
(λ = 2). Additionally, the heat release rate curves obtained from the analysis were compared
with experimental results [67]. However, to perform accurate CFD simulations of PCSI
engines using the LES turbulence model, it is necessary to understand the limitations and
characteristics of various sub-models.

The most crucial noteworthy point is that the accuracy of LES heavily relies on the
Sub-grid Scale (SGS) models used to represent the unresolved scales. This is because the
computational grid limits the size of eddies that can be physically expressed. Despite their
presence in the flow field, these eddies cannot be resolved because the CFD mesh lacks
the resolution to capture and depict them accurately in CFD simulations. We are mainly
concerned with the eddies larger than the mesh size in LES. These eddies are too large to
be broken down by molecular viscosity; therefore, we need to find a way to model and
remove these eddies from the grid. The turbulent kinetic energy predicted in our LES will
be too high if we do not. These eddies are removed by applying an additional stress term
to the Navier–Stokes equations, known as the sub-grid scale (SGS) stress. While various
SGS models such as the Smagorinsky model [107], dynamic Smagorinsky model [71,72],
WALE model [119], and others are available, none are universally applicable to all types
of flows, leading to potential inaccuracies in specific scenarios. Different SGS models
provide various methods for calculating the sub-grid kinematic viscosity, νsgs. The sub-grid
kinematic viscosity is calculated using Equation (1) provided below:

νsgs =
(

Cs∆)2
√

2SijSij (1)

where, Sij is the strain rate of the resolved eddies on the CFD mesh and ∆ is the length scale
or grid filter width.

One of the shortcomings of the Smagorinsky Sub-grid Scale model, which is the most
frequently adopted in CFD simulations of PCSI combustion, is that it includes model
constant Cs called the Smagorinsky coefficient that is not universal and depends on the
local flow conditions and the fraction of the cell size that gives the sub-grid length scale.
Cs for homogeneous isotropic turbulence is around 0.17. This value is crucial for accurate
simulation and comes from an analytical mathematical derivation based on homogeneous
isotropic turbulence. It is noted that modern CFD codes use different values of Cs. In
STAR-CD [71], Fire [72], Fluent [120], Cs = 0.1, whereas in PHOENICS [121], Cs = 0.17.
However, no matter what Cs’ values are, this is not true in the case of rotation or near the
wall because of too much dissipation near the wall. Additionally, in the Smagorinsky model,
sub-grid stress is not damped close to the wall. Hence, some modification to the model is
needed. Therefore, various types of sub-grid scale models have been developed. The most
frequently used near-wall treatment of the Smagorinsky model is the Van Driest damping
function, which is a damping function for proper results in wall-bounded flows [71,72,120].
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Figure 5 illustrates the necessary adjustments to the Smagorinsky model for accurate near-
wall treatment. To address this, the sub-grid scale stress should ideally approach zero as
the wall is approached. This can be achieved through various methods. One option is to
implement a different model, such as one based on sub-grid scale kinetic energy, replacing
the traditional Smagorinsky model. Alternatively, we can modify the length scale near
the wall, reducing it to zero to account for sub-grid scale eddies. Another approach is to
adjust the velocity scale, making it less dependent on strain rate. The primary goal of these
adjustments is to decrease the sub-grid kinematic viscosity near the wall, reducing the
sub-grid scale stress and effectively simulating the damping effects on the eddies.
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Instead of single user-defined constant Cs, modern CFD codes like Fire and STAR-
CD implemented the Dynamic Smagorinsky Sub-grid Scale model [122,123]. This model
computes a local time-varying Cs value by test-filtering the flow field at a length scale
greater than the grid length scale, which allows it to compute the correct result for wall-
bounded flows without the use of damping functions.

The Wall-Adapting Local-Eddy Viscosity (WALE) Sub-grid Scale model [124] is a more
advanced sub-grid-scale approach that incorporates an innovative form of the velocity
gradient tensor in its formulation and is widely utilized in CFD platforms such as STAR-
CCM+ and OpenFOAM [75,125]. Like the Smagorinsky Sub-grid Scale model, it faces the
limitation that the model coefficient Cw is not a universal constant. However, it has been
observed that the WALE model is generally less sensitive to variations in this coefficient
compared to the Smagorinsky model. Another key advantage of the WALE model is that it
does not require additional near-wall damping, as it inherently provides accurate scaling
near wall boundaries [124].

Figure 5 schematically shows various options for correcting sub-grid scale kinematic
viscosity near the wall. Here, Sij is the strain rate of the resolved eddies on the CFD mesh.

Additionally, a Coherent Structure Model (CSM) as a sub-grid-scale model is ap-
plied [59,67] and adopted in the Fire Code [72]. It is reported that the CSM gives good
predictions and performs almost the same as the dynamic Smagorinsky model for various
complex geometries [119].

Additionally, applying appropriate boundary conditions for LES is complex. Inflow
boundary conditions, in particular, must accurately represent turbulent fluctuations, which
is challenging to achieve in practice. Due to the factors above, achieving dependable LES
simulations necessitates more expertise and experience than the requirements for utilizing
the RANS model [125].

Bolla et al. [52,54] executed numerical studies of RANS-LES comparison using an
RCEM to analyze an automotive-sized scavenged pre-chamber, aiming to compare the two
turbulence models’ ability to predict turbulence and fuel-air mixing. This study used a
Smagorinsky-type sub-grid scale model [126] to compute the unresolved turbulent scales for
the LES turbulence model. In contrast, the RANS turbulence model employed the time scale
Bounded k-ε Turbulence Model in VECTIS, an enhanced version of the standard k-ε model
for high strain rates or strong adverse pressure gradients [73]. The outcomes indicated
that the RANS-based model could effectively reproduce the key ensemble-averaged flow



Energies 2024, 17, 4696 12 of 39

patterns seen in LES for two pre-chamber setups. However, RANS often falls short in
accurately capturing the radial fuel-air mixing compared to LES.

3.3. Physical Phenomena and Combustion Models of PCSI Engines

The most commonly used combustion models for engine simulations are based on the
flamelet combustion regime, particularly for spark-ignition (S.I.) engines. In this regime,
turbulence can distort and increase the surface area of the flame front while maintaining its
inner laminar structure and flame speed. This condition is characterized by a Damköhler
number (Da) greater than 1 and a Karlovitz number (Ka) less than 1.

Numerous previous studies [17,25,29,44,124,127–132] have investigated the operating
mechanisms of TJI in PCSI engines, which are schematically illustrated in Figure 6. The
characteristics of TJI can be categorized into enrichment, thermal effects, and chemical
effects. As shown in Figure 6a, fundamental heat transfer phenomena during flame
propagation include thermal quenching, which occurs due to rapid heat transfer to solid
surfaces as the flame passes through the nozzle, and hydrodynamic quenching, which
happens when the flame mixes with the cool, lean mixture as it enters the main chamber.
For a detailed explanation of TJI, please refer to the referenced literature [44]. Recent
studies [93,124,128–132] have validated that the two-stage combustion process in the main
chamber is comprised of a jet-dominant phase and controlled mixing, which is influenced
by the combustion intensity within the pre-chamber, and a flame propagation phase, which
depends on the reactivity of the mixture in the main chamber driven by the in-cylinder
bulk flow and the associated turbulence.
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As described above, capturing the flame dynamics across the pre-chamber nozzles is a
significant challenge due to the complexity of flame propagation through the orifices [133].
Most previous premixed combustion models were based on the corrugated flame zone;
however, recent studies have demonstrated that PCSI engines operate at highly diluted
conditions, which approach the thickened flame regime. Consequently, flamelet-based
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combustion models, conventionally used for SI engine combustion analysis, are unsuitable
for application in PCSI engines operating under these ultra-lean conditions. These models
fail to capture the combustion behavior of flame quenching and stretching through the
orifices, potentially shortening ignition delays in the main chamber [105].

In the studies conducted thus far on 3D CFD combustion analysis of PCSI engines,
the combustion models applied have been flamelet-based premixed combustion models
originally used for premixed combustion in homogeneously operated spark-ignition en-
gines. However, the PCSI engines operate under very lean conditions (λ > 2) and in high
Karlovitz number (Ka > 1) regimes due to the presence of turbulent jets and turbocharging,
which result in extremely high turbulence intensities. Therefore, to accurately predict the
combustion characteristics of PCSI engines, a combustion model must effectively capture
multiple and distributed ignition points within the main chamber, covering both premixed
and partially premixed combustion regimes. Furthermore, under the typical operating
conditions of TJI systems, characterized by lean mixtures and highly turbulent flow fields,
the foundational assumptions of flamelet-based models may no longer be applicable [64].
Therefore, recent studies have raised questions about the predictive performance of flamelet-
based combustion models and have made significant efforts to find countermeasures. In
this section, we discuss the application cases, comparative predictive performance, and
limitations of combustion models that have been applied to the combustion analysis of
PCSI engines. Additionally, we review various methods to enhance predictive performance
and overcome the limitations of flamelet-based models.

3.3.1. Flamelet Assumption

As mentioned above, combustion models for PCSI engines are often based on the
so-called flamelet assumption [70–73,132,134], which has frequently been adopted for
premixed combustion in homogeneously operated spark-ignition engines [134]. The com-
bustion models based on flamelet assumption simplify the complex interactions between
turbulence and chemical reactions by assuming that the flame can be represented as an
ensemble of thin, locally laminar flame structures, or “flamelets”, embedded within the
turbulent flow. They assume a clear separation of scales between the turbulent eddies
and the flame thickness. This allows the detailed chemical reactions to be precomputed
and stored in a database, which can be accessed during the simulation. The chemical
reactions are solved in a laminar flame configuration under temperature, pressure, and
mixture composition conditions. The results are stored in flamelet libraries, which provide
information about species concentrations, temperatures, and reaction rates as functions of
mixture fraction and scalar dissipation rate.

In summary, flamelet models balance accuracy and computational cost, making them
suitable for capturing the essential features of premixed combustion in S.I. engines. How-
ever, it is necessary to recognize their limitations, especially when dealing with non-
premixed or partially premixed combustion regimes. Researchers continue to refine these
models and explore more detailed approaches to improve engine combustion simulations.

3.3.2. G-Equation Model

A flamelet-based combustion model, the G-equation, is one of the widely adopted
combustion models for simulating the combustion processes of PCSI engines in CFD
simulations within the engine modeling community. This approach utilizes a level-set
method, representing moving interfaces or boundaries on a fixed computational mesh. It
is beneficial for problems where the computational domain is divided into two regions
separated by an interface. The level-set modeling technique allows the fluid–fluid interface
to move within any given velocity field [1,135,136]. Extensive details on the G-equation
model are available in the literature [38,52–54,58,60,63,65,82,89,91,95], with only a brief
summary provided here. To ensure consistency with the commonly used Favre averaging
method in premixed turbulent combustion, the G function and the velocity vector v are
decomposed into Favre-averaged components and their corresponding fluctuations. By
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applying several closure assumptions as outlined by Peters [4], the governing equations

are derived, as both the Favre-averaged G function
∼
G and its variance

∼
G

′′2 are defined [137].

To solve the
∼
G equation, a model for turbulent flame speed is required. The turbulent flame

speed is a crucial parameter typically modeled as a function of the laminar flame speed
and turbulence characteristics such as turbulent intensity and length scales. This allows
the model to incorporate the effects of turbulence on flame propagation without directly
solving the detailed turbulence–chemistry interactions.

Within the context of the G-equation, several correlations for turbulent burning velocity
from the literature [4,72] have been presented and evaluated in previous studies [138].
Among the most popular is Peters’s correlation [139], shown in Equation (2), valid for both
large-scale and small-scale turbulence.

ST = SL + u′

−
a4b2

3
2b1

Da +

( a4b2
3

2b1
Da

)2

+ a4b2
3Da

1/2
 (2)

where SL is laminar flame speed, u’ is the fluctuating turbulent component, δL is the
laminar flame thickness, lt is the integral length scale, b1 and b3 are the model constants
corresponding to large and small-scale turbulence enhancement, respectively, and Da is the
Damkohler number, which is a ratio between the flow time scale ( lt/u′) over the chemical
time scale ( δL/SL).

The laminar flame speed, SL, depends upon the local pressure, the fresh gas tempera-
ture, the local unburned fuel/air equivalence ratio using the Metghalchi and Keck corre-
lation [95,96], and the chemical time arising due to the flame stretching [72,136,138–140].
These common correlations for SL are equations derived from fitting forms based on com-
bustion experiments conducted over various temperature and pressure ranges. Therefore,
outside the range of these correlations, the SL is calculated using extrapolation methods,
which inherently introduce relevant input errors into any combustion model.

Another way to get SL is to use tabulated values, which were created based on the
30-species skeletal mechanism developed by Lu and Law [91].

The laminar flame thickness is determined by analyzing the temperature gradient
along the flame front’s normal direction and by using the chemical time. The chemical
time is derived from the characteristic time of the laminar flame, which is calculated using
the Zeldovich Number, a parameter that depends on the activation energy of the fuel
oxidation process.

3.3.3. The Extended Coherent Flame Model (ECFM)

The Extended Coherent Flame Model (ECFM) [72,136] builds upon the basic princi-
ples of the Coherent Flame Model (CFM) by incorporating additional features to handle
more complex combustion scenarios, which focus on turbulence and flame interaction
and includes detailed modeling of how turbulent eddies affect flame stretch and flamelet
behavior. This involves correcting for the effects of turbulence on flame stretch, consid-
ering the turbulence intensity, and adjusting for the curvature and thermal expansion
of flamelets [141]. Thus, the flame stretch is influenced by turbulence and the ratios of
turbulent to laminar flame velocities and lengths. It is adjusted for curvature and thermal
expansion effects caused by laminar combustion in flamelets based on the assumption of
isotropic flame distribution [72].

The model calculates the rate of fuel consumption based on the flame surface density
(FSD) and the reaction rate per unit flame surface area.

In the case of the coherent flame model, flame surface area per unit volume is defined
as follows:

Σ =
Al
V

(3)
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Using flamelet assumption, the mean turbulent reaction rate is computed as the
product of the flame surface density Σ and the laminar burning velocity SL as follows:

ρ
.

r f u = −ωLΣ = ρfu,frSLΣ (4)

In this, ωL is the mean laminar fuel consumption rate per unit surface along the flame
front, ρfu,fr the partial fuel density of the fresh gas, ρ is the density of the fresh gas, and
yfu,fr is the fuel mass fraction in the fresh gas.

When combustion starts, several new terms have to be computed. Among them are
source terms and two quantities for Equation (2): Σ and SL.

∂Σ
∂t

+∇·(Σu) = Sproduction − Sdestruction (5)

The first term of the left-hand side is the time-dependent component, and the second
term is the convective transport of the FSD. The first term of the right-hand side is the
source term, which represents the production of flame surface density that comes essentially
from the turbulent net flame stretch; the second term is the sink term, which represents the
quenching effect referring to the local extinction or reduction of the flame surface density
due to unfavorable conditions, such as excessive strain, heat loss, or insufficient reactants.
Hence, the FSD transport equation incorporates these effects into a combined source term,
SΣ, which includes both the creation and destruction mechanisms:

SΣ = Sproduction − Sdestruction = Sstretch + Squenching + Sother (6)

where Sother represents additional source terms that might be relevant depending on the
specific combustion scenario.

This approach allows for detailed tracking of how turbulence affects the flame surface
and, consequently, the combustion process.

Recently, the ECFM-3Z model has been extensively adopted for 3D CFD analysis of
PCSI engines using AVL’s Fire CFD code [72]. The ECFM-3Z model is an extension of the
ECFM combustion model based on the FSD transport equation and mixing model that
can describe premixed inhomogeneous turbulence and diffusion combustion and operates
within three distinct zones or regions: fuel, air, and the air–fuel mixture. In this model, the
fuel can be represented as a mixture of various components. Both the burnt and unburnt
gases are categorized into these three zones.

The extent of mixing among these zones is determined using a characteristic time scale,
which is computed based on the k-zeta-f turbulence model [1,58,79,80]. The ECFM-3Z
model assumes that the composition of unburnt gases, including air and Exhaust Gas
Recirculation (EGR), remains consistent across mixed and unmixed zones. The properties
of the burnt gases are calculated based on the reaction progress variable.

In conclusion, this combustion model focuses on flame propagation and the inter-
action between turbulent flow and flame while utilizing simplified global kinetics for
chemical kinetics.

3.3.4. The Multizone Well-Stirred Reactor (MZ-WSR) Model

A homogeneous reactor-type combustion model, MZ-WSR [88], operates on the
premise that sharp gradients in temperature and density are unlikely to occur within
a cell and models combustion as an ignition-based phenomenon. This model divides the
reactor into several well-mixed zones, each assumed to be perfectly mixed with a uniform
composition. Additionally, chemical reactions are thought to occur instantaneously within
each zone. The governing equation of the MZ-WSR combustion model can be represented
as follows:

dYi
dt

= γ
.

ωi +

.
m
V
(Yi,in − Yi) (7)
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where γ is the multiplier, Yi is the mass fraction of species i,
.

ωi the reaction rate of species i,
.

m is the mass flow rate, and Yi,in is the mass fraction of species i in the inflow.
The MZ-WSR model, coupled with detailed kinetic calculations, is particularly suitable

for modeling the jet ignition process. Therefore, most of the studies [13,38,47,61–64,66,90,91]
investigating the PCSI system using WSR models have considered detailed chemical
mechanisms derived from GRI Mech 3.0 by Lu and Law [142] by utilizing the integrated
chemistry solver known as SAGE [13,88,143], which is included in the commercial code
CONVERGE [70]. However, the use of the SAGE model for combustion involves consid-
erable simplification. In the simulations, turbulence models are not applied to the mean
chemical production terms in the governing equations. This means the potential impacts of
turbulent fluctuations on these terms are not accounted for in the simulations. It should be
noted that the influence of turbulence, as modeled using the RANS k-E turbulence approach
discussed earlier, is applied exclusively to the transport equations of mass, energy, and
momentum in the averaged equations. Prior numerical investigation into the jet ignition
process [143] demonstrated that the WSR assumption could produce cooler temperatures
in cells with thin flamelets. This issue can become more pronounced in ultra-lean mixtures.
Recently, several papers [63,64] have evaluated the prediction performance of this model by
comparing it with the G-equation model for the combustion processes in passive [64] and
active PCSI engines [63] fueled by natural gas. This literature showed that the MZ-WSR
model predicts faster combustion rates in the main chamber than the G-equation model,
which fails to match the pre-chamber combustion phase correctly. However, this model’s
prediction of the combustion rate in the main chamber matched well with the experimental
results. The MZ-WSR model requires that each cell be treated as an individual well-stirred
reactor. For this to be accurate, the characteristic time of the turbulence in the cell must
be significantly smaller than the characteristic time of the combustion chemistry. In other
words, the Damköhler number must be much less than 1 to assume a well-stirred reaction.
Therefore, in the case of PCSI combustion, where lean and highly heterogeneous turbulent
flows exist, this model can result in significant errors.

Despite its limitations, this model has been extensively used to analyze the combustion
processes of PCSI engines within the RANS framework up to the present [26,27]. This
is because the MZ-WSR model excels in providing a detailed and chemically accurate
representation of combustion processes and allows for more flexibility in adjusting the
model to account for different fuels such as natural gas [27,28] and gasoline [26] and dual-
fuel combustion conditions [16,31,37] due to its detailed chemical kinetics. This makes
it particularly useful for research and development where precise emission predictions
and understanding of combustion chemistry are crucial. The experimental validation
of this model was conducted using in-cylinder pressure and heat release profiles, and it
demonstrated good predictive accuracy for both pressure and the combustion process
within the range of 1.6 < λ < 2. [13,88,143].

Recently, when the G-equation has been utilized, the MZ-WSR model is integrated
before, during, and after the flame front to calculate the intermediate and post-reaction
species instead of using simplified global kinetics [64,65,91]. However, its effects have not
been quantitatively proven.

3.4. Turbulence–Chemistry Interaction

The interaction between turbulence and chemistry-related quantities is crucial in
determining the combustion characteristics of PCSI applications, such as ignition, flame
propagation speed in both the pre-chamber and main chamber and burn rate trends.
Namely, combustion and turbulent flow are affected by each other within the turbulent
reactive flow. Compared to traditional SI engines, the turbulent flow field in PCSI systems is
highly inhomogeneous, exhibits large spatial gradients at the jet boundaries, and undergoes
rapid temporal evolution. One of the key factors distinguishing the flame evolution in PCSI
systems from conventional SI engines is the high level of turbulent fluctuation near the
spark plug, driven by jet-to-jet interaction during the scavenging process. This is because
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this high level of turbulence level makes the flame behavior clearly not isotropic [144]. As
the flame front moves through a turbulent flow, it is influenced by both large and small
eddies. The larger eddies, which are much bigger than the thickness of a laminar flame,
primarily cause the flame to wrinkle and distort. Meanwhile, the smaller eddies are capable
of penetrating the flame front, allowing them to directly interact with the combustion
chemistry. This interaction enhances turbulent mixing and amplifies diffusive processes
within the flame. However, from a macroscopic point of view, the main effect of turbulence
on the flame is to increase the propagation speed [145].

Previous literature utilized the source terms of combustion models developed for
pre-mixed or non-premixed conventional gasoline S.I. engines to simulate these complex
turbulence–chemistry interactions, such as the ECFM-3Z and G-equation models. These
models differ in their approaches to representing turbulence–chemistry interactions, leading
to variations in calculated laminar flame speeds, turbulence intensities, and spatiotemporal
scales. As a result, they produce different turbulent flame speeds, which significantly
impact engine output, fuel consumption, and pollutant formation. The predictive accuracy
of these models hinges on their ability to accurately calculate turbulent flame speed.

The G-equation model calculates turbulent flame speed using explicit correlations,
while the ECFM-3Z model derives it from the Flame Surface Density (FSD) equation. Differ-
ences in the velocity scale ratio ( u′/SL) and length scale ratio ( lt/δL) during combustion,
as illustrated in the Borghi–Peters diagram, highlight the distinct approaches these models
take in handling the flame brush, particularly in terms of the spatial distribution of the
reaction volume. These differences are primarily due to varying turbulence intensities and
scales, which affect mean turbulence–flame interaction.

Figure 7 analyzes the behavior of the velocity scale ratio and length scale ratio on the
Borghi–Peters diagram for the two combustion models previously discussed under the
operating conditions of a GDI engine at 2000 rpm and stoichiometric conditions [132]. As
shown in the figure, the ECFM-3Z model indicates that, except for the initial combustion
phase, the combustion predominantly falls within the corrugated flamelet regime. In
contrast, for the G-equation model using four different turbulent flame speed correlations,
most of the combustion is observed to occur within the stirred reaction regime and thin
reaction regime. The variation in combustion traces between these models is attributed
to the different treatments of the flame brush by each model. This result underscores
the significance of turbulence–flame interaction as a critical factor in determining the
combustion characteristics in engine analysis. Furthermore, it suggests that the current
flamelet-based combustion models may introduce significant errors in the analysis of
PCSI engines.
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As shown in Figure 7, the flamelet-based combustion models exhibit significant differ-
ences in turbulence–flame interactions during the combustion process. However, when
compared to experimental ensemble-averaged in-cylinder pressure and burn rate traces,
these differences are not substantial. Figure 8 illustrates a comparison between pressure
traces (left) and heat release rate curves (right) from experiments and various combustion
models under the same engine and operating conditions as Figure 7. From an engineer-
ing perspective, the results demonstrate overall good agreement with the experimental
ensemble averages.
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The FSD transport equation includes source and sink terms accounting for stretching
and quenching effects, which are crucial for accurately modeling the dynamic behavior of
the flame front in both laminar and turbulent combustion conditions. By incorporating
these effects, the FSD equation comprehensively describes flame surface evolution, which is
essential for predicting combustion performance and stability. As illustrated in Equation (6),
the stretching effect accounts for the deformation of the flame surface due to the flow
field, influenced by both laminar and turbulent strain rates. In turbulent flows, this
term can be complex, involving contributions from large-scale and small-scale turbulent
eddies stretching.

To simulate stretching and quenching conditions in term SΣ of Equation (7), the
intermittent turbulent net flame stretches (ITNFS) model [141] is utilized. The ITNFS model
characterizes the interaction between a single vortex and the flame front, extrapolating this
interaction to represent the complete turbulent flow. It assumes that each turbulence scale
influences the flame independently, with no interaction between different turbulence scales,
allowing for the overall effects of turbulent fluctuations to be predicted from the behavior
of individual scales in the unburned gas mixture, as shown in Figure 9.
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By applying this model to a complete turbulent flow, it is assumed that the cumulative
effect of all turbulent fluctuations can be inferred from the behavior of each scale. The
limitation of this model is that it cannot account for vortex interactions. It is clear that this
model has limitations when applied to PCSI engines, where strong turbulence intensity
is distributed near the flame front of the hot turbulent jet and highly inhomogeneous
turbulence exists. The production of flame surface density primarily results from the
net flame stretch due to turbulence. This flame stretch is expressed as the large-scale
characteristic strain (ε/k), adjusted by a function Ct, which considers the size of turbulence
scales and viscous and transient effects [146]. Ct depends on turbulence parameters and the
properties of the laminar flame. Hence, the right-hand side of Equation (4) can be expressed
as follows:

Sproduction = αKe f f Σ and Sdestruction = β
ρ f u, f rSL

ρ f u
Σ2 (8)

Here,
Ke f f = Kt =

ε

k
Ct (9)

Kt is a critical property since it influences the source term for the flame surface and,
therefore, the mean turbulent reaction rate. The coefficient α is the stretching factor, and β

in Equation (8) is the arbitrary tuning constant used in ECFM.
However, it is important to better understand the contexts in which the ITNFS model

can be effectively applied and where additional considerations or alternative models may
be necessary. This is particularly due to the lack of consideration for nonlinear effects in the
interaction of turbulence scales with the flame front, flame-generated turbulence, and the
reignition of fresh gases crossing a locally quenched flame front [141].

Several previous studies [11,12,135,145,147] have reported the average turbulence–flame
interaction experienced by engine flames in PCSI engines and recently developed highly
downsized engines on the Borghi–Peters diagram, confirming the occurrence of multiple
regimes during S.I. combustion. The results of these studies emphasize the necessity for
combustion models to be predictive across all potential combustion regimes [135,141,147].
The high turbulence levels generated by the pre-chamber (PC), combined with the reduction
in laminar flame speed due to dilution, significantly impact the combustion regime of PC-
initiated combustion systems. These interactions are illustrated in the schematic Borghi
diagram in Figures 10 and 11, where the Karlovitz (Ka) and Damköhler (Da) numbers are
used to compare relevant timescales of turbulent combustion to determine the combustion
regime. Consequently, the PC-initiated jet ignition combustion regime shifts into the thin
reaction zone, bringing it closer to the stability limits.
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Figure 11. Evolution of the flame regions during pre-chamber (a) and main chamber (b) from spark
timing to the hot gas ejection in the main chamber (a); from the start of main chamber combustion to
MFB90 (b) [61].

The two figures below are based on the same passive PCSI engine with a port fuel
injection system in a gasoline engine. Figure 10a shows the progression of the combustion
region at 2000 rpm on the Borghi–Peters diagram for λ = 1 and λ = 2 cases [12]. Figure 10b
illustrates the change in the flame structure during the combustion period at 4500 rpm
by increasing the air/fuel ratio using air and EGR [11]. From these results, it is clear that
lean combustion shifts the combustion characteristics to the thickened flame regime. As
is well known, this occurs because the eddies become smaller than the flame thickness,
allowing some eddies to penetrate the pre-heat zone of the flame. Another vital piece of
information evident from Figure 10b is that EGR dilution exhibits higher sensitivity than
air dilution [11,12].

Recently, the gasoline-fueled, passive, pre-chamber engine has been numerically
modeled using the RNG k-ε turbulence model and MZ-WSR with the SAGE combustion
model, and the combustion characteristics for λ = 1.0 and 1.2 at 4000 rpm have been
investigated [61]. Figure 11 shows the evolution of the turbulent regimes in the pre-
chamber and main chamber for two operating conditions on the Borghi–Peters diagram. A
noteworthy feature of this figure is that almost all pre-chamber combustion, even in lean
cases, evolves in a thin reaction regime due to the high turbulence intensity produced by
strong jet-to-jet interaction during compression stroke. As shown in Figure 11a, during
the initial stages of combustion, the velocity scale ratio decreases due to the weakening of
the initial turbulence intensity. Subsequently, it recovers as the residual gas decreases. The
length scale ratio shows that the integral length scale (ll) remains constant, and the laminar
flame thickness (δL) gradually decreases and stabilizes. Under lean conditions, the laminar
flame thickness increases, and the laminar flame speed decreases, causing the curve to
shift upward. From these results, it can be deduced that the MZ-WSR model is suitable for
pre-chamber combustion. Figure 11b shows that compared to pre-chamber combustion,
main chamber combustion occupies a broader area on the Borghi–Peters diagram, starting
from the border of the broken reaction zone, passing through the thin reaction zone, and
moving into the wrinkled flame zone. This occurs because the high turbulence intensity is
distributed across the flame front when the hot turbulent jet is ejected. As the intensity of the
jet and turbulence decreases, the combustion quickly transitions through the thin reaction
zone and linearly moves into the corrugated reaction zone. Therefore, combustion in the
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main chamber experiences three combustion regimes due to the rapid changes in velocity
and length scale ratios, indicating the presence of complex turbulence–flame interactions.
This figure suggests that for PCSI engines, a multi-mode combustion model that can cover
a wide range of the Borghi–Peters diagram needs to be developed. It is important to note
that Figures 10 and 11 are based on the RANS type k-epsilon turbulence model using
Boussinesq’s isotropic eddy viscosity assumptions and flamelet-based combustion models,
which may introduce some errors.

3.5. The Well-Tuned Versions of Combustion Models

As previously explained, to accurately predict the combustion in a PCSI engine,
developing a model capable of calculating multi-mode combustion is essential. Currently,
utilizing a flamelet-based combustion model is a practical alternative. Therefore, recent
research has focused on tuning the model coefficients b1 and b3 in Equation (2), which
represent the large and small-scale turbulence enhancements in the G-equation model
described by Equation (2) [64,65,91]. This tuning process is performed ad hoc.

In the case of combustion models using Flame Surface Density (FSD) or MZ-WSR,
efforts have been made to adjust the flame stretch factor, α in Equation (8) for FSD and
multiplier, γ in Equation (7) ad hoc to align with experimentally obtained in-cylinder
pressure traces and heat release rate profiles [148]. However, these treatments could not be
adequate to achieve a precise correlation between simulations and experimental results
in both the pre-chamber and the main combustion chamber [64,65,148]. As described
above, such studies attempt to address the limitations of telling the turbulence–flame
interaction using RANS-type turbulence models and flamelet-based combustion models
by calibrating the model coefficients included in the equations that represent combustion
speed or burn rate.

Kim et al. [64] tuned the multiplier of the MZ-WSR model within the range of 1.0
to 1.4. Additionally, they adjusted the coefficients b1 and b3 for the G-equation model
between 1.0 and 2.5. for two air/fuel ratios at 1200 rpm. The engine used in this study is
a 1.86-L passive PCSI PFI engine fueled by natural gas. They validated the improvement
in prediction accuracy by comparing the in-cylinder pressure traces and heat release rate
profiles with experimental data. Figure 5 compares the cylinder pressure and heat release
rate obtained from experimental data and the simulation results using the tuned models.
The experimental data includes results from 300 cycles (represented by light gray lines)
and the averaged pressure (depicted by a bold black line). Figures 12 and 13 compare the
simulation results to the corresponding experimental results without tuning the model
coefficients. The results show that without tuning the model coefficients, it is impossible
to predict the combustion characteristics of the PCSI engine accurately. Additionally, the
discrepancies are more pronounced in the lean region, likely due to the inability to account
for the transition to the thin reaction zone as the flame thickness increases and the laminar
burning velocity decreases.

The tuning of model coefficients significantly improves the predictive accuracy of the
G-equation model. However, the MZ-WSR model fails to enhance predictive accuracy with
coefficient tuning, as it does not account for the effects of small-scale turbulence on the
reaction rates.

Silva M et al. [65] conducted a detailed analysis on a 2.1-L active pre-chamber en-
gine using natural gas as fuel, focusing on the impact of turbulent jets ejected from the
pre-chamber on the burn rate in the main chamber. This study utilized the G-equation com-
bustion and RANS-type turbulence models for two different orifice diameters. In this work,
the turbulent flame speed equation was tuned with coefficients b1 and b3 set to 0.78 and
2.0, respectively. Figure 14 compares the pre-chamber, and central chamber pressure traces
at 1200 rpm for the two orifice diameters between the calculated and experimental results.
As observed, there is excellent agreement between the experimental and predicted data.
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In this computation, a highly sophisticated 0D/1D wave model [11,65] was employed
to obtain initial conditions and temperatures at the walls, as well as temperature and
pressure values at the inflow and outflow boundaries for the 3D CFD analysis. How-
ever, this model requires input conditions such as lift curves of intake and exhaust valves,
pressure pulsations in the intake and exhaust pipes, and fuel lines. Additionally, experi-
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mentally obtained pressure traces are needed to analyze pre-chamber and main-chamber
combustion phenomena.
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Therefore, performing precise 3D CFD analysis of the PCSI engine without preced-
ing experiments is challenging. Moreover, tuning model constants in the combustion
model based on experimental values is necessary, which varies depending on the engine
displacement, fuel used, pre-chamber geometry, and fuel supply system.

To the authors’ knowledge, only a few studies have utilized well-calibrated combustion
models [45,76]. Although the physical phenomena of TJI combustion are not yet fully
understood, model constants in the correlation or source term for various combustion
models are adjusted to correct the laminar flame speed and align with experimental pressure
traces [41,47,48]. However, the ability to accurately predict all phenomena involved in TJI
combustion remains uncertain [45].

Figure 15 shows the recent share of (a) combustion models and fuels for PCSI simu-
lations. The majority, 45.9% of studies, relied on the MZ-WSR model, while 32.4% opted
for the G-equation model. Subsequently, the frequency of usage for the ECFM(3Z) model
accounted for 16.2%, while less frequently used combustion models, such as the Weller
model, were grouped as ‘etc’. Additionally, the fuels used in the CFD simulation for
the PCSI engine were categorized and shown in Figure 15b. As illustrated in the figure,
50% of PCSI engine studies utilized natural gas fuel, followed by gasoline fuel. Recently,
research has emerged on using carbon-free fuels such as ammonia and hydrogen in PCSI
engines [36,44,86]. These studies employ a dual fueling strategy, utilizing natural gas [84]
and diesel fuel for the initial combustion stage, and have been grouped under dual fuel.
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3.6. Numerical Grid of Pre-Chamber Engine

The process of subdividing a physical domain into smaller subdomains is known as
grid generation or spatial discretization, which divides the spatial domain into a mesh or
grid. Each grid point, cell, or control volume represents a discrete location in the domain.
In this context, meshing is crucial in defining the discrete elements where physical laws
are applied. These meshes establish the cells or elements over which flow calculations
are conducted. The primary goal of the simulation is to generate numerical values for
critical variables, such as velocity, pressure, and temperature, at specific points within the
mesh. As the grid size decreases, the solution to the discretized problem converges to the
solution of the continuous problem. Thus, the grid significantly influences both the rate
of convergence and the accuracy of the solution. Therefore, the grid generation step is a
critical component of the simulation process [137], and generating a sufficiently fine and
uniform grid for complex geometries is both challenging and time-intensive. It is difficult
to ensure that the grid adequately captures all relevant scales of turbulence while keeping
the computational requirements manageable.

3.6.1. Mesh Generation for LES Turbulence Model

In the LES turbulent model, the mesh limits the size of the eddy that we can physically
represent on the mesh [54,102]. LES resolves scales from the domain size L down to the
filter size ∆, requiring substantial resolution of high wave number turbulent fluctuations.
This necessitates high-order numerical schemes or acceptable grid resolution if low-order
numerical schemes are employed [102,103,107]. ∆ is the length scale or grid filter width
and is determined as follows:

∆ = (V)1/3 = l0/5 (10)

where the integral length scale, l0, the size of the eddy, is directly related to the computa-
tional cell volume, V.

It is known that good LES should resolve at least 80% of the turbulent kinetic energy,
which is dependent on mesh size [108]. As mentioned above, the remaining kinetic energy
is modeled in the sub-grid model. Finally, the finer the mesh, the more turbulent kinetic
energy is resolved. As shown in Figure 5, the sub-grid scale viscosity is also a function of
the mesh size. Hence, we are solving different equations on each level of refined mesh.
Consequently, a traditional mesh independence study, which aims to ensure that simulation
results are not influenced by mesh density, becomes impractical. Instead, alternative
validation techniques must be employed to ensure the reliability of LES results.

Accordingly, the LES turbulence model requires representing the integral length scale
of each eddy with at least five grid cells, which demands an enormous number of grids.
Additionally, it is not easy to ensure that Equation (10) conditions are satisfied meticulously.
Due to the computational burden resulting from a large number of computational grids,
studies using LES (Large Eddy Simulation) [32,52] have primarily focused on geometrically
and computationally simple cases, such as engine-like structures like the RCEM or constant
volume chambers with single-hole nozzles and low-pressure air [57]. However, recent
studies [59,67] have conducted three-dimensional CFD analyses using LES models to
understand the complex thermo-fluid dynamic processes throughout the entire working
cycle of the engine. This trend is clearly illustrated in Figure 4.

3.6.2. Mesh Generation for URANS Turbulence Model

It is well-known that huge grid sizes in RANS simulations can lead to under-resolved
mean fields. This discrepancy significantly differs between the actual RANS and com-
putationally resolved fields. Such under-resolution substantially impacts the accuracy of
chemical simulations, often more so than the direct effects of turbulent fluctuations on
the chemistry, which turbulent combustion interaction models are typically designed to
account for [145]. Consequently, in scenarios of poor resolution, typical turbulent com-
bustion models must compensate for under-resolution to maintain accuracy, even though
they were not initially intended for this purpose. Therefore, increasing the resolution in
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under-resolved areas of the simulation can minimize the errors the unresolved field has on
the chemistry. Once the resolution-related errors are mitigated, it can be observed that the
remaining effects of turbulent interactions on combustion chemistry are of the same order
of magnitude as the accuracy of the detailed kinetic mechanism being used. Additionally,
it should be noted that in the case of an under-resolved flame front, the second derivative
in the species conservation equation (representing diffusion) and the second derivative in
the energy equation (representing conduction) would be under-estimated. This underesti-
mation reduces the mixing, resulting in a lower calculated laminar flame speed.

All commercial CFD software provides grid generation tools in their pre-processors.
When using the Converge CFD code, which is most commonly used for CFD analysis of
PCSI engines, as shown in Figure 3, the Adaptive Mesh Refinement (AMR) algorithm is em-
ployed to increase the grid refinement level only in regions characterized by high velocities
and large temperature gradients (e.g., flame fronts), without excessively slowing down the
simulation with the uniformly refined grid. The mesh was re-generated at each iteration
and dynamically refined. This approach resulted in the total number of cells in the computa-
tional domain ranging from 300,000 to 700,000 during the compression stroke to 1.23~3 [61]
million to 9 million [88] at the end of the combustion phase. Studies using the Converge
CFD code have set the base grid size in the pre-chamber to 1 mm [48,63,64]~4 mm [13,88]
and, through a series of localized mesh refinements, achieved a minimum cell size of
0.125 [48,61,63]~0.5 [13,63,64] mm. By varying the grid size in the pre-chamber, the y+
value is monitored to ensure that the simulation results fall either within the recommended
range (30 < y+ < 100) or within a range (20 < y+ < 30) that can be handled by a wall func-
tion [64]. Additional fixed mesh refinement is applied locally around the spark plug gap to
capture the ignition phase [13,47,61,63,64] accurately. Additionally, the pre-chamber area,
including the nozzles and the regions traversed by turbulent jets entering the main cham-
ber, is locally refined to a resolution of 0.125 [13,47]~0.25 mm [64,88]. Figures 16 and 17
display the complete engine geometry and the computational grid layout along a plane
intersecting the center of the pre-chamber. A cut-cell method using a Cartesian grid was
applied to model the two different complex geometries with moving boundaries. As shown
in Figure 17, the AMR algorithm can be used to optimize the grid distribution during
the flame propagation phase in order to minimize computational errors caused by grid
under-resolution in the ejection phase, where there are steep gradients in velocity, pressure,
temperature, and concentration due to turbulent jets.

3.6.3. Differencing Process

A differencing scheme is a specific method to approximate the derivatives in the
discretized equations. These schemes define how the values at the discrete points in the
grid approximate the derivatives of the flow variables. There are several differencing
schemes for convection and diffusion terms. One frequently adopted for PCSI engine CFD
simulation is the upwind differencing scheme [149], which uses values from upstream
points to approximate the derivatives. It introduces numerical false diffusion [149] but
is more stable for convection-dominated problems. There are several variations, such as
first-order upwind and higher-order upwind schemes. Although higher-order differencing
schemes such as the Quadratic Upwind Interpolation for Convective Kinematics (QUICK)
scheme and Total Variation Diminishing (TVD) scheme [150] can achieve high-accuracy
solutions, they often compromise solution stability. As a result, for the CFD analysis of PCSI
engines, which requires the simultaneous resolution of complex multi-mode combustion
coupled with strong turbulence and conjugate heat transfer, most studies do not employ
differencing schemes with accuracy higher than second order. Finally, it is always a big
challenge for CFD engineers to choose an appropriate differencing scheme that better
balances between accuracy and stability. In automotive and mechanical engineering, the
sensitivity of discretization schemes for convection terms in LES has been thoroughly
explored, as documented [151].
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The primary function of a Sub-Grid Scale (SGS) model in LES is to dissipate resolved
turbulent fluctuations effectively. The SGS model is specifically designed to provide the
appropriate level of dissipation. Therefore, in LES, we should employ central differencing
schemes, as they do not introduce any numerical dissipation due to their symmetric treat-
ment of fluxes, ensuring that no artificial viscosity is introduced into the system. Central
differencing schemes are second-order accurate, balancing accuracy and computational
cost well. However, they can be less stable than upwind schemes.

Central Differencing Scheme: Uses the average of values at surrounding points to
approximate derivatives. It is second-order accurate but may introduce numerical disper-
sion and can be unstable in convection-dominated flows. Opting for the central difference
scheme is generally favored to mitigate numerical inaccuracies; nonetheless, a common
practice involves blending the outcomes of upwind schemes with those of the central
scheme to enhance computational stability.

3.7. Time Discretization

To obtain a numerical solution, partial differential equations must be discretized in
both spatial and temporal domains. Partial differential equations must be discretized in
spatial and temporal domains to obtain a numerical solution. Time-dependent variables,
also known as transient terms, are mathematically represented as derivatives concerning
time. However, from a physical standpoint, these terms require special handling. Transient
terms describe the variation of a specific variable over time within an infinitesimally small
control volume, adhering to conservation principles while preserving generality. When
addressing the discrete treatment of transient factors, it is generally preferable to seek a
time-varying solution, as this approach directly influences the accuracy of the numerical
results. For predominantly steady flows, it is advisable first to determine a time-dependent
approximation and transition to a steady-state approximation. Selecting the appropriate
time step is crucial in simulating turbulent jet ignition and spark-ignition combustion in
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PCSI combustion (IC) engines. Accurately capturing pressure fluctuations due to deflagra-
tion within the cylinder or other phenomena in two divided chamber IC engines depends
heavily on the time step resolution used in the simulation. A variable time-step approach,
utilizing the Courant–Friedrichs–Lewy (CFL) number, has been implemented in almost all
previous literature [28–33,48,63,148]. The maximum CFL number differed across various
domain regions, spanning from 1 to 5, and the time step was automatically adjusted within
a range of 0.001 to 1 CAD [48] or 2.5 × 10−5 to 1× 10−8 s [88].

3.8. Appropriate Initial and Boundary Conditions

The most straightforward method for obtaining initial conditions (such as intake and
exhaust temperatures, pressures, injection quantity, and ignition timing) and boundary
conditions is to utilize experimental data. However, this approach cannot be employed
until a prototype engine is constructed, so it is only applied in a few specialized research
studies [29]. In addition, one of the primary difficulties in 3D CFD simulating PCSI
combustion systems is the scarce availability of boundary and initial conditions within the
main chamber and the pre-chamber. Typically, installing measurement instruments in the
confined space of a pre-chamber is extremely difficult. Therefore, in most previous studies
related to 3D CFD simulation, initial values of all required thermodynamic parameters
(including composition) were directly transferred from the 0D/1D model(s). This section
describes the 0D/1D simulations that provide the necessary initial and boundary conditions
for the 3D CFD simulation of the PCSI engine based on the findings of previous studies.

3.8.1. Inflow and Outflow Boundary Conditions of Intake and Exhaust

In the CFD analysis of a PCSI engine using RANS models, the most influential bound-
ary conditions are the inflow and outflow conditions. It is necessary to obtain time-
dependent variations in velocity, pressure, temperature, and chemical composition at the
cross-sections of the engine’s intake and exhaust pipes. The value of CFD simulations lies
in their ability to provide precise foundational design data before the prototype is created.
Therefore, an additional simulation is required to obtain the aforementioned boundary
conditions before the prototype engine is built. Thus, time-varying pressure, temperature,
and chemical composition profiles derived from a 0D/1D model built using commercially
available 1D gas dynamic codes, such as GT-SUITE [152], GT-POWER [11,12,16,82–88],
and WAVE [58], validated with experimental data, were implemented as the inflow and
outflow boundary conditions. These same 1D CFD models were utilized to specify the
chemical composition.

These one-dimensional gas dynamic commercial programs thermodynamically model
the components comprising the engine and consider the intake and exhaust pipes, which
connect each element, as one-dimensional reacting compressible. They utilize the Method
of Characteristics (MOCs) [153] to calculate the pulsating flow characteristics during the
intake, compression, combustion, and exhaust processes. This approach allows for fast and
accurate calculations of these characteristics at the system level of the entire engine. The gas
dynamic simulation consists of intake, exhaust system, and cylinder units. Geometrical data,
flow losses, and heat transfer between the pipe wall and the gas are considered. The pre-
chamber combustion engine model incorporates two different thermodynamic descriptions
of the main chamber and pre-chamber operating cycle, integrated with the gas exchange
processes through the intake and exhaust valves and orifices in the pre-chamber. The
main chamber, pre-chamber, and intake and exhaust pipes are treated as a control volume,
ensuring that energy and mass balances are maintained during the intake and exhaust
phases, which utilize two distinct systems, each containing two thermodynamic zones, to
independently model the combustion processes within the pre-chamber and main chamber.
These systems are interconnected through nozzles, facilitating the exchange of mass and
enthalpy between them. During the compression, combustion, and expansion phases of
both chambers, the energy balance of the combustion and heat release rate is obtained from
either experimental information [11] or a two-zone model-like approach [154,155], which
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requires the 3D-derived turbulent intensity profiles in both chambers because preliminary
3D CFD analyses or experiments should be carried out in motored conditions to tune the
constants of the turbulence sub-model included in this model [8,9]. Another straightforward
way of modeling the combustion of the pre-chamber is using the Wiebe function [11,153],
which was obtained from the heat release rate from the experimental pressure trace [11].

A very recent, very delicate 1D model based on GT-Power is used to further refine
initial and boundary conditions of pressure and temperature to the 3D CFDs model [11,12,
16,29,60,61,82–88]. However, this 1D model requires intake and exhaust valve profile curves,
intake, exhaust, fuel lines, pre-chamber, and main chamber pressure traces. Combustions in
the pre- and main chambers are expressed by heat release-based calibration (HRBC), where
the heat release rates are computed from the measured pressure traces. The discharge
coefficient through the pre-chamber nozzle is also calibrated to accurately replicate the
pre-chamber pressure rise observed in the experimental data [45,65].

Figure 18 illustrates the single-cylinder active pre-chamber engine modeled using
GT-POWER. This figure is a representative schematic diagram of an active PCSI engine
modeled using a one-dimensional thermodynamic numerical analysis method (0D/1D
model). As shown in the figure, the pre-chamber is modeled as a constant volume chamber,
a check valve, and a nozzle. To obtain a more refined 1D model, calibration must be
performed using experimentally obtained pressure traces from both the pre-chamber and
main chamber to get accurate flow coefficients of the nozzle and check valve [45,65].
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Applying appropriate boundary conditions for LES is complex, especially since inflow
conditions must accurately represent turbulent fluctuations. This is critical because LES
requires supplying a dynamic velocity field that fluctuates across both temporal and spatial
dimensions. However, studies using LES [32,33,59] do not provide detailed information
regarding the boundary conditions.

3.8.2. Wall Heat Transfer Modeling

Given the challenges in experimentally measuring instantaneous gas-to-wall heat
fluxes, 3D CFD simulations of in-cylinder processes have become indispensable. These sim-
ulations are crucial for assessing the overall heat transfer to the combustion chamber walls,
its spatial distribution, and the heat losses through the boundaries of the computational
domain. A conjugate heat transfer model is indispensable for precisely simulating the
uneven temperature profiles in both the pre-chamber and principal chamber and effectively
capturing their effects on the turbulent jet quenching and stretching phenomena. While
numerous studies have emphasized the importance and necessity of developing models
suitable for PCSI engines, no related research results have been reported to date.
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In the 3D CFD simulation of IC engines, the heat flux to the walls significantly impacts
the temperature inside the combustion chamber, thus greatly influencing the accuracy of
predicting emissions such as NOx [156]. Therefore, numerous heat transfer models and wall
heat flux correlations exist in the literature [157–161], many of which were developed and
validated through experiments conducted in research laboratories over the past decades,
typically under low-load and low-speed engine conditions. Due to engine downsizing,
operating conditions in the low-speed high-load range have become increasingly important,
resulting in a significant increase in the thermal loads on engine components facing the
combustion chamber. Under high-load, low-speed operating conditions, the suppression
and control of NOx emissions and knocking are critical design factors. As a result, extensive
research has been actively conducted on the development and validation of wall heat
transfer models with high predictive accuracy. Recent studies [156] have revealed that
existing wall heat transfer models (Angelberger’s [160] and Han and Reitz’s [161]) tend to
overestimate wall heat transfer, as evidenced by experimental engine thermal surveys and
temperature measurements conducted on four currently produced engines. Consequently,
existing heat transfer models require a new calibration. Recent studies have proposed
alternative heat transfer models for optimizing wall heat transfer in highly downsized
spark-ignition engines [156,162] and for engines using carbon-free fuels like hydrogen [163].

As inferred from previous research findings, all these commonly used wall heat
transfer models are sufficient under certain conditions. However, their adequacy for PCSI
engines has yet to be evaluated and remains uncertain. For PCSI engines, the validation and
calibration of wall heat transfer models are crucial. The conjugate heat transfer between the
pre-chamber surface and the gas greatly affects flame quenching, significantly impacting the
flame speed prediction. The importance of developing wall heat transfer models suitable for
PCSI engine modeling has been highlighted in previous research. Chinnathambi et al. [88]
underscored that a specialized wall heat transfer treatment would be necessary for the
pre-chamber wall and the nozzles to address the uneven temperature distribution and the
quenching effects accurately.

The wall heat transfer model by O’Rourke and Amsden [74] and Angelberger [12,160]
is the most frequently adopted wall heat transfer model for PCSI engines. This model is
one of the most widely used for both isothermal and non-isothermal wall heat transfer.
The O’Rourke and Amsden model assumes constant near-wall flow temperature and
density, as well as a fixed Prandtl number in the boundary layer. In contrast, Angelberger’s
model allows for variations in near-wall flow temperature and density within the specified
modeling range [164]. Surface temperatures are determined using a simplified predictive
FEM model based on simulations that incorporate calibrated 0D/1D models [67].

Furthermore, utilizing the lumped model based on a thermal resistor network [153]
with the experiments can yield the wall temperatures for the piston, liner, and cylinder
head within the 3D CFDs model [29,165].

In the thermal resistor network model, the film coefficient, necessary to calculate heat
loss between the gas and the wall, is obtained from empirical correlations such as Woschni’s
or Annand’s correlations [153,163]. Recent research [166] suggested using a modified
Woschni’s correlation for pre-chamber heat transfer analysis to simulate PCSI combustion’s
characteristics precisely. It is important to note that the two heat transfer empirical formulas
require calibration of constants, including the correlations, to accurately describe the
conjugate heat transfer between the cylinder wall and in-cylinder gases based on factors
such as fuel type, combustion method, bore, stroke, and turbocharging type [163,167].
However, a specific heat transfer model for pre-chamber walls is currently unavailable [166],
and calibrating these empirical formulas for PSCI engines is time-consuming. Consequently,
the uncertainties related to this aspect cannot be eliminated. Figure 18 illustrates a schematic
diagram of the single-cylinder pre-chamber system modeled using a 0D/1D approach [59].
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4. Experimental Validation

Experimental validation plays a vital role in CFD modeling as it determines the accu-
racy of a model in representing real-world scenarios for specific engineering applications.
Conducting validation involves comparing CFD simulation outcomes with experimental
data to ensure precision in engineering analyses. For PCSI engines, most numerical studies
have used the in-cylinder pressure traces and heat release rate curves in the main chamber
as validation data. As shown in Figure 19, multi-cycle LES calculations with the ECFM-3Z
combustion model show different combustion paths with cycle variation on the in-cylinder
pressure traces [67]. This trend is also observed in the heat release rate curves. This is
because the HRR is derived from the pressure signal in the main chamber. It’s important
to recognize that the experimental HRR provides a simplified estimation of the energy
released during combustion. Therefore, only the ignition onset, peak combustion rate, and
duration should be rigorously considered for validation.
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Additionally, as seen in Figures 12 and 13, in the case of the G-equation, it was found
that the model constants related to large and small-scale turbulence enhancement, which
represent flame propagation speed, can significantly impact the pressure and heat release
rate behavior inside the cylinder of a PCSI engine. However, this does not necessarily
guarantee an accurate representation of turbulence–chemistry interaction. Therefore, before
fine-tuning the physical models used in predictive PCSI engine modeling, it is crucial to
identify and understand the primary sources of uncertainties. Many researchers have
pointed out various uncertainties, including the lambda value inside the pre-chamber,
excessively rich air/fuel ratios [168], and the correct calculation of laminar flame speed
under ultra-lean conditions [91].

Syrovatka et al. [67] performed multi-cycle simulations on a single-cylinder active
PCSI engine fueled by natural gas using the high-fidelity turbulence model LES and the
ECFM-3Z combustion model. The results were compared to experimentally obtained heat
release rate curves, as shown in the figure below. The operating conditions were set at a
speed of 1800 rpm with an air excess ratio of 1.05. To analyze the cycle-by-cycle variation
(CCV) effect, heat release rate curves for three cycles, excluding the first cycle calculated
from the CFDs model, were displayed for two engines with different pre-chamber volumes.
The maximum and minimum heat release rate curves obtained from the experimentally
measured pressure traces over 120 cycles were shown for experimental validation. Figure 19
indicates that the LES modeling approach effectively captures the cycle-by-cycle variation of
the PCSI engine, with all CFD traces falling within the limits of the experimental data. The
figure also highlights the significant CCV in heat release rate curves due to lean combustion
in the main chamber.

These results show that it is evident that analyzing model uncertainty by validating
pressure and heat release rate curves averaged over 300 cycles using RANS-type turbulence
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models is very challenging. These findings suggest that the development of high-fidelity
turbulence models capable of accounting for vortex-to-vortex interaction and non-uniform
distribution of vortices, along with combustion models that can simulate multi-mode
combustion, will be pivotal in establishing CFD analysis technology as a vital process in
design engineering.

5. Critical Issues of CFD Simulation of a PCSI Engine

This study demonstrated that the ignition process in a pre-chamber spark-ignition
(PCSI) engine is a complex phenomenon driven by the intricate thermo–chemical inter-
actions governed by both chemical kinetics and fluid dynamics. The interaction between
the pre-chamber jets and the main chamber charge plays a pivotal role in this process.
Therefore, a thorough understanding of these kinetic and dynamic factors is crucial for
a complete comprehension of pre-chamber behavior. To date, most of the fluid dynamic
and chemical kinetics models employed in research have not been specifically developed
for pre-chamber spark-ignition (PCSI) engines but rather have been predominantly de-
signed for use in conventional spark-ignition (SI) engines. This indicates that, despite
extensive research into the jet formation process and subsequent combustion in PCSI en-
gines through three-dimensional CFD analysis, numerous issues remain that have yet to
be fully understood. Figure 20 schematically illustrates the types of numerical models
and their interrelationships used to represent the multi-physics nature occurring in a PCSI
engine through CFDs. The figure provides an integrated overview of how these models are
employed to simulate the complex interactions within the engine.
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This study also provides a thorough and concise explanation of the limitations associ-
ated with various numerical models that have been widely applied to CFD modeling of
PCSI engines. In this section, Figure 21 presents a schematic illustration aimed at clarifying
the current predictive limitations and uncertainties of CFD models for PCSI engines. As
depicted in the figure, uncertainties inherent in turbulence models propagate through to
combustion processes, turbulence–flame interactions, and turbulent jet–wall interactions.
A significant challenge in current CFD simulations are the uncertainty in predicting the
anisotropic behavior of turbulent flames, which stems from the assumption of isotropic
turbulence in widely used RANS-averaged turbulence models. Addressing this issue is
critical for advancing the accuracy of CFD simulations.
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Additionally, the development of a multi-mode combustion model capable of ac-
curately simulating turbulent premixed flames at medium and high Karlovitz numbers,
particularly in PCSI engine combustion, is essential for enhancing the reliability of future
CFD analyses. Furthermore, as discussed in Section 3.3, improving the ITNFS model, which
currently simulates flame–vortex interactions independently without accounting for vortex-
to-vortex interactions, is an urgent priority. Developing a model that incorporates flame
interactions with multiple vortices could lead to more precise predictions of combustion
rates and flame propagation speeds.

Another noteworthy limitation that should be highlighted is that when the mean
field generated in a RANS simulation is insufficiently resolved, often due to the use of
overly coarse grid sizes, a significant disparity can arise between the actual RANS field
and the one represented on the computational grid. This under-resolution poses a major
challenge to accurately simulating the chemical processes, with its negative impact likely
surpassing the direct influence of turbulent fluctuations on the chemistry. When the flame
front is insufficiently resolved, the second derivative terms in both the species conservation
equation (pertaining to diffusion) and the energy equation (pertaining to conduction) are
likely to be underestimated. This underestimation leads to diminished mixing, which, in
turn, results in a lower calculated laminar flame speed. Finally, recent advancements in
hardware and computational models have enhanced the quality of numerical analysis and
made these tools more accessible to a broader range of researchers. However, as previously
mentioned, 3D CFD simulations for PCSI engines remain highly time-consuming due to
the large number of grids required, especially when compared to other simulation methods.
Additionally, these simulations require boundary conditions that are often only obtainable
through experimental methods or repetitive calculations using 0D/1D models, which
represents a significant drawback to numerical simulations.

6. Conclusions and Future Research Directions

This paper comprehensively reviews how CFD technology has been applied and
developed over the past 20 years, particularly in the context of emerging PCSI technology.
It thoroughly analyzes the models used for 3D CFD simulations, highlighting their interac-
tions and examining the limitations and errors associated with these complex physics-based
numerical models. The paper also discusses the challenges faced in using CFD as a design
tool, including difficulties in obtaining initial and boundary conditions, which currently
hinder CFD’s effectiveness in the initial design phase. Moreover, it explains why relying
solely on 0D/1D analysis cannot fulfill the role of a predictive tool.
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Despite its extensive use in industrial and academic research, as well as in optimizing
pre-chamber designs, CFDs still exhibit significant limitations in their predictive capabili-
ties. These challenges are particularly evident in turbulence modeling, affecting mixing
and combustion, wall heat transfer modeling, and accurately depicting combustion pro-
cesses. In the specific context of pre-chamber spark ignition, unresolved challenges remain,
including flame and jet–wall interactions, ignition and combustion dynamics within the
main chamber, and the ability of simplified combustion models in commercial CFD tools to
accurately represent these complex processes.

To fully realize the potential of CFDs as more than just a predictive tool and develop
it into an advanced design instrument, it is essential to enhance CFDs with precisely
tailored, physics-based numerical models. Ultimately, for high-fidelity CFD modeling of
pre-chamber combustion engines, the primary sources of uncertainty must be identified and
corrected before proposing fine-tuning and improvements related to various turbulence
and combustion models.
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