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Abstract: Reducing traffic energy consumption is crucial for smart cities, and vehicle carbon emissions
are a key energy indicator. Traffic signal control (TSC) is a useful method because it can affect the
energy consumption of vehicles on the road by controlling the stop-and-go of vehicles at traffic inter-
sections. However, setting traffic signals to reduce energy consumption will affect traffic efficiency
and this is not in line with traffic management objectives. Current studies adopt multi-objective
optimization methods with high traffic efficiency and low carbon emissions to solve this problem.
However, most methods use static weights, which cannot adapt to complex and dynamic traffic
states, resulting in non-optimal performance. Current energy indicators for urban transportation
often fail to consider passenger fairness. This fairness is significant because the purpose of urban
transportation is to serve people’s mobility needs not vehicles. Therefore, this paper proposes Multi-
objective Adaptive Meta-DQN TSC (MMD-TSC), which introduces a dynamic weight adaptation
mechanism to simultaneously optimize traffic efficiency and energy saving, and incorporates the
per capita carbon emissions as the energy indicator. Firstly, this paper integrates traffic state data
such as vehicle positions, velocities, vehicle types, and the number of passengers and incorporates
fairness into the energy indicators, using per capita carbon emissions as the target for reducing energy
consumption. Then, it proposes MMD-TSC with dynamic weights between energy consumption
and traffic efficiency as reward functions. The MMD-TSC model includes two agents, the TSC agent
and the weight agent, which are responsible for traffic signal adjustment and weight calculation,
respectively. The weights are calculated by a function of traffic states. Finally, the paper describes
the design of the MMD-TSC model learning algorithm and uses a SUMO (Simulation of Urban
Mobility) v.1.20.0 for traffic simulation. The results show that in non-highly congested traffic states,
the MMD-TSC model has higher traffic efficiency and lower energy consumption compared to static
multi-objective TSC models and single-objective TSC models, and can adaptively achieve traffic
management objectives. Compared with using vehicle average carbon emissions as the energy
consumption indicator, using per capita carbon emissions achieves Pareto improvements in traffic
efficiency and energy consumption indicators. The energy utilization efficiency of the MMD-TSC
model is improved by 35% compared to the fixed-time TSC.

Keywords: sustainable transition; energy saving; reinforcement learning; meta-learning

1. Introduction

Severe global warming has motivated people to increase their awareness of envi-
ronmental protection. The development trend of smart cities is gradually shifting to-wards
a sustainable transition [1]. Sustainable transition aims to improve traffic efficiency and
focuses on saving energy and ensuring fairness. This includes reducing carbon emissions
during driving and ensuring that all passengers have equal rights to road usage [2]. There-
fore, fairness and carbon emissions have become key indicators to evaluate the development
level of smart cities and the effectiveness of their sustainable transition initiatives.
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Traffic signal control (TSC) provides a way to manage mixed traffic flow effectively.
TSC can optimize traffic flow by reasonably setting each signal’s phases and duration [3].
Therefore, TSC has become a potentially effective method to promote energy saving. How-
ever, traffic efficiency will be decreased if energy saving is the only goal. Traffic efficiency
is one of the most important goals of a smart city [4]. An efficient transportation system
can alleviate congestion and save travel time. TSC is a crucial method to improve traffic
efficiency by regulating traffic flow in different directions at intersections based on traffic
states. Therefore, the research object is a TSC method that can simultaneously improve
traffic efficiency and reduce per capita carbon emissions under the traffic states of mixed
traffic flow and vehicle types.

Reinforcement learning has become a popular research technology for TSC due to
its ability to model and make decisions in complex environments [5]. The agents can
control the phases of traffic signals based on traffic states. TSC models the traffic state at
intersections based on the spatial characteristics of single or multiple intersections and
vehicle positions from current or previous times. Most reward functions maximize traffic
efficiency [6]. Traffic efficiency is often measured by traffic velocity and average queue
length [7]. Few papers consider sustainability, such as harmful gas emissions and safety [8].
Dynamic sequence and fixed sequence are two types of actions. In the dynamic sequence
mode, the order of phases is dynamically adjusted based on real-time traffic states and
optimization algorithms to seek the optimal control strategy. The fixed sequence mode
executes the phases in a predetermined order [9].

The current reinforcement learning methods for TSC primarily focus on ensuring
smooth traffic flow [6]. While the results of these studies often include improvements
in both traffic flow and energy saving, the main objective is typically to optimize traffic
efficiency [10]. However, even when traffic efficiency is maximized, energy saving is not
optimal, as additional factors beyond traffic efficiency, such as vehicle types and the number
of passengers, influence carbon emissions. Consequently, per capita carbon emissions are
not minimized when traffic efficiency is maximized. Traffic efficiency and per capita
carbon emissions are distinct objectives that cannot be directly substituted for each other.
Furthermore, most methods employ a fixed weighting approach to balance these two
objectives, which fails to adapt to dynamic traffic environments.

Therefore, the existing TSC methods have the following limitations: First, they mainly
focus on optimizing traffic efficiency, lacking a consideration of energy indicators such
as per capita carbon emissions, and cannot directly use energy indicators as optimization
objectives, making it difficult for the optimization results to meet the requirements of
a sustainable transition. Second, when considering the sustainable transition, existing
methods lack the consideration of fairness factors and fail to adequately address the
travel needs and experiments of different passenger groups, while fairness is an essential
component of the sustainable transition [11]. Moreover, most methods use fixed weights to
balance traffic efficiency and energy saving, which cannot adapt to dynamically changing
traffic environments. These limitations prevent existing methods from achieving the
sustainable transition and going beyond only traffic efficiency optimization.

The research question is: How can a TSC model simultaneously optimize traffic
efficiency and energy saving, incorporate fairness factors into the energy indicator, and
dynamically balance these objectives through adaptive weights based on complex and
varying traffic states?

This paper proposes the Multi-objective Adaptive Meta-DQN TSC model (MMD-
TSC). DQN is a value-based deep reinforcement learning algorithm that uses deep neural
networks to approximate the optimal Q-function (state-action value function). It can
handle large-scale, high-dimensional state spaces and is very suitable for solving complex
sequential decision-making problems. A Multi-objective DQN for TSC (TSC-Agent) was
built by integrating multiple influencing factors into the state and designing the reward
function. Based on the spatial distribution of vehicles as the state, the state adds the
dimensions of vehicle types and the number of passengers. These are vital factors that
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influence traffic efficiency and energy saving. The multi-objective reward function adopts
the weighting method. One of the objectives is queue length, and the other is per capita
carbon emission. The weights of the two indicators range from zero to one, and the sum of
these is one. An adaptive weight calculation method for traffic efficiency and per capita
carbon emissions based on the state is designed to solve the problem of static weight design.
A neural network is built to calculate the weight. It takes the state as input and weight
as output.

The challenge lies in achieving multi-objective weight adaptation; namely, how does
the algorithm train the neural network parameters for calculating the weight? Weights
are often static values. The objective will be improved if weights are dynamic values
obtained from the current traffic state. The dynamic weight is like a teacher, and the
DQN is like a student. The student learns how to control traffic signals. The teacher
determines the student’s learning objectives and adjusts the teaching progress according
to the student’s learning progress. The two cooperate to make the student’s learning
better. The teacher will adjust the objectives in time, when the student’s current learning
objectives are well-learned. This paper adopts the meta-learning approach to construct
an agent that dynamically controls weights based on traffic states. The dynamic weight
agent is designed as the actor–critic model (weight agent). The actor of the AC model is the
weight generator, and the PPO algorithm is applied to train the weight agent. Applying
the reward of the TSC agent, the weight is adjusted dynamically according to the traffic
states. When the training time of the TSC agent is greater than the threshold, the weight
agent starts to train. Then, according to the new weights, the TSC-Agent continues to be
trained, realizing cooperative learning. Figure 1 illustrates the differences between TSC
and MMD-TSC. Firstly, MMD-TSC focuses more on the passengers inside the vehicle and
optimizes based on per capita carbon emissions. Secondly, MMD-TSC constructs a weight
agent to implement a dynamic and adaptive multi-objective weight calculation.
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Figure 1. Overview of MDD-TSC.

This paper makes the following main contributions:

• We propose an MMD-TSC model. The MMD-TSC model is a dynamic multi-objective
optimization model capable of simultaneously optimizing traffic efficiency and energy
saving, surpassing the limitations of existing methods that only focus on traffic efficiency.

• We introduce a dynamic weight adaptation mechanism in the MMD-TSC model
through a meta-learning weight agent. The model adaptively adjusts the optimization
weights of traffic efficiency and energy saving based on traffic states.

• We incorporate the per capita carbon emissions indicator as the energy indicator in the
reward function design of the MMD-TSC model to show the development level of the
sustainable transition.
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The structure of the paper is as follows. Section 2 summarizes related works. In
Section 3, it introduces the MMD-TSC background. Section 4 elaborates on the model
structure and training algorithms in detail. Section 5 describes the experimental design,
shows experiment results, and discusses the results. Section 6 draws the conclusions and
proposes future works.

2. Related Work

Deep reinforcement learning (DRL), with its ability to recognize complex environ-
ments, can be applied to decision-making problems in dynamic environments. TSC aims to
optimize traffic flow and improve efficiency by decreasing queue length and increasing ve-
locity. The DRL’s action is to determine which phases should be green. When selecting the
action, it is necessary to analyze the complex road environment and the dynamic changes
in traffic flow. Therefore, DRL can be applied to TSC. Chu et al. [3] constructed a 3D model
of the traffic intersection for state acquisition, using the vehicle position images as the
current state. They designed an end-to-end model, and the result is superior to other TSC
methods. Lin et al. [12] constructed a lane-level graph to represent the traffic intersection to
identify which lane had special situations. This microscopic design method helps represent
the relationships between lanes and discover problematic lanes. Razack et al. [7] extracted
the spatial and temporal characteristics. The results were better than other TSC models
in terms of queue length and the number of waiting vehicles. Antes et al. proposed a
hierarchical multiagent reinforcement learning approach for traffic signal control, where
regional agents aggregated information and generated recommendations. The proposed
method outperforms fixed-time and non-hierarchical RL-based approaches on a synthetic
traffic grid [13]. Abdoos et al. proposed a hierarchical reinforcement learning approach
to control traffic lights. The upper layer is responsible for predicting traffic flow based on
global information, while the lower layer makes traffic light action decisions based on the
prediction results and the conditions at the intersection. Experimental results show that this
approach is feasible in a scenario involving multiple traffic lights at 16 intersections [14].
Traffic carbon emissions account for one-tenth of the total carbon emissions in China, so low
carbon emissions is a goal of smart cities. Low carbon should have been the goal of TSC [15],
but Koch et al. [10] found that maximum traffic flow and minimum carbon emissions are
not necessarily conflicting goals. That means the two goals can be improved simultaneously.
Most of the research considers carbon emissions as a secondary goal while focusing on
traffic efficiency. Guo et al. [16] focused on the sustainability of Connected Autonomous
Vehicles (CAVs) and designed a multi-agent system that controls both traffic signals and
vehicles. The model can balance travel time and fuel use in a large-scale complex road
network. It essentially focuses on vehicles rather than traffic flow. Reddy et al. [6] focused
on potential route conflicts of lanes at intersections and designed lane-level intelligent TSC
to improve throughput and low carbon performance. Górka et al. [17] the control model
with priority, adjusts the traffic lights at intersections containing tram to reduce energy
consumption, and verifies it on a real dataset using simulation methods. Kolat et al. [18]
designed the standard deviation of the number of in-lane parking as a reward function to
improve traffic efficiency while also improving sustainability. The electric vehicles with
high velocity will have excessive energy consumption. Chen et al. [19] designed a cen-
tralized coordinated control method connecting vehicles and traffic signals to achieve a
balance between energy consumption and traffic efficiency. Only one study focuses on
optimizing carbon emissions through TSC. Kang et al. [8] built a dueling DQN to train TSC
agents to minimize harmful gas emissions. The result shows the agent can reduce carbon
emissions and improve traffic efficiency.

Fairness for passengers is a core concept of sustainability, so in addition to carbon
emissions, fairness is an important component of sustainability. Research also focuses
on fairness from perspectives of vehicle and road priority. Sun et al. [20] designed a
reward function to avoid excessive waiting for passengers and vehicles on non-main roads,
and a priority scheduling TSC method for emergency vehicles. The results increased the
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throughput of intersections, effectively solved traffic congestion, and ensured fairness.
To ensure fairness, a cost function was used to prevent the traffic signal of a lane from
being always red. Ye et al. [21] designed a hierarchical TSC model with vehicle fairness.
Vehicle fairness is the ratio of waiting time to passing time. Kumar et al. [22] designed
three TSC modes: fair mode, priority mode, and emergency mode. Each mode set vehicle
priorities according to importance. Cui et al. [23] designed traffic-network fairness from
the perspective of phase actuation fairness and network resource utilization fairness.

Traffic efficiency and energy saving are two different goals. For such multi-objective
TSC, current research focuses on three methods: (1) Pareto, (2) weighted sum (with static
weights, as well as dynamic weight represented by entropy according to traffic state),
and (3) other algorithms to balance multiple objectives. Akyol et al. [24] used heuristic
algorithms to calculate the Pareto solutions that minimize pedestrian waiting time and
carbon emissions. The results showed that MOABC (Multi-objective Artificial Bee Colony)
is better. Gong et al. [25] used a multi-objective reinforcement learning method to opti-
mize TSC, aiming to ensure both efficiency and safety. The solution for multi-objective
models is to use different models and parameter learning methods for different value
functions. Saiki et al. [26] proposed a multi-strategy multi-objective reinforcement learning
method. Zhang et al. [27] used NSGA-III (Nondominated Sorting Genetic Algorithm-III)
to solve multi-objective TSC with goals of signal control delay and traffic capacity indices.
Zhang et al. [28] designed a dynamic multi-objective reinforcement learning model to
optimize traffic signals in terms of low-carbon, efficiency, etc. The entropy weight was used
to calculate the weights under different states. Fang et al. [29] constructed a multi-agent
multi-objective collaborative reinforcement model for traffic signals across the entire road
network. The goals include traffic efficiency, safety, and network coordination. The weights
are state coefficients. Reyad et al. [30] used a static weighting method to balance traffic
efficiency and safety in TSC.

The current methods lack the process of weight optimization. This paper adopts meta
learning to train the weight agent to calculate the weight based on traffic state. There are
only two researchers studying meta-learning methods of TSC. Wang et al. [31] addressed the
problem that TSC cannot effectively make use of the potential relations of spatial–temporal
information based on a cooperative strategy. Meta learning is the Meta-Knowledge Learner
in this paper. It is applied to identify traffic flow dynamics in the road network and adjust
the parameter settings in the original spatio–temporal feature extraction. It is difficult for
the intersection agent to fully capture the influence of the adjacent intersection, resulting
in a poor agent effect. Zhu et al. [32] used meta-learning to replace the information of
adjacent intersections and serve as an intrinsic motivation method to improve performance
and stability.

3. Problem Definition

This section explains the existing approaches’ limitations to promoting sustainable
transition and proves two assumptions: (1) When defining a reward function, traffic
efficiency differs from per capita carbon emissions. So, they cannot be directly substituted.
(2) Dynamic weights for traffic efficiency and low carbon emission based on traffic state
are necessary.

3.1. Limitations of Existing Approaches to Promote Sustainable Transition

There are some practical approaches to promote traffic transition, such as promoting
shared mobility and public transportation. The goal of promoting shared mobility and
public transportation is to increase the number of passengers per vehicle and use low-
carbon vehicles [33]. Its essence is to reduce per capita carbon emissions by improving
the utilization rate of carbon emissions through multi-passenger vehicles and low-carbon
vehicles. However, this approach does not achieve its goal. On the one hand, ensuring
punctuality on public transportation is challenging due to dynamic traffic efficiency. Low
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service levels will result in insufficient attractiveness for passengers. On the other hand,
low traffic efficiency can lead to low-carbon vehicles not being low carbon.

Setting up dedicated lanes for specific vehicle types is an approach to promoting a
sustainable traffic transition, such as setting bus lanes [33]. However, this method has
limitations. First, there is insufficient road space because the additional lane allocation
requires too many road resources. Second, allocating lanes and setting traffic regulations
for different types of vehicles can only partially improve traffic efficiency. Finally, dividing
lanes by vehicle type for all roads is unsuitable because of the complex traffic flow and
traffic regulations.

In summary, promoting shared mobility, public transportation, and dedicated lanes
has limitations and is not highly applicable in various scenarios. These methods fail to
achieve a sustainable transition. Therefore, there is a need for a comprehensive traffic
management solution that can effectively regulate mixed traffic flow, such as traffic signal
control. The goal is to design a model that can adaptively balance traffic efficiency and
traffic carbon emissions based on traffic states.

3.2. Traffic Efficiency vs. Per Capita Carbon Emissions

Most of the research on TSC to improve traffic efficiency often also reduces per capita
carbon emissions [10]. However, traffic efficiency and low per capita carbon emissions are
only partially interchangeable. Under different objectives, the actions taken by the TSC
agent should be different for the same state. So, the optimal strategies targeting per capita
carbon emissions and traffic efficiency are different. This means that as long as one action
is different, the strategy is different.

Traffic state changes are Markov processes. The factors that influence traffic efficiency
are vehicle distribution and velocity. The factor influencing carbon emissions needs to add
vehicle type. The factor influencing per capita carbon emissions needs to add the number
of people in each vehicle. According to the Bellman equation as Equation (1), actions with
traffic efficiency, carbon emissions, and per capita carbon emissions as reward functions
are expressed as Equation (2).

action = argmaxa
(

R(s, a) + γ∑ P
(
s′ | s, a

)
V
(
s′
)
) (1)

action′ = argmaxa
(

R(s + ∆s, a) + γ∑ P
(
s′ + ∆s′ | s + ∆s, a

)
V
(
s′ + ∆s′

)
) (2)

V represents the state-value function, which estimates the sum of future rewards
starting from a given state. S is the velocity value of the vehicle position at the traffic
intersection, and ∆s is a vehicle type and the number of people in the vehicle. Action equals
action′ only if ∆s does not affect R and V. That means ∆s is constant. However, because
∆s changes at any time, action equals action′ is unequal. Since s and ∆s are independent
of each other, it can be similarly concluded that the actions are not entirely the same. The
conclusion indicates that when indicators are substituted for each other, different actions
will be generated, leading to various strategies. Therefore, traffic efficiency and per capita
carbon emissions are not interchangeable indicators.

3.3. Static Weights vs. Dynamic Weights

Static weights and dynamic weights refer to the fixed settings of static weights and
dynamic adaptive settings of weights for traffic efficiency and per capita carbon emissions in
the context of constantly changing traffic states [29,31]. If dynamic weights are unnecessary,
static weights will be optimal in different states. Due to the large state space, this paper
shows two typical scenarios. If the optimal weights in the two scenarios are different, it can
be demonstrated that dynamic weights are essential.

Scenario 1: peak time. There are too many vehicles at the intersection. If the weight
of sustainability is too large, it will increase congestion, contrary to traffic management
objectives. Therefore, the weight should be appropriately reduced to alleviate congestion.



Energies 2024, 17, 5015 7 of 18

Scenario 2: off-peak time. There is very little traffic at the intersection. The traffic
efficiency is very high. If the weight of traffic efficiency is too large, the objective becomes
ineffective because the traffic velocity is already at its maximum. Therefore, the weight of
sustainable mobility should be increased.

In summary, the above examples illustrate the limitations of static weights. Adaptive
dynamic weights based on traffic states are necessary.

4. Models and Training Method

The TSC changes with the traffic state. DQN can recognize dynamic and complex
traffic states, so this method is often applied to the TSC. In this paper, the agent for TSC
is called the TSC agent, and its reward represents the long-term optimization of traffic
efficiency and sustainability.

The weights of traffic efficiency and per capita carbon emissions are dynamic. For
example, improving traffic efficiency in traffic congestion is more important, and when
road loads are low, traffic sustainability is more important. The traffic state is the basis
of dynamic weights. That is, the dynamic weight is based on the vehicle state at the
intersection. It can be expressed by Equation (3).

α = f (s) (3)

The s is the vehicle state at the intersection, f is a function that translates the vehicle
state to dynamic weights, and α is the dynamic weight. This paper designs and trains a
neural network model to fit f. The model’s input is the s, and the output is α. A is a critical
component of the reward in the TSC agent and guides the training direction. Therefore,
the TSC agent and f should be collaboratively trained to optimize the reward of the TSC
agent. Since f is also trained by interacting with the environment, reinforcement learning
algorithms should also be used as training. This agent is called a weight agent. Therefore,
the model is a multi-agent model comprising the TSC agent and the weight agent. Two
agents train together with the goal of an optimal TSC agent.

4.1. Model
4.1.1. TSC Agent

The TSC agent uses the DQN method to control traffic signals. The agent can control
the traffic signal phases to maximize efficiency and per capita carbon emissions. The TSC
agent is a DQN-based agent responsible for selecting the optimal traffic signal phase at
each time step. The traffic signal is at a typical four-way intersection, where each road
has four lanes: one left-turn lane, one right-turn lane, and two through lanes. The critical
components of the TSC agent are as follows:

State: The state captures the vehicle position distribution and driving state at the
intersection. Divide each lane into N small segments of fixed length.

For each segment i and each lane j, we record the following information:

• vi,j: the average velocity of vehicles within the segment, normalized to [0, 1].
• pi,j: the number of passengers in the vehicles within the segment.
• ci,j: the one-hot encoded vehicle type distribution within the segment, where the

number of vehicle types is C.

With M lanes and N segments, the state at time step t is a tensor st with shape (M, N,
C + 2). Equation (4) represents the expression for st

st =

[
[v0,0, p0,0, c0,0] . . .

... [vM,N , pM,N , cM,N ]

]
(4)
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To incorporate temporal information, we stack the states from the past T time steps,
resulting in a final state tensor s with shape (T, M, N, C + 2). Equation (5) represents the
expression for s.

s = [s1, s2, . . . , sT ] (5)

Action: The action space is discrete, representing the selection of traffic signal phases
as Figure 2 shows.

• Phase 1: No—h–south through traffic.
• Phase 2: E—t–west through traffic.
• Phase 3: No—h–south left-turn traffic.
• Phase 4: E—t–west left-turn traffic.

At each time step, the TSC agent selects the optimal phase at based on the state st
using an ϵ-greedy policy. The calculation method for at is given by Equation (6).

at =

{
argmaxaQ(st, a; θ), with probability 1 − ϵ

random action, with probability ϵ
(6)

where Q(st, a; θ) is the Q-value of action in a given state st, parameterized by θ, and ϵ is the
exploration rate.
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Reward: The reward function represents the long-term optimization of traffic efficiency
and sustainability. Traffic efficiency is measured by the queue length, which is the ratio of
vehicles with zero velocity at the intersection to the number of segments. A smaller queue
length indicates higher traffic efficiency. Sustainability is measured by the average carbon
emissions per person, reflecting fairness and low-carbon transportation. A smaller value
indicates better sustainability. The reward rt at time step t is defined as Equation (7).

rt = −((1 − αt) · queueLengtht + αt · per_capita_carbon_emissionst) (7)

where αt is the dynamic weight for sustainability generated by the weight agent at time
step t.

4.1.2. Weight Agent

The weight agent can generate the dynamic weight for balancing traffic efficiency and
per capita carbon emissions in the TSC agent’s reward function. The reason for choosing to
use two agents instead of a single agent to complete this task is that the optimal balance
between traffic efficiency and per capita carbon emissions depends on the current traffic
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state. Because the states are dynamic and complex, building another agent can focus
on learning this mapping from traffic states to weights without interfering with the TSC
agent’s learning of the optimal control policy. By using different reinforcement learning
algorithms that are more suitable for each task, weight generation is decoupled from control
policy learning.

The collaborative training of the TSC agent and weight agent is a form of meta-learning.
The weight agent learns to generate an adaptive reward function for the TSC agent based
on the traffic state, helping the TSC agent learn a more effective control policy. The weight
agent follows the actor–critic architecture. The critical components of the weight agent are
as follows:

State: The state for the weight agent is the same as for the TSC agent, capturing
the vehicle position, velocity, number of passengers, and vehicle type information at
the intersection.

Action: The action of the weight agent is the dynamic weight α, which is a continuous
value between zero and one.

Reward: The intuition behind the weight agent’s reward design is that it should learn
to generate weights that maximize the TSC agent’s long-term reward. Therefore, we define
the weight agent’s reward as the TSC agent’s reward.

This formulation encourages the weight agent to find the optimal balance between
traffic efficiency and sustainability, minimizing the weighted sum of queue length and
average carbon emissions. Figure 3 illustrates the computational process of the model. Both
agents interact directly with the environment, and the weight agent provides the dynamic
weight to the TSC agent.
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4.2. Training Process

The MMD-TSC model introduces a meta-learning approach to coordinate the training
process of the TSC agent and the weight agent. The weight agent computes weights to
guide the TSC agent towards a better control policy.

The training process involves the collaborative training of the TSC agent and the
weight agent. At each time step, the TSC agent selects an action (traffic signal phase) based
on the current state, and the weight agent generates the weight based on the same state.
The environment transitions to the next state based on the selected action and returns the
reward calculated using Equation (7). The transition tuple (st, at, αt, rt, st+1) is stored in the
replay buffer for both agents.
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4.2.1. Training Algorithms

For the TSC agent, the training follows the DQN algorithm. The Q-network is up-
dated by minimizing the temporal difference error between the predicted Q-values and
the target Q-values. The target Q-values are calculated using the Bellman equation as
Equation (8) shows.

Qtarget = rt + γmax
a′

Q
(
st+1, a′; θ

)
(8)

where γ is the discount factor and θ represents the parameters of the target Q-network.
For the weight agent, the training follows the Proximal Policy Optimization (PPO)

algorithm. The actor network is updated by maximizing the clipped surrogate objective as
Equation (9) shows.

LCLIP(ϕ) = Êt
[
min

(
rt(ϕ)Ât, clip(rt(ϕ), 1 − ϵ, 1 + ϵ)Ât

)]
(9)

where rt(ϕ) =
πϕ(at |st)
πϕold

(at |st)
is the probability ratio, Ât is the estimated advantage, and ε is the

clipping threshold. The critic network is updated by minimizing the mean squared error
(MSE) between the predicted state values and the target values.

The critic network Vψ(s) parameterized byψ estimates the state-value function, which
predicts the expected cumulative reward starting from state s. The critic is trained to
minimize the mean squared error between the predicted state values and the target values
as Equation (10) shows.

L(ψ) =
1
B

B

∑
i=1

(
Vψ(si)− Vtarget

i

)2
(10)

where B is the batch size, and Vtarget
i is the target value calculated using the Generalized

Advantage Estimation (GAE). The GAE is a method for estimating the advantage function
in policy gradient algorithms, which balances the trade-off between bias and variance by
combining Monte Carlo estimation and Temporal Difference (TD) estimation. The GAE
introduces a parameter λ to control the interpolation between the two estimation methods.
In the proposed approach, the GAE is used to calculate the target values for updating the
critic network, as shown in Equation (11):

Vtarget
i = ∑(γλ)tδV

i+t (11)

where δV
t = rt + γVψ(st+1)− Vψ(st) is the TD residual, γ is the discount factor, and λ is

the GAE parameter.
In summary, the weight agent learns to generate dynamic weights for balancing

traffic efficiency and sustainability in the TSC agent’s reward function. The actor–critic
architecture and the PPO algorithm enable the weight agent to adapt to the dynamic traffic
state and provide informative rewards for the TSC agent’s learning.

4.2.2. Multi-Agent Collaborative Training

(1) Information Exchange and Shared Replay Buffer

The collaborative training of the TSC agent and the weight agent involves a continuous
exchange of information between the two agents. The TSC agent relies on the weights
generated by the weight agent to calculate its reward, while the weight agent’s reward
is based on the performance of the TSC agent. The transition tuples (st, at, αt, rt, st+1) are
stored in a shared replay buffer, allowing both agents to learn from the same experiments.

(2) Training Trigger

To ensure stable training, a training trigger is implemented for the weight agent. In
the current implementation, the weight agent is trained once for every threshold step of TSC
agent training. This allows the TSC agent to adapt to the new weights before the weight
agent updates its policy. The training trigger can be adjusted based on the convergence of
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the TSC agent’s reward. For example, if the TSC agent’s reward converges, the frequency
of the weight agent’s training can be increased to further fine-tune the weights.

The appropriate value of the threshold depends on the specific problem and should
be determined through empirical experimentation. If the threshold is too small, the weight
agent will update its policy too frequently, causing instability in the TSC agent’s learning
process as it struggles to adapt to the rapidly changing weights. On the other hand, if the
threshold is too large, the weight agent’s policy updates will be too infrequent, leading to
slow convergence and suboptimal performance.

Algorithm 1 presents the pseudocode for the collaborative training process of the TSC
agent and the weight agent. The training process consists of M episodes, each with T time
steps. At each time step, the TSC agent selects an action a_t using an ε-greedy policy based
on its Q-network, while the weight agent generates a weight α_t using its actor network.
The transition tuple (st, at, αt, rt, st+1) is then stored in the shared replay buffer D. Every
threshold step, the weight agent is trained for K epochs using the PPO algorithm, updating
its actor and critic networks. Meanwhile, the TSC agent is trained at each time step by
sampling a batch of transitions from D, computing the target Q-values, and updating its
Q-network parameters. This collaborative training process enables both agents to learn
from each other and adapt to the dynamic traffic environment.

Algorithm 1 Collaborative training of the TSC agent and the weight agent.

Initialize Q-network parameters θ for TSC agent
Initialize target Q-network parameters θtarget = θ for TSC agent
Initialize actor network parameters φ for weight agent
Initialize critic network parameters ψ for weight agent
Initialize shared replay buffer D
for episode = 1 to M do the following

Initialize state s
for t = 1 to T do the following

Select action at for TSC agent using ε− greedy policy based on Q(s, a; θ)
Generate weight αt for weight agent using actor network π(a|s; φ)
Execute action at, observe reward r_t and next state st+1
Store transition (st, at, αt, rt, st+1) in the shared replay buffer D
if t % threshold == 0 then

for epoch = 1 to K do the following
Sample a batch of transitions (si, ai, αi, ri, si+1) from D
Compute probability ratio rt(φ) and estimated advantage t
Compute clipped surrogate objective LCLIP(ϕ) for the Weight agent
Compute critic loss L(ψ) for weight agent
Update actor network parameters φ for weight agent
Update critic network parameters ψ for weight agent

end for
end if
Sample a batch of transitions (si, ai, αi, ri, si+1) from D
Compute target Q-values using Equation (8) for TSC agent
Compute Q-network loss for TSC agent Update Q-network parameters θ for TSC agent
Update target Q-network parameters θtarget = θ for TSC agent
st = st+1

end for
end for

5. Experiments

This section shows the results of training the MMD-TSC model and controlling the
traffic flow at intersections, and evaluates the traffic conditions in the given traffic flow
using the Simulation of Urban Mobility (SUMO) v.1.20.0.
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5.1. Experiments Goals

In this section, we present an experimental evaluation of the model proposed in this
paper. The goals of our study are as follows:

(1) To demonstrate the improvement of the sustainable transition, and to compare the
performance of MAM-TSC with other weight design methods, such as single-objective
TSC and multi-objective TSC with static weights.

(2) To evaluate the influence of different traffic state segments on dynamic weights.

5.2. Experimental Setting
5.2.1. Baseline

In this section, MMD-TSC is compared with four other TSC methods. One comparison
is with single-objective TSC methods, including maximum traffic efficiency and minimum
per capita carbon emissions. The other comparison is with state weighting methods.

• FT-TSC (fixed time): Traffic lights control traffic flow by setting periodic signal changes.
This is a common baseline.

• CEP-TSC (carbon emissions priority): The reward function is to achieve maximum
cumulative traffic efficiency. Research aimed at energy saving generally targets the
minimization of harmful gas emissions [2,8]. In this paper, minimizing total carbon
dioxide emissions represents this research.

• CEQB-TSC (carbon emissions and queue length balance): Traffic efficiency and per
capita carbon emissions weights are static parameters in the reward function. Set this
parameter to equal, that is, 1:1. Research on the multi-objective optimization of traffic
efficiency and energy saving typically uses fixed weights [25,26,29,30]. In this paper, a
1:1 goal ratio serves as a representation of this research.

• QLP-TSC (queue length priority): The reward function is to achieve the minimum
queue length. Research targeting maximum traffic efficiency often focuses on mini-
mizing queue length or travel time [1,7]. In this paper, minimizing queue length is
used as a representative goal for this research.

5.2.2. Simulation Parameters

The experiments in this study are conducted using the SUMO, an open-source, mi-
croscopic, and multi-modal traffic simulation tool. The SUMO allows for the creation of
realistic traffic scenarios, including road networks, traffic demand, and vehicle behavior. It
supports the definition of traffic signal systems, which can be controlled using the TraCI
(Traffic Control Interface) API. This API enables real-time interaction between the sim-
ulation and external control algorithms, making the SUMO suitable for evaluating the
proposed multi-agent reinforcement learning approach for adaptive traffic signal control.

The corresponding SUMO simulation parameters are shown in Table 1.

Table 1. Sumo simulation parameters in experiments.

Title 1 Title 2

Steps 800
The number of vehicles 1000

Green light duration 10
Yellow light duration 4

These parameters constitute a representative set of simulation settings that effectively
capture the dynamic evolution of traffic conditions and the formation of congestion. The
simulation is conducted on an empty road network with a continuous arrival of vehicles,
resulting in a gradual increase in traffic flow throughout the simulation period.

The simulation duration is set to 800 steps, which provides sufficient time to observe
the transition of traffic conditions from free-flow to congested states. This extended simula-
tion period allows for a comprehensive analysis of the traffic dynamics and the impact of
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increasing traffic volume on road performance. With a total of 1000 vehicles, the simulation
scale is representative of a realistic traffic scenario, enabling the evaluation of traffic man-
agement strategies under conditions that closely resemble real-world traffic patterns. The
1000 vehicles consist of cars, buses, and EVs. The number of passengers in each vehicle is a
random number up to its capacity, with cars carrying 1–4 people and buses carrying 1–10
people. In addition to the difference in passenger capacity, the type of vehicle also affects
its speed and carbon emissions.

The traffic light settings, with a green light duration of ten and a yellow light dura-
tion of four, are consistent with commonly observed values in real-world traffic signal
configurations. These settings play a crucial role in the simulation, as they contribute to
the accumulation of vehicles at intersections, leading to the formation of congestion in the
latter half of the simulation period.

5.3. Results
5.3.1. Experiment Results

Figure 4 illustrates the relationship between crucial traffic indicators and time during
the traffic simulation process. The critical traffic indicators are average queue length and
vehicle waiting time. Shorter queue lengths and waiting times indicate that vehicles can
pass through intersections more quickly, improving overall traffic efficiency and reflecting
better traffic signal regulation.
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Figure 4a shows that MMD-TSC performs the best at most time points. At the end
of the simulation, the queue length of MMD-TSC can be reduced to a minimal value,
indicating that this signal light regulation method can effectively manage vehicle traffic.
Compared to QLP-TSC and FT-TSC, MMD-TSC outperforms QLP-TSC at most time points,
except for the time range of 300–500. Compared to CEWB-TSC, MMD-TSC performs better
in the later stages because dynamic weights can better adapt to various traffic states to
efficiently control traffic flow through intersections.

In Figure 4b, the performance of other models varies based on the weight assigned
to traffic efficiency, with higher weights generally leading to greater efficiency. FT-TSC
outperforms QLP-TSC. Although QLP-TSC aims to maximize traffic efficiency, the waiting
time indicator may not be the best since the model’s objective is queue length. MMD-TSC
has the best overall performance, with its line at the bottom. Adaptive weight adjustment
enables MMD-TSC to improve not only on a single objective but also to comprehensively
enhance traffic efficiency.

In summary, MMD-TSC performs better than other models in reducing queue lengths
and waiting times throughout the simulation process, achieving higher overall traffic
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efficiency. This highlights the advantage of MMD-TSC in dynamically adjusting signal
lights to adapt to changes in traffic states.

Figure 5 illustrates the relationship between sustainability indicators and simulation
time throughout the traffic simulation process. The critical sustainability indicators are per
capita carbon emissions and cumulative carbon emissions. Per capita carbon emissions
are a microscopic indicator that reflects an individual’s sustainability. In contrast, cumu-
lative carbon emissions are a macroscopic indicator reflecting all vehicles’ overall carbon
emissions effect.
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In Figure 5a, the CEP-TSC model performs the best because it aims to minimize per
capita carbon emissions. The per capita carbon emissions of the MMD-TSC model are
slightly higher than those of the CEP-TSC model only in the time range of 650–800.

In Figure 5b, QLP-TSC and CEWB-TSC are the best models for total carbon emissions.
Although CEP is the model aimed at optimal sustainability, per capita carbon emissions
are a microscopic indicator and cannot represent the macroscopic total carbon emissions.
The cumulative emissions of MMD-TSC are slightly higher in the latter half compared to
QLP-TSC and CEWB-TSC models.

From the above analysis, MMD-TSC can better promote a sustainable transition. In
most cases, MMD-TSC outperforms other models in terms of traffic efficiency and is also
close to the best model in terms of sustainability.

5.3.2. Spatial Influence Analysis on Actor of Weight Agent

To investigate which spatial locations in the traffic state have a more significant
influence on the weights and to better explain the actor model, permutation importance is
used to examine the impact of traffic environment values in different regions on the weights.

Divide the road length into proportions of 2:3:4:6, and examine the influence of each
section’s values on the results when they vary randomly. The data used are a sample of
traffic states, including uniformly collected data from the entire simulation process, totaling
100 samples.

This set of figures shows the influence of different regions at the traffic intersection on
the weights. Figure 6a–c are graphs for three time periods, with lighter colors indicating
a greater degree of influence. For time periods one, two, and three, the regions with a
high degree of influence shift backward successively, which aligns with the common sense
of vehicle flow approaching the intersection and demonstrates the reasonableness of the
model. Furthermore, with each lane approaching the intersection, only one region usually
has a significantly high degree of influence. This indicates that, even though vehicles are in
motion, only one region has a notable impact.
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5.3.3. Comparative Analysis of Per Capita and Per Vehicle Carbon Emissions

Most studies focus on vehicle carbon emissions without passengers. To demonstrate
the necessity of incorporating vehicle occupancy into the model, compare the goals of per
capita carbon emissions with per vehicle carbon emissions. Then, compare the simulation
results of the minimum per capita and minimum per vehicle carbon emissions as sustain-
ability indicators. Queue length is the traffic state evaluation indicator, and cumulative
carbon emissions are the sustainability evaluation indicator.

Figure 7 is a three-dimensional graph with dimensions of time, cumulative carbon
emissions, and queue length. MMD-TSC (per vehicle) represents the model with per vehicle
carbon emissions as the sustainability objective, while MMD-TSC (per capita) represents
the model with per capita carbon emissions. As simulation time increases, cumulative
carbon emissions continuously increase. Along the time axis, the green part indicates that
MMD-TSC (per capita) performs better. At the beginning of the simulation, the cumulative
carbon emissions indicator is red, but from Figure 7c, it can be seen that there is little
difference between the two indicators. Only during the time period of 600–800, MMD-TSC
(per vehicle) has slightly better traffic efficiency. Therefore, except for the time when the
number of passing vehicles is at its maximum, MMD-TSC (per capita) is Pareto superior
to MMD-TSC (per vehicle). This suggests that, except for the case of excessive vehicle
congestion, MMD-TSC (per capita) can more effectively regulate traffic intersections for
sustainable transition. The reason is that when there are too many vehicles, excessively
weakening vehicle attributes will affect the improvement of traffic efficiency.
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and cumulative carbon emissions in a single graph. To provide a clearer view of the relationship
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5.3.4. Comparative Analysis of Carbon Emission Utilization

Figure 8 illustrates the gasoline consumption utilization of different TSC models. The
horizontal axis represents the simulation time, while the vertical axis represents the number
of vehicles and passengers that can drive per liter of gasoline. As the simulation time
increases, the gasoline consumption utilization of all models shows a trend of rising first
and then stabilizing. It can be seen that MMD-TSC outperforms FT-TSC by about 35% in
terms of gasoline consumption utilization. This indicates that MMD-TSC is more effective
in optimizing traffic signal control strategies, allowing more vehicles and passengers to
pass through with the same amount of gasoline consumption.
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6. Discussion

Reducing carbon emissions can be achieved while improving traffic efficiency. The
coordinated training mode of MDD-TSC has a better effect. In the first half of the simulation,
when traffic flow increases, but congestion has not yet occurred, the total carbon emissions
of MMD-TSC are lower. In the second half of the simulation, when vehicle congestion
occurs, MMD-TSC has better traffic efficiency and can effectively alleviate congestion
pressure. Therefore, MMD-TSC can better adapt to complex traffic environments and
provide solutions that meet traffic management requirements.

Compared to FT-TSC, the energy consumption utilization of the MMD-TSC model
has improved by 35%. With the same amount of carbon emissions, more vehicles and
passengers can pass through an intersection. However, MMD-TSC is slightly less efficient
in terms of gasoline consumption compared to QLP-TSC. On the one hand, the number of
passengers, vehicle type, and vehicle velocity can enhance the analysis of traffic states. This
enhancement positively impacts traffic efficiency. On the other hand, the QLP-TSC model
focuses on reducing queue length to improve traffic efficiency. This approach will result
in frequent changes to traffic signals, which can slightly increase gasoline consumption in
vehicles. Furthermore, the waiting time under MMD-TSC is consistently better than that of
other models. The conclusion is that, compared to QLP-TSC, the slightly lower gasoline
consumption of MMD-TSC contributes to achieving more effective traffic management.

7. Conclusions

This paper investigates the problem of current TSC models having single objectives
and multi-objective models only having static weights, making it difficult for the models to
achieve a sustainable transition. The challenge lies in constructing a multi-objective learning
model with dynamic weights and how to train the parameters. We propose the MMD-TSC
model, which realizes its functionality through the interaction of the TSC agent and the
weight agent, and alternately trains the two agents using the meta-learning approach.
Experimental results show that the MMD-agent model achieves higher traffic efficiency; in
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non-congested states, it has lower per capita carbon emission, and in congested states, it
can better ensure traffic efficiency and dynamically meet traffic management requirements.

TSC models that aim to optimize traffic efficiency can reduce carbon emissions while
improving traffic efficiency, but they cannot lower emissions to the lowest possible level.
Models with static parameters as multi-objective reward functions can better reduce carbon
emissions, but the improvement in traffic efficiency is insufficient. Moreover, they cannot
identify traffic states, making traffic efficiency not the primary objective even when the road
is congested, which does not align with traffic management requirements. The MMD-TSC
model proposed in this paper can dynamically identify traffic states, ensuring both traffic
efficiency and energy saving, thereby achieving sustainable transition. Additionally, we
find that the main factor influencing the weights is a specific region of the road.

Furthermore, this paper analyzes the gasoline consumption utilization of different
TSC models. The results show that the MMD-TSC model reduces gasoline consumption by
approximately 35% compared to the FT-TSC model. Although the gasoline consumption of
the MMD-TSC model is slightly greater than that of the QLP-TSC model, it achieves more
effective traffic management objectives.

Our work can be extended in multiple directions. On one hand, the TSC optimization
problem for single intersections can be extended to multi-intersection problems and can
be refined to lane-level navigation. The influence of pedestrians or bicyclists would also
be important. On the other hand, the application of meta-learning in TSC can be explored
to improve control precision. Future research can further investigate optimal TSC under
various variable traffic parameters, such as green light duration and signal light sequence.
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