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Abstract: Extreme weather, such as rainstorms, often triggers faults in the distribution network, and
power outages occur. Some serious faults cannot be repaired by one team alone and may require
equipment replacement or engineering construction crews to work together. Rainstorms can also lead
to road damage or severe waterlogging, making some road sections impassable. Based on this, this
paper first establishes a road network model to describe the dynamic changes in access performance
and road damage. It provides the shortest time-consuming route suggestions for the traffic access
of mobile class resources in the post-disaster recovery task of power distribution networks. Then,
the model proposes a joint repair model with general repair crew (GRC) and senior repair crew
(SRC) collaboration. Different types of faults match different functions of repair crews (RCs). Finally,
the proposed scheme is simulated and analyzed in a road network and power grid extreme post-
disaster recovery model, including a mobile energy storage system (MESS) and distributed power
sources. The simulation finds that considering road damage and severe failures produces a significant
difference in the progress and load loss of the recovery task. The model proposed in this paper is
more suitable for the actual scenario requirements, and the simulation results and loss assessment
obtained are more accurate and informative.

Keywords: distribution network fault; extreme disaster recovery; fault recovery; resilient distribution
networks; transportation and distribution networks

1. Introduction

As the final link between end-users and utilities, distribution networks must have a
reliable and efficient electricity supply to customers. However, extreme natural disasters
have resulted in severe power outages. The 2008 ice disaster in China caused 10 kV outages
in 36,000 transmission lines. Hurricane Sandy landed in the United States in 2012, causing
over 1000 power outages [1]. Hurricane Harvey in 2017 caused more than 291,000 people
to lose power. Moreover, historical data show that power outages occur mainly in power
distribution systems [2]. Weather-related outages in the distribution system directly affect
the continuity of the electricity services provided to customers [3]. Therefore, in response
to such extreme weather-induced low-probability and high-impact distribution network
security events, strengthening the disaster defense and recovery capabilities of distribution
networks is essential for improving the robustness of distribution networks.

Rainstorms account for a considerable proportion of the causes of power grid out-
ages [4]. Rainstorms show a tendency of frequent occurrence. It is essential to conduct
targeted research on the recovery of distribution network faults caused by rainstorms.
Pre-planning [5], pre-disaster warning [6], emergency response [7], and post-disaster recov-
ery [8] are essential measures for strengthening the resilience of distribution networks [9].
Among them, emergency response and post-disaster recovery are both measures taken after
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a disaster, so studies categorize them as post-disaster recovery [9]. We focus on reviewing
the primary measures of emergency response and post-disaster recovery.

Network reconfiguration is among the most common measures for restoring lost power
in distribution networks. Network reconfiguration can isolate grid faults and increase
the percentage of distributed power access. The reference [10] reinforces the Distributed
Generation (DG) advantage with the help of a topology adjustment to support the disaster-
in-disaster recovery model. Reconfiguration technology can facilitate the rapid restoration
of multi-energy systems after extreme disasters and reduce energy operation costs [11].
In addition, network reconfiguration can be conveniently performed via remote control
switches [12] or soft open points [13]. The dynamic reconfiguration approach also allows
for a real-time response to the damage sustained by the distribution system [14]. DG is an
essential driver for network reconfiguration, and microgrids and islands can significantly
improve the flexibility and utilization efficiency of DG access during the disaster recovery
phase. The reference [15] suppresses the uncertainty of wind turbines and photovoltaics
by constructing microgrids. In system islanding, microgrids can harmonize frequency,
voltage, and power to connect local power sources and users, which is critical for users in
areas that have suffered severe and extreme disasters and have been disconnected from the
primary grid [16,17]. The contribution of microgrids in post-disaster recovery is to integrate
access to local and recovery resources to make up for system shortfalls due to failures and
to establish power and user connectivity quickly. So microgrids can also integrate access
to generators and electric vehicles (EV) [18], as well as coordinate repair crews (RC) and
mobile power sources (MPS) [19].

Truck-mounted mobile emergency generators (MEGs) are considered as flexible and
critical resources to restore customers from power supply outages. Refueling trucks can also
refuel MEGs to provide energy capacity of up to several megawatts [20]. MEGs prioritize
deployment to locations with the highest outage losses to reduce economic losses [21].
Reference [22] establishes multiple mobile energy storage system (MESS) operation modes
through a two-stage model to realize its chronological scheduling. To shorten the vehicle’s
travel time, reference [23] proposes pre-positioning MEGs in staging locations before a
natural disaster to shorten the post-disaster response time. EVs have been used in various
applications due to their excellent flexibility, high capacity, low cost, and bi-directional
charging [24,25]. EVs can be deployed with MEGs and MESSs to provide emergency
power at faulty nodes [26]. The limitation of EV participation in fault recovery is that
its spatio-temporal distribution is time-varying. Reference [27]’s pre-disaster scheduling
of potentially responsive EVs based on travel chains can solve this challenge. Induced
compensation mechanisms can also incentivize EV customers to respond to the system’s
supply needs [28,29]. In contrast, electric buses (EB) have relatively fixed trips [30]. On
the other hand, an EB scheduling model [30] with predefined optional service trips can
mitigate the characteristics of EV distribution uncertainty and obtain vehicle trajectories
in advance. Further, hydrogen fuel cell vehicles can complement EVs and have fewer
carbon emissions [31].

In the above study, multiple types of restoration resources can provide a temporary
power supply to the lost nodes of the faulty grid in the first instance to mitigate the
losses caused by a power shortage [32]. We categorize them as part of the emergency
response [7]. However, RCs and emergency supplies are critical components to repair a
fault completely [9]. They may exist in different locations and arrive at the fault location at
different moments. Models can create personnel dispatch schemes that plan the order of
arrival of supplies and thus coordinate the order of other resources [33]. However, most
schemes use the personnel dispatch sequence as the main line and then coordinate the
transportation process of resources such as supplies [34,35]. This is because RCs are often
scarcer than supplies in restoration missions. Changes in the number of RCs and fluctua-
tions in the restoration time can also directly affect the schedule of the overall restoration
program [36]. Of course, RCs and supplies can also be assigned to sites in advance [37],
reducing their passage time after a disaster. It is important to note that emergency response
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resources, such as DG, MEGs, and MESSs, should always be operational while the RC is
involved in the restoration. They should be continuously optimized and adjusted as fault
elimination advances [36,38].

Further, the details of the RC’s involvement should not be neglected. Upon receipt of
a customer’s report on a fault, the utility crew should first send basic maintenance crews
to the point of failure to assess the type and location of system damage and project the
sequence of fault repairs and the materials required [39]. If necessary, before the arrival of
equipment replacement personnel, tree trimming and other clearing crews should first be
dispatched to clear the surrounding environment to carry out the repair work [40]. Even
the fault restoration simultaneously requires the grid maintenance personnel operating the
feeder switch and the RC to cooperate [41]. RCs can only carry limited restoration resources
to cope with some faults because each maintenance crew possesses limited skills [33].
In a failure-type statistic, the sum of critters, vegetation, and fuses accounted for about
one-tenth of the failure types [42]. Many faults in extreme weather are short circuits caused
by tree branch contact and hanging foreign objects [43], which basic repair crews can easily
handle. For example, trees cause yearly transient outage events on overhead lines [44]. Of
course, equipment damage, collapses, broken wires, and other types of faults also account
for a significant percentage [45,46]. These types of faults then require the arrival of basic
repair crews who continue to call the corresponding kinds of engineers and equipment to
participate in complex repairs. There is undoubtedly a distinction between the severity of
faults in distribution networks [47]. In the field of research on the post-disaster recovery of
faults in distribution networks, there are very few studies on modeling multiple types of
RCs. The reference [33] makes restorers travel repeatedly to the warehouse to replenish
their resources when they run out, but this is too inefficient. The two types of personnel
arrivals in reference [41] are at different target locations, and the model cannot distinguish
the crew requirements for various types of faults.

Whether RCs, MESSs, or MEGs, they depend highly on road access. In particular, the
wide application of EVs has brought much attention to the study of the coupling between
the grid and the road network [48,49]. The Floyd and Dijkstra algorithm is a commonly
used basic model for calculating the path length [50,51]. The determined vehicle travel
time can provide an orderly reference for the dispatch of emergency power vehicles [52].
Modeling road travel distance and risk assessment can give decision-makers a concise
and clear cost reference [53] without requiring complex travel times. The dispatch of both
RCs and MESSs is rooted in routing and scheduling problems, which are travel routes and
access objectives [19,26]. Both of them are affected by roadway travel times. Therefore, the
RC and mobile class emergency power dispatch should be included in evaluating traffic
efficiency [54]. Congestion is a constant feature of transportation networks, especially
after extreme disasters [55,56]. The consideration of the vehicle’s elapsed time in traffic
due to factors including congestion can significantly improve the accuracy of recovery
plans [57]. However, the environment, after an extreme disaster rapidly changes, and the
traffic status can change even hours after the repair. On the other hand, dynamic traffic
assignment models can extrapolate the change in the traffic state and develop the current
optimal routes for MESSs or RCs based on the latest traffic attributes [51,58]. In addition,
the time-consuming waiting at traffic lights in urban areas with dense intersections cannot
be ignored. Adding traffic light elapsed time constraints to the dynamic traffic flow model
can further refine the passing time [59]. Furthermore, road damage becomes more common
in extreme disaster environments. Adding road damage modeling can simulate the post-
disaster environment, pushing the coupling between the road network and power grid to a
new level [60].

Shortcomings of existing studies
Although the existing research results have provided an in-depth study of diverse

restoration resources from multiple perspectives, based on the statistics and discussion
of distribution network fault types, it can be seen that, after extreme weather such as
rainstorms, there are almost always some severe faults in the distribution network. It is
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very challenging for a single team to restore all faults. Existing models rarely consider this
problem, and there is a lack of research on two teams traveling to the same fault for repair
in cooperation.

Meanwhile, although a few studies have modeled road damage after extreme weather,
the models involve too few resources. For example, reference [60] only modeled access to
MESSs and should have included RCs. In addition, traffic conditions after a disaster rapidly
change, and traffic flows more smoothly as various sectors carry out relief. In contrast,
traffic at the peak of the workday and off-peak can be particularly congested. The current
results do not comprehensively portray road damage and the dynamic change process.

Contribution of this paper
Therefore, this study proposes a post-disaster fault recovery model for distribution

grids that considers road damage and the demand for dual repair teams. The main
contributions of this study are as follows:

1. A post-disaster traffic access model describing the dynamic changes in congestion
and road damage is proposed, which can simulate the traffic access performance at
different stages after extreme rainstorms. It can also bypass damaged roads, thus
providing a more accurate calculation of the elapsed passage time. Based on this, a
road network/distribution network integrated fault recovery system is established to
provide more accurate post-disaster recovery traffic scenario simulation for various
types of mobile resources involved in fault recovery.

2. Classify distribution network faults into ordinary faults and severe faults and set
ordinary faults to be repaired by only one maintenance team, while serious faults
require the cooperation of general repair teams and senior repair teams in turn. The
SRC represents the multiple types of equipment replacement, engineering work, tree
trimming, etc. that may be required for fault repair. This simulates the need for
various types of personnel in practice.

2. Problem Description and Technical Framework

Extreme weather events can damage not only power distribution systems but also
transportation networks. For example, after a rainstorm, the city’s low-lying areas will be
submerged, significantly reducing vehicles’ free speed and saturation. Local sections of the
tree or subgrade collapse directly and cut off road access. This problem can be summarized
as a traffic obstruction, producing intense uncertainty in the recovery task.

At the same time, extreme disasters may cause some severe faults, which cannot be
repaired by only one team and require multiple batches and multiple types of personnel to
collaborate on repair. This study generalized this problem into a joint repair model using
two batches of repair teams. The second batch of repair crews involved in repairing serious
failures is called the senior repair crew (SRC). Expressly, ordinary faults only need to be
repaired by the general repair crew (GRC), and serious faults need to be repaired by the
GRC and SRC in turn to restore them. The logical relationship of RCs is shown in Figure 1.
GRCs can travel to any faulty node without restriction and move to the next one after the
repair is completed. The SRC can only travel from the base after the GRC has arrived at a
severe fault. This is because the type of fault and the need for it can only be confirmed after
the GRC has assessed it.

Among them, the SRC here refers not only to the repair crew with advanced technology.
The accident of falling pole towers caused by heavy rain erosion requires the cooperation
of the road administration and other scenarios involving the cooperation of a third party.

Distribution network fault restoration resources mainly contain emergency repair
teams and power resources. Emergency power resources such as diesel generators (DEGs),
stationary energy storage systems (SMSS), and MESSs can compensate for the lack of load
caused by system faults in time to reduce the loss of power outages. Simultaneously, the
RC eliminated the fault and restored the operation. RCs and emergency power resources
work in tandem and complement each other.
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Figure 1. Rules for repairing ordinary and severe faults.

For the road congestion and damage scenarios faced in complex traffic environments,
we use the cell transmission model (CTM) to model the post-disaster road traffic and dynam-
ically reproduce the attributes of smoothness, congestion, and damage to the post-disaster
road traffic by adjusting the model parameters at the right time so that we can simulate
the traffic routes of the mobile class of restoration resources in different road scenarios and
study the impact of the differentiated traffic environments on the restoration tasks.

Based on this, the post-disaster recovery task of the distribution network needs to
dispatch emergency power supply resources such as DEGs, SMSSs, and MESSs to supply
power to the lost nodes first. At the same time, according to the fault location, the RC’s
passage time and repair time, the number and type of faults, the system’s power loss, and
other factors, the emergency power supply resources and repair teams are coordinated for
optimization. The collaborative relationship between various types of resources is shown
in Figure 2. The road network model simulates the road access environment by the CTM to
provide mobile restoration resources with access time. The GRC has only access and repair
states. The SRC also has waiting states. CTM changes the parameter, which is reflected in
the congestion index and access time change.
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3. Traffic Model

The cell transmission model (CTM) can simulate the formation and dissipation of
surges and queues and capture traffic flow dynamics. The significance of using CTM
for traffic flow modeling is to respond more realistically to changes in road traffic after
extreme meteorological disasters. The CTM is a discretized approximation of the LWR
(Lighthill–Whitham–Richards) macroscopic traffic flow model [61], whose basic principle is
that the road section is divided into many head-to-tail cells. Under conditions such as flow
conservation and capacity, constraints are satisfied, the input and output traffic volumes
of the cells are calculated, and the state of the cells is iteratively updated according to a
specific time step to obtain the dynamic traffic characteristic index of the cells [62].
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The traffic flow model has two parts: the road segment and node models. The road
segment model describes the relationship between the density, speed, demand, and supply
of roads. The node model describes the upstream and downstream traffic distribution
rules followed by vehicles at intersections [63]. Because the tuples that comprise the CTM
are discrete, differentiated speed and density parameters can be updated in real-time for
tuples at different times and locations. It can stimulate the formation and propagation
of flow fluctuations, traffic congestion [64,65], and the impact of traffic signals on vehi-
cles [66]. Thus, a dynamic response is achieved. Dynamic traffic modeling is suitable
for traffic flow simulation and prediction over short periods, e.g., to characterize traffic
flows for accidents or construction. The CTM has a wide range of applications in the field
of transportation, such as intersection queuing simulation [66] and traffic state surveil-
lance [67]. It is also widely used in other traffic-related domains, such as dynamic lane
reversal with autonomous vehicles [68], aircraft traffic flow prediction [69], pedestrians
sharing roads with vehicles [70], and the orderly charging of electric vehicles [71,72]. It
has also performed well in studies considering the traffic-related post-disaster recovery of
distribution networks [73].

Then, the LWR model can be approximated by a set of difference equations, which in
turn establishes discrete equations for continuous traffic flow:

xt+1
i = xt

i + yt
i − yt

i+1 (1)

yt
i,i+1 = min

{
xt

i , Qt
i+1, w/v f ree

(
Nt

i+1 − xt
i+1
)}

(2)

where xt
i is the number of vehicles in cell i at time t. yt

i,i+1 is the number of vehicles
flowing into cell i + 1 from cell i at time t. Qt

i,i+1 is the saturation flow rate of cell i at time
t + 1, indicating the maximum inflow acceptable to the cell. v f ree is the free speed, which
represents the theoretical traffic speed when the traffic density and interference are zero.
w is the spillback speed, representing the speed at which congestion in the traffic stream
propagates upstream. And Nt

i+1 is the blocking density of cell i + 1 at time t, indicating
the maximum number of vehicles to withstand when vehicles are stationary and closely
spaced. Equation (1) is the updated equation of the cell, and Equation (2) is the traffic flow
measurement formula.

The CTM is used to model road traffic flow in this study, which aims to describe the
dynamic flow distribution and vehicle traffic attributes of each road in the traffic network
given the traffic network, travel demand, and flow allocation principles, to project the
objective passage time of mobile rescue resources during the post-disaster restoration of
the distribution network. However, the CTM enforces balanced traffic flow diversion
rules at intersections, which do not meet road access characteristics under significant
disturbances such as severe weather. Therefore, the diversion rules for intersections in the
CTM are set differentially to describe the reduced capacity due to waterlogging and the
breakdown of some roads. The free-flow rate discount coefficient is set for road sections
with reduced capacity owing to waterlogging and breakdowns to match the actual road
access evolution law [74].

3.1. Shortest Path Generation

After the CTM provides the traffic status of each road, the shortest path needs to be
calculated according to the starting location supplied by the scheme as the final choice of
the driving route. In this study, the Dijkstra algorithm computes the shortest path, and
each road segment’s weight is the corresponding period’s elapsed time.

3.2. Vehicle Travel Time

The CTM provides the number of vehicles experiencing delays as they move through a
congested roadway, which allows for calculating the delay time for vehicle movements [75].
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The delay time is the portion of time that a vehicle exceeds its free-flow speed. Based on
this, we can calculate the actual passage time of a vehicle:

ttravel = ∑
r∈θ

(lroad
r /v f ree + vdelay

r /Nt
i+1 · tsimul) (3)

where ttravel is the vehicle’s actual passage time. vdelay
r is the number of vehicles delayed

on road r in the simulation cycle, which can be output directly by the model. tsimul is the
time of the simulation step. lroad

r is the length of road r, and θ is all road sections passed by
vehicles participating in the grid fault rescue at the starting and finishing points.

3.3. Model Correction after Extreme Rainstorms

Studies have shown that rain and snow inclement weather significantly affect roadway
free-flow velocities. The saturation rates of the effects of rain and snow are a function of
their intensity. The proportion of impacts at different times of the day can also exhibit
slight differences [55,56]. We can simulate the change in the traffic state after a rainstorm
by modifying these two parameters, affecting the global vehicle traveling time and path
selection. To show the effect of traffic on the post-disaster fault restoration task of distribu-
tion networks after extreme rainstorms and to avoid increasing the model complexity, this
study introduces some correction coefficients to the CTM as follows:

vc′ = λ1vc (4)

Qc′
r = λ2Qc (5)

where vc′ and vc are free-stream velocities. Qc′
r and Qc are saturation rates. λ1 and λ2 are

correction factors. Equations (4) and (5) represent the effects of extreme rainstorms on the
CTM parameters.

4. Disaster Recovery Model

Model optimization involves numerous disaster recovery resources that must satisfy
the constraints of the road network traffic model and attribute limitations of various fixed
and mobile recovery resources. The constraint model is reflected in this section. It is
important to note that the CTM model provides deterministic quantitative results for
access, so there are no decision variables. However, the CTM outputs of road access times
are used as a parameter to move resources, which affects the constraint model.

4.1. The Objective Function

The goal of distribution system restoration is to restore the lost loads quickly. Different
levels of loads need to be treated differently, and this study ensures that high-priority loads
are restored first by assigning different weights to multiple types of loads. Therefore, the
main objective of the optimization is to minimize the amount of load lost in the system,
followed by the shortest restoration time of the faulted line. Since the presence of faults
weakens the grid’s defense capability and affects the surrounding production and life, the
duration of faults is shortened while the amount of lost load is optimal.

obj = max

(
λobj∑

∀t
∑
∀i

wiPi,t − (1 − λobj)Tf ault

)
(6)

where Pi,t is the restored active power of bus i at time t. wi denotes the load weight at bus i.
Tf ault denotes the equivalent variable of the time consumed for faulty branch restoration,
and λobj is the weighting factor of the system’s load loss. ∑∀t ∑∀i wi pi,t denotes the load of
system recovery.
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4.2. Constraints

The model constraints include the basic constraints of the distribution network oper-
ation, and the resource constraints involved in post-disaster distribution recovery tasks.
SESSs, MESSs, DEGs, GRCs, and SRCs are among the recovery resources. During fault
recovery, SESSs and DEGs supply power to the underloaded nodes of the line in which they
are located, but they cannot be moved. The MESS supplies power to the nodes that have
suffered an outage and do not have a backup power source. Of course. It must experience
a certain amount of road traveling time to move between nodes. The GRC and SRC repair
faults from the depot. All faults need to be reached and repaired by the GRC. Some of the
severe faults cannot be eliminated by the GRC alone, and they call the SRC to travel with
supplies from the depot and participate in the repairs.

4.2.1. The Mobile Energy Storage System

The constraints of the MESS include scheduling constraints and power constraints
for energy storage. The mission of the MESS is to supply power to outage nodes during
emergency response and post-disaster recovery. Its scheduling constraint objective is to
reduce the road travel time and avoid road congestion and road damage.

The scheduling constraints for the MESS is as follows:

∑
e∈Ωm

Vmess
b,e,t0

= Nmess (7)

∑
n∈Ωnode

Vmess
n,e,t ≤ 1 (8)

∑
n∈Ωnode ,e∈Ωm

Vmess
n,e,t ≤ Nmess (9)

Vmess
n,e,t +

tmess,tra
n,m,t

∑
ω = 1
m ̸= n

Vmess
m,e,t+ω ≤ 1 (10)

xmess,ch
n,e,t + xmess,dis

n,e,t ≤ Vmess
n,e,t (11)

where Ωm denotes the set of MESSs. Nmess denotes the number of MESSs. Vmess
n,e,t denotes

the state variable of whether the MESS is connected to node n at moment t, Vmess
n,e,t is 1 if

connected and 0 if not. m, n denote the nodes that connect with the MESS, and m, n ∈ Ωnode.
tmess,tra
m,n,t denotes the time taken by the MESS to pass from node n to node m at time t. xmess,ch

n,e,t

and xmess,dis
n,e,t are the 0–1 variables of the charging and discharging states of the MESS.

xmess,ch
n,e,t = 1 denotes charging and xmess,dis

n,e,t = 1 denotes discharging.
Equation (7) indicates that the MESS is located at base b at the initial moment t0.

Equations (8) and (9) indicate that the MESS can only be connected to at most one node
at moment t. The number of MESSs connected to a node at moment t is not more than
the number of available nodes. The number of all MESSs connected to a node at time t is
not more than the number available. The voltage–current–power relationship equation is
referred to as Equation (44) after relaxing the quadratic constraints. Equation (10) indicates
that the MESS from node n to node m must undergo a passage time tmess,tra

n,m,t at least before
connecting with a second node. tmess,tra

n,m,t is calculated by the CTM. Equation (11) represents
the coupling between the MESS charging and discharging states and the connection state.
The MESS cannot be charged and discharged simultaneously.

The power constraints of the MESS are consistent with those of the SESS and are
presented in Equations (30)–(33) of Section 4.2.3 below.
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4.2.2. The General Repair Crew and Senior Repair Crew

The GRC and the SRC need to develop reasonable driving routes to move between
the warehouse and all the faults, aiming for the least time-consuming road traveling time.
They both need to plan the sequence of fault repairs and should first travel to the node
with the most significant load recovery to eliminate the fault.

(1) The constraints of the GRC are as follows:

The scheduling of the RC involves two interdependent subtasks: routing and schedul-
ing. Routing is selecting a route for each RC between the warehouse and the damaged
node, and scheduling is establishing a schedule for the passage and repair of the RC.

∑
c∈Ωgc

Vgc
b,c,t0

= Ngc
num (12)

∑
l∈Ωgc

f

Fgc
l,tend

= Ngc
f (13)

∑
∀t

Vgc
l,c,t = 1 c ∈ Ωgc, l ∈ Ωgc

f (14)

∑
∀t

Vgc
l,c,t = Ngc

f c ∈ Ωgc, l ∈ Ωgc
f (15)

Fgc
l,td

=
td

∑
t=t0

Vgc
l,c,t td ∈ NT c ∈ Ωgc, l ∈ Ωgc

f (16)

Vgc
l,c,t +

tcre,tra
l,k,t

∑
η=1

Vgc
k,c,t+Tgc+η ≤ 1 c ∈ Ωgc, l, k ∈ Ωgc

f (17)

where Vgc
l,c,t is the 0–1 state variable of the GRC arriving at the faulty branch l at time t. If

the GRC arrives, Vgc
l,c,t is 1; otherwise, Vgc

l,c,t is 0. Vgc
b,c,t0

is the 0–1 state variable for whether

the GRC is located at base b at moment t0. Ωgc denotes the set of GRCs, and Ngc
num is the

total number of GRCs. Fgc
l,td

denotes the 0–1 state variable of whether the faulty line l has

an ordinary fault at the time. Fgc
l,td

is 1 if there is a fault and 0 otherwise. Ngc
f denotes the

number of ordinary faulty lines. And Ωgc
f denotes the set of ordinary faulty lines, which

contains the set of severely faulty lines. NT denotes the disaster recovery period. Tgc denote
the time taken by the GRC to repair the faulty lines. tmess,tra

n,m,t denotes the road traveling
time that the RC needs to experience from node l to node k at time t, and CTM calculates
its value.

Equation (12) indicates that the GRC starts from the base, and Equation (13) demon-
strates that all ordinary faulty lines are eventually repaired. Equations (14) and (15) indicate
that ordinary faulty lines are visited by the GRC only once. Equation (16) represents the
logical relationship between the arrival of the repair team at the faulty line and the fault
state. After the repair team arrives at the faulty line and stays for a time Tgc, the fault
repair is completed. Equation (17) denotes the time required for the interval between
the previous faulted line l reached by the emergency repair team and the next faulted
line k reached by the emergency repair team, including the fault repair and passage time.
Constraints (13)–(16) ensure that the GRC reaches all failure points and participates in
repairs. Constraint (17) ensures that the GRC needs to experience road traveling time when
transferring between different failure points.

(2) The constraints of SRC are as follows:

Some serious faults cannot be completed by the GRC repair alone, requiring a second
repair team. In this study, we refer to them as senior repair crews, and we assume that
the GRC first repairs a severe fault and then continues with the SRC to complete the fault
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repair. Like the GRC, the SRC has scheduling, time, and collaboration constraints for the
different teams.

∑
c∈Ωsc

Vsc
b,c,t0

= Nsc
num (18)

∑
l∈Ωsc

f

Fsc
l,tend

= Nsc
f c ∈ Ωsc (19)

∑
∀t

Vsc
l,c,t = 1 l ∈ Ωsc

f , c ∈ Ωsc (20)

∑
∀t

Vsc
l,c,t = Nsc

f l ∈ Ωsc
f , c ∈ Ωsc (21)

Fsc
l,td

=
td

∑
t=t0

Vsc
l,c,t td ∈ NT l ∈ Ωsc

f , c ∈ Ωsc (22)

Vsc
l,c,t +

tcre,tra
b,k,t

∑
η=1

Vsc
k,c,t+Tsc+η ≤ 1 l, k ∈ Ωsc

f c ∈ Ωsc (23)

Vsc
l,c,ts

≤
td

∑
t=t0

Vgc
l,cr,t td ∈ NT td ̸= t0 l ∈ Ωsc

f c ∈ Ωsc cr ∈ Ωgc ts ≥ td + tcre,tra
b,k,t (24)

where Vsc
l,c,t is the 0–1 state variable of SRCs arriving at the faulted line l at time t. If it

arrives, Vsc
l,c,t is 1; otherwise, Vsc

l,c,t is 0. Vsc
b,c,t0

is the 0–1 state variable for whether the SRC is
located at base b at moment t0. Ωsc denotes the set of SRCs, and Nsc

num is the total number
of SRCs. Fsc

l,td
denotes the 0–1 state variable of whether there is a serious fault on the faulted

line l at time td. If there is a fault, Fsc
l,td

is 1; otherwise, Fsc
l,td

is 0. Nsc
f denotes the number

of severe faulted lines, and Ωsc
f denotes the set of severely faulted lines with Ωsc

f ⊆ Ωgc
f .

Tsc denotes the time spent by the SRC in repairing the faulted lines, and tcre,tra
b,k,t denotes

the passage time of an arbitrary repair team from the base depot b to faulted line k. The
starting point for the SRC is always the warehouse and may not be transferred between
failure points.

Equation (18) denotes that all SRCs start from the base and Equation (19) to all severely
faulty lines being eventually repaired. Equations (20) and (21) indicate that the severely
faulty lines must be visited by the SRCs once and only once. Equation (22) indicates the
logical relationship between the arrival of SRCs at the faulty line and the faulty state.
Equation (23) denotes the time needed to intervene between SRCs arriving at faulty line
l and faulty line k, including the fault repair time and the time for the SRC to pass from
the base depot to the faulty line. Large equipment has to be shipped separately from the
warehouse for replacement. Equation (24) indicates that the SRC departs from the base
depot only after the GRC arrives at the faulty line and confirms that it is a severe fault. The
above constraints can see the main difference between SRCs and GRCs: each SRC dispatch
is from the base. Only severe faults that the GRC has reached can be traveled by the SRC.

(3) The logical constraints on fault recovery are as follows:

The GRC and SRC models are responsible for repairing all fault points one by one.
However, for the overall model, a distinction must be made between repaired and unre-
paired fault points at each moment. This is because only normal nodes are allowed to pass
through. Normal faults can be marked as normal nodes after the GRC repairs them. Severe
faults must be repaired by the GRC first, and then the SRC is dispatched to repair them
before they can be marked as normal nodes. The recovery task is completed when all the
faults are marked as normal.

Fl,t ≥ Fgc
l,t + Fsc

l,t − 1 l ∈ Ngc
f (25)

Fl,t ≤ Fgc
l,t l ∈ Ngc

f (26)
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Fl,t ≤ Fsc
l,t l ∈ Ngc

f (27)

Tf ault = ∑
∀t

∑
∀l

Fl,t l ∈ Ngc
f (28)

αl =
td

∑
t=t0

Fl,t td ∈ NT l ∈ Ngc
f (29)

where Fl,t denotes the 0–1 state variable of whether there is any fault on faulty line l at
moment t, and 1 indicates a fault on the faulty line; otherwise, Fl,t is 0. αl denotes the
0–1 state variable of the connectivity of line l of the distribution network, and 1 indicates
that line l is connected; otherwise, it is disconnected. Equations (25)–(27) indicate the logical
relationship between the ordinary faults and severe fault pairs. The line restoration is
complete when no type of fault exists on the line. Equation (28) represents the equivalent
variable for calculating the time to restore the faulty line. This is because Fl,t marks the
presence or absence of a fault at each moment, and a “1” indicates the presence of a fault.
Adding up the Fl,t will tell us the sum of the times the fault was present. Equation (29)
describes the relationship between the faulted line connectivity and the restoration state.

4.2.3. The Stationary Energy Storage System and Diesel Generator

The MESS, GRC, and SRC are movable and require the establishment of routing
and power constraints. In contrast, the SESS and DEG are immovable and have only
power constraints.

The SESS model constraints are mainly charging and discharging power and energy
storage capacity constraints.

0 ⩽ Pch
ESi ,t

⩽ PES,E,maxxch
ESi ,t

0 ⩽ Pdis
ESi ,t

⩽ PES,E,maxxdis
ESi ,t

(30)

xch
ESi ,t + xdis

ESi ,t ⩽ 1 (31)

Smin
ES ⩽ SESi ,t ⩽ Smax

ES (32)

SESi ,t = SESi ,t−1 + (Pch
ESi ,t−1ηch

ES −
Pdis

ESi ,t−1

ηdis
ES

) (33)

where ESi ∈ NES is the set of nodes accessing the SESS. PES,E,max is the rated charging and
discharging power of the SESS. Pch

ESi ,t
and Pdis

ESi ,t
are the charging power and discharging

power of the SESS at the moment t. xch
ESi ,t

and xdis
ESi ,t

are the 0–1 variables of the charging and
discharging states of the SESS. When the SESS is charged, xch

ESi ,t
= 1, xdis

ESi ,t
= 0, and when

it is discharged, xdis
ESi ,t

= 1, xch
ESi,t

= 0. SESi ,t is the capacity of the SESS at time t. Smin
ES and

Smax
ES are the minimum and maximum values of the capacity. ηch

ES and ηdis
ES are the charging

and discharging efficiencies, respectively.
Equation (30) is the limit value of the charging and discharging power of the energy

storage, and Equations (31)–(33) are the charging and discharging state, capacity, and
charging state constraints of the energy storage, respectively.

The constraints of DEGs are as follows:

Pmin
DE ⩽ PDEi ,t ⩽ Pmax

DE (34)

0 ⩽ SDEi ,t ⩽ Smax
DE (35)

SDEi ,t0 = Smax
DE (36)

SDEi ,t = SDEi ,t−1 − PDEi ,t−1 (37)
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where DEi ∈ NDE is the set of nodes connected to the DEG. PDEi,t is the output power of
the DEG obtained by node DEi at moment t. Pmin

DE and Pmax
DE are the output power limits of

the DEG. t0 is the initial moment of the fault recovery. Smax
DE is the installed capacity of the

DEG. SDEi,t is the capacity of the diesel generator at moment t.
Similarly, Equations (34) and (35) represent the DEG constraints regarding power and

capacity. Equation (36) indicates that the capacity at the initial moment is the upper limit
of the DEG discharge. Equation (36) indicates that the current remaining capacity is the
remaining capacity of the previous moment minus the output of the previous moment.

4.2.4. Current Constraints and Network Reconfiguration in Distribution Networks

The above constraints only constrain the power and capacity of the emergency power
sources. Regardless of whether they are connected to the network, the system should always
follow the trending constraints. For the radial topological constraints of the distribution
network, the DistFlow model is used to obtain the distribution network trend equations
based on the network flow form. Because the distribution network line connectivity is a
0–1 state variable denoted by αl , we use the big M method to transform the nonlinear terms
in the DistFlow [76,77].

PDG
m − PL

m + PLcld
m = ∑

(m,n)∈E
Pmn − ∑

(n,g)∈E
Pmk − ∑

(n,m)∈E
Rmn Isqr

mn (38)

QDG
n − QL

n − QLcld
n = ∑

(n,m)∈E
Qnm − ∑

(m,g)∈E
Qmg − ∑

(n,m)∈E
Xmn Isqr

mn (39)

Usqr
n − Usqr

m ⩽ 2(RnmPnm + XnmQnm)−(
R2

nm + X2
nm
) P2

nm+Q2
nm

Usqr
n

+ (1 − αnm)M
(40)

Usqr
n − Usqr

m ≥ 2(RnmPnm + XnmQnm)−(
R2

nm + X2
nm
) P2

nm+Q2
nm

Usqr
n

(1 − αnm)M
(41)

Usqr
n,min ⩽ Usqr

n ⩽ Usqr
n,max (42)

0 ⩽ Isqr
nm ⩽ αnm Isqr

nm,max (43)∥∥∥∥∥∥
2Pnm
2Qnm
Isqr
nm − Usqq

n

∥∥∥∥∥∥
2

⩽ Isqr
nm + Usqr

n (44)

where PDG
m , PL

m, PLcld
m , Pmn, Pmk, Rmn Isqr

mn are the distributed active output, active load,
active cut load, m-node-injected active power, node outflow active power, and active line
loss, respectively. QDG

n , QL
n , QLcld

n , Qnm, Qmg, Xmn Isqr
mn are the distributed reactive power

output, reactive load, reactive cut load, m-node-injected reactive power, node outflow
reactive power, and reactive line loss. Usqr

n , Isqr
nm denote the square of the voltage and the

current at node n, respectively.
The nonlinear equation constraints of Equations (40) and (41) are non-convex, so they

are relaxed with respect to the inequality constraints shown in the above equations. More-
over, the big M method added to the model can introduce 0–1 state variables representing
the connectivity state of the line. Equations (42) and (43) represent the upper and lower
voltage–current limits. Equation (44) is the voltage–current–power relationship equation
after relaxing the quadratic constraints [16].

Adding a distributed power supply requires the network reconstruction and island
division of the faulty distribution network. At the same time, the network needs to
maintain radial topology constraints, so this study introduces a virtual power flow for
the constraints [78].

∑ αnm = NB − ∑ Sst
n (45)
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∑ Spb
nm − ∑ Spb

gn = Sp
n − 1 (46)

−MSst
n ≤ Sp

n ≤ MSst
n (47)

−MSst
n ≤ Spb

nm ≤ MSst
n (48)

where NB is the total number of nodes in the distribution network. Sst
n is the 0–1 state

variable of the virtual source node. SPb
nm and SP

n are the virtual power of the line and node,
respectively. Islanding requires self-sufficient power sources that are replaced by virtual
source nodes. The above equation provides the constraints of the virtual power and virtual
source nodes for islanding.

5. Case Studies

In this section, a coupled grid road network system is created for simulation to verify
the validity of the proposed model. The model is divided into two components: firstly,
the CTM model, which simulates the congestion, clearance, and road damage that occurs
on the roads after the rainstorm, reflected in the change in the road access time elapsed.
Then, various types of post-disaster recovery resources are required to simulate the MESS,
SESS, and DEG to power the outage nodes of the system and to simulate how the MESS,
GRC, and SRC choose their travel routes to their destinations. The key to simulation for
the MESS, GRC, and SRC is that the CTM can provide the optimal route to be trusted.
At the same time, a repair model that distinguishes between the GRC and SRC can more
realistically reflect the fault repair process in practice.

The model contains integer decision variables and continuous variables, the objective
function is convex, and some constraints are second-order cone constraints, so the overall
model behaves as a Mixed-Integer second-order code programming (MLSOCP) model.
This model type is mostly solved using commercial solvers, such as GUROBI or CPLEX,
and the results can be obtained conveniently. This paper solves this problem using YALMIP-
GUROBI 9.7 based on the MATLAB R2019 platform.

5.1. Simulation Parameters
5.1.1. Distribution Network Parameters

The distribution simulation uses an improved IEEE 33-node distribution network
with a rated voltage of 12.66 kV. The nodes are categorized into primary, secondary, and
tertiary loads weighing 100, 10, and 1, respectively. The parameters of each node are the
generalized network parameters. The network is set with six system faults, which are lines
f 1: 1–2, f 2: 3–4, f 3: 7–8, f 4: 14–15, f 5: 20–21, and f 6: 28–29, of which, lines f 5 and f 6 are
serious faults, and f 1-f 4 are ordinary faults, as shown in Figure 3.
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5.1.2. Road Network Parameters

The road network is a modified 33-node road network [79], corresponding to 33 road
intersections and 104 road segments. All roads are set up with two lanes of traffic in both
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directions, and signal lights are set up at intersections. The road network model is modeled
and simulated using the CTM. The required parameters of the CTM are shown in Table 1.

Table 1. CTM simulation parameters.

Parameter Name Numeric Value Parameter Name Numeric Value

free speed of the
vehicles km/h 50 input flow rate veh/s 0.3

spillback speed km/h 5 output flow rate % 0.9
saturation flow rate

veh/s 0.5 number of lanes 104

blocking density
veh/km 200 number of

input/output lane 56

The input flow rate refers to the number of vehicles entering a downstream metacell
from an upstream metacell. The output flow rate refers to the exit flow rate to all input
flows. Changing the input and output flow rates will affect the upstream and downstream
cells. For example, an entire downstream cell will cause the upstream output flow rate
to decrease, thus creating congestion. The values of these parameters come from the
collection of actual road traffic conditions. Based on the above parameters, the average 24 h
congestion index for all roads is obtained by adjusting the input flow rate at the right time
according to the city travel data reference. In the post-disaster phase of a rainstorm, a lower
free-flow speed and saturation flow rate can simulate the low capacity due to the low speed
and long distance between vehicles on the road after a rainstorm. Road improvement can
be simulated as the free speed and the saturation flow rate increase. Increasing the input
flow rate for the input cell can simulate the increasing number of vehicles during the peak
commuting period. Among them, the congestion index is the ratio of the actual traveling
time to the unimpeded traveling time, and the larger the congestion index is, the more
congested the traffic is.

The CTM simulation step is 10 s, the simulation period is 120 s, and the total simulation
time is 86,400 s, i.e., 24 h. The time resolution of the fault recovery model simulation is
30 min, and as a time unit of the resulting output, the time scale of 24 h is noted as moment
1–48. The time of all simulation results in this study is expressed as moment 1 to moment
48. The simulated time scene at the initial moment 1 of this model is 05:00.

5.1.3. Distribution Network Fault Recovery Resources

The system sets two MESSs, three DEGs, and two SESSs. The distribution location is
shown in Figure 3, and the related parameters are shown in Table 2. One GRC and one SRC
are set up, and each team’s repair time for each fault is one hour. Ordinary faults can be
restored after repair by the GRC, and severely faulty nodes can be restored only after GRC
and SRC repairs.

Table 2. Distributed resources and MESS parameters.

Capacity (kWh) Maximum Discharge Power (kW) Charging Efficiency

SESS 300 150 0.98
DEG 500 120
MESS 900 200 0.98

5.2. Fault Scenarios

The setting of model parameters. To simulate road congestion after heavy rainfall,
according to the literature [56] on the impact of rainfall on traffic movement, this paper sets
λ1 = 0.73, λ2 = 0.82 in the CTM.

The primary optimization objective of the model is to achieve MAX( ∑∀t ∑∀i wi pi,t),
subject to all constraints. To satisfy this basic objective, Tf ault is made to take the minimum
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value to shorten the repair time. Therefore, this paper combines the two optimization
objectives by setting weights, and MAX( ∑∀t ∑∀i wi pi,t) is required to be the primary opti-
mization objective. It is found that setting an enormous value (λobj > 0.95) for λobj gives
priority to satisfying the main objective, while constraining Tf ault to be minimal. In this
paper, we take λobj = 0.98.

The main simulation scenario is set up according to the model proposed in this study.
Two comparison scenarios are set to compare and analyze the simulation results to verify
the necessity. The characteristics of each scenario can be seen in Table 3.

Table 3. The characteristics of each scenario.

Type of Fault RC Road Scenario

Scenario 1 Ordinary Fault/Severe Fault GRC/SRC Road fault
Scenario 2 Ordinary Fault/Severe Fault GRC/SRC Road intact
Scenario 3 Ordinary Fault GRC Road fault

Scenario 1: Emulates the main scenario. To simulate the collaboration requirement
of the GRC and SRC, this study sets the fault types of the distribution network, including
ordinary and severe faults. This study makes three lanes impassable to simulate some
roadway obstacles caused by localized waterlogging.

Scenario 2: Compare the scenes. To compare the impact of the impassability of some
roads on the progress of post-disaster recovery, we set all roads as passable, and other
parameters are the same as in Scenario 1.

Scenario 3: Compare the scenes. All faults in Scenario 1 are set to be repaired by the
GRC only to compare the impact of the joint GRC and SRC repair on the progress of fault
recovery, and other parameters are the same as in Scenario 1.

5.3. Analysis of Result
5.3.1. Post-Disaster Fault Recovery Considering Transportation Access Barriers and Joint
Repair Team Needs

There are six faults at the initial moment, dividing the grid into three islands. Starting
from moment 1, the GRC, SRC, SESS, DEG, and MESS respond. After the intervention
of the disaster recovery resources, the faulted lines are repaired sequentially, as shown in
Table 4. The grid load changes during the restoration period are shown in Figure 4.

Table 4. The sequence and moments of RC restoration for Scenario 1.

Repair Crew Repair Sequence and Time

GRC f1(3)→f2(8)→f3(13)→f6(17)→f4(25)→f5(30)

SRC f 6(21)→f 5(34)
The contents in “( )” indicate the time of completion of repair.

Figure 5 illustrates the GRC and SRC’s traveling routes. Figure 6 shows the discharge
power of distributed resources and the MESS at each moment. In Figure 5, gc1~gc5 denote
the traveling routes of the GRC for each trip based on chronological order. sc1 and sc2
denote the routes of the SRC from the base to f 6 and f 5, respectively. The dotted line graphs
in Figure 6 indicate the node serial numbers accessed by MESS1 and MESS2 at a given
moment. The bar graph represents the output power of the corresponding type of power
supply at a specific moment.
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Figure 4. The power supply ratio and accumulated power loss of various power supplies in Scenario 1.
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Figure 6. The bar graph represents the discharge power of each type of power source, and the dotted
line represents the access nodes of the MESS.
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At the beginning of the fault, owing to the line f1 fault disconnecting the entire network
from the bus and losing the support of the higher grid, the system had more shortage
loads, and the distribution and the MESS took many loads. At time 1, the GRC starts from
node one and restores node one first. The distribution network restores the connection
to a higher-level grid, and some nodes restore the system power supply. The system is
still islanded, and the distribution and MESS provide power support to multiple nodes.
The GRC then repairs lines f 2 and f 3 to achieve connectivity to all islands in the shortest
possible time to mitigate the increasing loss of power loads that are difficult for emergency
power resources to cope with. Figure 4 shows that, at moment 13, the system no longer
has power loss nodes after lines f 2 and f 3 are connected. The system’s power loss load
is 0, and the emergency power resources are withdrawn. However, the system still has
unrepaired lost nodes. The GRC then repairs line f 6 first so the SRC can take over the fault
for in-depth repair.

Table 4 shows that severe faults f 6 and f 5 are scheduled to be repaired later in recovery
because severe faults take longer to repair. In the same maintenance window, the program
chooses to prioritize the repair of multiple common faults rather than a small number of
severe faults, which results in more load recovery.

The flexible mobilities of MESS1 and MESS2 can access different islands. However,
we can see from Figure 6 that both MESS1 and MESS2 have accessed only two nodes
because, for the exact mileage of access, the access elapsed time in the early stage of the
disaster (the initial time is 5 a.m., when road congestion is much less than at 8 a.m., during
the morning rush hour) is relatively less. The elapsed access time will crowd out the
discharging time of the MESS. Therefore, under the dynamic CTM, the MESS will arrive at
the access location with a higher load deficit in the early stage of fault recovery to avoid
access during traffic deterioration.

5.3.2. Recovery Scenarios Considering Only Traffic Barriers

Scenario 2 indicates that the model cannot simulate road damage, and all roads are
passable. Then, the simulation results of the fault restoration sequence are shown in Table 5.
The load changes during fault restoration are shown in Figure 7. The fault restoration
routes of the GRC and SRC are demonstrated in Figure 8.

Table 5. The sequence and moments of RC restoration for Scenario 2.

Repair Crew Repair Sequence and Time

GRC f 1(3)→f 2(7)→f 3(12)→f 6(16)→f 5(24)→f 4(29)

SRC f 6(20)→f 5(28)
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Figure 7. The power supply ratio and accumulated power loss of various power supplies in Scenario 2.
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As seen from Table 5 and Figure 7, the fault repair speed for Scenario 2 takes less time
than Scenario 1; therefore, the simulation for Scenario 2 gives less total load loss. Firstly, the
comparison between Scenarios 1 and 2 leads to the conclusion that the presence or absence
of road damage significantly affects the fault repair progress and the total load loss. It can
be seen from the traveling routes of the GRC and SRC in Figure 8 that the GRC and SRC in
Scenario 1 detoured part of the road due to the road failure, accumulating an extra 47 km
of traveling distance (the traveling distance for all the crews in Scenario 1 is 296 km, and
the traveling distance for all the crews in Scenario 2 is 249 km), which is a non-negligible
amount of traveling time.

Then, from the data results, Scenario 2 achieves better data performance than Scenario 1.
However, we need to be clear that Scenario 2 ignores the actual situation of the road damage,
and the simulation results of Scenario 2 are too optimistic compared to the actual situation.
Although the data performance is good, it is inconsistent with the exact scenario, and the
results are bound to have huge errors. Finally, in the actual engineering environment, if
the RC traveled according to the simulation route in Scenario 2, they would encounter
unexpected road impassability. They would have to turn back and re-plan the route, which
would take longer and cause unnecessary delays.

5.3.3. Recovery Programs Considering Only the GRC

Scenario 3 indicates that the model dispatches only the GRC for all faults and assumes
all faults can resume regular operation after GRC repair. Then, the fault repair sequence
and moments are shown in Table 6. The system load changes during fault recovery are
shown in Figure 9.

Table 6. The sequence and moments of RC restoration for Scenario 3.

Repair crew Repair Sequence and Time

GRC f1(3)→f5(8)→f3(12)→f6(16)→f2(21)→f4(30)
The contents in “( )” indicate the completion time of repair.

As seen from Table 6 and Figure 9, the recovery scenario of Scenario 3 advances the
repair order of f5 and f6 after the repair requirements for severe failures f5 and f6 are
reduced. This is because f5 and f6 incur more load loss due to failure than the nodes after
their repair order. By comparing Scenario 3 with Scenario 1, we can see that the overall
recovery time of the system in Scenario 3 is shorter. The islands were also eliminated earlier,
corresponding to a minor cumulative load loss. Firstly, the fault requirements of the first
and second repair teams can produce significant differences in the restoration task’s process
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(repair sequence) and the result (load loss). Second, although the simulation results of
Scenario 3 are more optimistic, it ignores that it takes two teams to repair a severe failure
point. Therefore, the simulation results of Scenario 3 are bound to have significant errors
and do not accurately simulate the actual process and outcome of the restoration task.
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5.3.4. The Significance of the Model Proposed in This Paper

Based on the discussion of the types of distribution network faults in the first section
of this paper, in actual engineering, after the distribution network suffers from extreme
rainstorm disasters, there are bound to be some serious faults, and these types of faults
must be repaired by the cooperation of multiple maintenance teams to complete the con-
struction. Road damage after extreme rainstorms also occurs sometimes. In this section,
the above scenarios are simulated and compared, and it is found that severe failure repair
and road damage do produce significant differences in the progress and outcome of the
restoration task. The model proposed in this paper can accurately simulate these two
working conditions, which is very important to provide an accurate reference for specifying
an orderly and efficient rescue plan for the grid company. Predicting the possible duration
of the restoration task and the damage caused can better coordinate with other rescue
departments and reassure the customers in the outage area.

Although this paper only adds SRCs to the model, its mathematical model can cover
multiple types of personnel, such as equipment replacement crews, engineering con-
struction crews, and tree trimming crews. At the same time, the model assisted by the
two maintenance teams can be similarly generalized to model the needs of multiple teams.
On the other hand, although the background of this paper is extreme rainstorms, its nature
is that there are damages and faults in the road to repair that demand multiple types
of personnel, and these characteristics will also exist in other kinds of extreme weather
scenarios. Therefore, this model also applies to scenarios of distribution network failures
caused by different types of extreme weather.

6. Conclusions

In this study, a traffic network and distribution network fusion model describing road
damage is first established to give the exact elapsed time of traffic access after extreme
disasters. Based on this, an optimization scheme of mobile restoration resources facing the
obstruction of traffic access in the post-disaster restoration of the distribution network is
given. The extreme post-disaster restoration model of the distribution network considering
road damage is established so that the simulation model is more in line with the complex
characteristics of the actual restoration task. Then, this study establishes a joint repair
model in which the ordinary and senior repair teams work together to meet the demand for
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multiple repair teams for some serious faults after a disaster. The necessity and effectiveness
of the road damage and joint repair models are compared and verified, and the simulation
results show a more conservative and robust recovery strategy, which is suitable for the
multiple characteristic attributes of post-disaster fault recovery of distribution networks
and the actual recovery needs.

The simulation of the proposed model shows that the scenarios of repairing severe
faults and post-disaster road damage significantly affect the progress and outcome of the
post-disaster recovery task of the distribution network. Although the restoration task is
more time-consuming and causes load loss when considering these scenarios, this is more
in line with the actual scenario characteristics and reduces the simulation error. The model
in this paper can simulate conditions that occur in real projects well, thus providing more
accurate and comprehensive reference suggestions and loss assessment for the restoration
task through simulation.
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GRC General Repair Crew MEG Mobile Emergency Generator
SRC Senior Repair Crew MESS Mobile Energy Storage
MESS Mobile Energy Storage System EB Electric Buse
DG Distributed Generation DEG Diesel Generator
EV Electric Vehicle SESS Stationary Energy Storage System
RC Repair Crew CTM Cell Transmission Model
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