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Abstract: This study proposes a two-level optimization scheduling method for multi-region integrated
energy systems (IESs) that considers dynamic time intervals within the day, addressing the diverse
energy characteristics of electricity, heat, and cooling. The day-ahead scheduling aims to minimize
daily operating costs by optimally regulating controllable elements. For intra-day scheduling, a
predictive control-based dynamic rolling optimization model is utilized, with the upper-level model
handling slower thermal energy fluctuations and the lower-level model managing faster electrical
energy fluctuations. Building on the day-ahead plan, different time intervals are used for fast and slow
layers. The slow layer establishes a decision index for command cycle intervals, dynamically adjusting
based on ultra-short-term forecasts and incremental balance corrections. Case studies demonstrate
that this method effectively leverages energy network characteristics, optimizes scheduling intervals,
reduces adjustment costs, and enhances system performance, achieving coordinated operation of the
IES network and multi-energy equipment.

Keywords: integrated energy system; two-level optimization scheduling method; generative adver-
sarial network; dynamic time interval; intra-day scheduling

1. Introduction

With the rapid development of renewable energy and the improvement of energy
utilization efficiency, sustainable energy development has become an urgent global de-
mand [1,2]. The increasing share of solar, wind, and other renewable energies in power
generation has driven the modernization and diversification of energy systems. Against
this backdrop, the Integrated Energy System (IES) has emerged as an innovative energy so-
lution, gradually becoming a focal point of research [3]. The IES integrates multiple energy
subsystems, such as electricity, cooling, heating, and natural gas systems, to achieve syner-
gies and complementarities among different energy forms, maximizing energy utilization
efficiency and reducing carbon emissions [4,5].

He core concept of the IES is to leverage the complementary characteristics of vari-
ous energy types and the principles of energy cascading utilization to optimize resource
allocation, enhance overall system efficiency, and promote the transition towards low-
carbon, efficient, and intelligent energy systems [6]. Literature [7] adopts a two-stage
robust optimization method that addresses uncertainties in wind power and load, signifi-
cantly improving the economic efficiency and reliability of electricity-gas-heat integrated
multi-energy microgrids. Meanwhile, literature [8] explores the coordinated operation of
hydrogen, electricity, and transportation systems, enhancing the overall system efficiency
through the complementary effects of energy flows and providing practical guidance for
the integration and optimization of multi-energy flows. Additionally, literature [9] proposes
a distributed stochastic programming approach that reconfigures multi-energy distribution
systems to enhance system resilience against external disturbances.
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The IES comprises multiple subsystems, including electricity, cooling, and heating
systems. The electricity supply system requires real-time energy balance with scheduling
intervals at the second or minute level, classifying it as a fast dynamic system [10]. In
contrast, due to the storage characteristics of gas pipelines and the thermal inertia of
heat networks and building clusters, heating and gas supply subsystems typically have
scheduling intervals in hours, making them slow dynamic systems [11,12]. The varying
scheduling intervals and operational characteristics of these systems make IES scheduling
optimization a complex multi-time-scale, multi-energy-flow optimization problem [13].
Solving the optimization of IES operations is crucial for improving the overall energy
efficiency and renewable energy utilization, ultimately contributing to achieving carbon
neutrality goals.

Multi-time-scale dual-layer optimization models primarily target day-ahead and intra-
day scheduling plans. Current methods typically adopt static optimization [14,15] and
dynamic optimization [16–18]. Model predictive control introduces closed-loop dynamic
optimization with state feedback correction, which has increasingly been applied to intra-
day scheduling in IESs. Literature [19] proposes a two-stage stochastic model, where
the first stage uses a genetic algorithm to search for variables, and the second stage uses
the Monte Carlo method to handle uncertainties and solve the optimization problem.
Literature [20] proposes a dual-layer coordinated optimization method that integrates
upper-layer equipment configuration with lower-layer energy storage parameters, further
enhancing the stability and security of IES operations.

These studies generally perform large-time-scale rolling optimization for day-ahead
scheduling plans, followed by minute-level adjustments based on real-time operational
states during intra-day scheduling. However, these methods often use the same time scale
across all energy layers, overlooking the time delay effects in different energy layers. Due
to the varying dynamic characteristics of the electricity, gas, and thermal subsystems in
IESs, using the same scheduling instruction interval may lead to over-scheduling of fast
systems (e.g., electricity) while failing to accurately capture the dynamics of slow systems
(e.g., heating and gas) [15,21]. Therefore, selecting appropriate scheduling intervals to
balance the needs of both fast and slow systems is key to optimizing scheduling strategies.
By incorporating real-time and predictive operational states, establishing a dual-layer
scheduling model with dynamic time intervals will better address the challenges of multi-
energy flow scheduling in IESs [22].

This paper addresses the intra-day scheduling problem of an IES by proposing a
two-layer optimization scheduling strategy that considers dynamic time intervals. The
main contributions of this paper are as follows:

(1) A multi-time scale IES intra-day dual-layer scheduling model is proposed. This
model separates intra-day scheduling into an upper-layer thermal and cooling energy
scheduling model and a lower-layer electrical energy scheduling model. By handling
slower dynamics in the upper layer and faster dynamics in the lower layer, and
dynamically updating ultra-short-term forecast information, the model improves the
overall system efficiency.

(2) A method for dynamically adjusting scheduling instruction periods is established.
This approach uses different time intervals for each layer (1 h for thermal and cooling,
15 min for electrical) to address time delay characteristics and ensure accurate and
effective scheduling.

(3) The proposed model and method’s effectiveness and superiority are validated through
case studies. The results show improved coordination of device operations within the
IES, enhancing system stability and economic performance.

The structure of this paper is as follows: Section 2 introduces the multi-region IES archi-
tecture considering electricity interconnection, Section 3 discusses the day-ahead economic
scheduling model for the IES, Section 4 presents the day-ahead two-layer optimization
strategy for the IES, Section 5 covers the case study analysis, and Section 6 concludes
the paper.
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2. Multi-Region IES Architecture Considering Electricity Interconnection

The multi-region IES architecture, as shown in Figure 1, includes three subsystems:
cooling, heating, and electricity. The energy inputs mainly consist of grid electricity, dis-
tributed generations (DG), and natural gas system equipment, including gas turbines (GT),
gas boilers (GB), and fuel cells (FC). The interconnection devices among the subsystems
include electric boilers (EB), electric chillers (EC), and absorption chillers (AC), which
enable the joint scheduling of the cooling, heating, and electricity systems. Each subsystem
is equipped with energy storage devices: accumulators (for electricity), thermal storage
tanks (for heat), and cold storage tanks (for cooling), to facilitate energy storage and release.
The system load comprises uncontrollable base loads and controllable flexible loads. The
flexible loads include shiftable loads, transferable loads, and reducible loads.
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3. Day-Ahead Economic Scheduling Model for IES

Day-ahead economic scheduling refers to the process of optimizing the economic
operation of an IES based on forecasts of distributed generation output and load for the
next 24 h, considering time-of-use electricity pricing from the grid side. The goal is to
optimally regulate the output of controllable elements within the system to achieve the best
economic performance for the IES. In practice, the scheduling process must be discretized;
this paper divides the day-ahead scheduling process into 24 segments, with scheduling
occurring every hour, and each segment is denoted as the i-th segment.

3.1. Day-Ahead Economic Scheduling Model Objective Function

The objective function for day-ahead optimization scheduling, with the goal of mini-
mizing the daily operating cost of the IES is as follows:

minF = Fgrid + FDG + Fgas + Flia + Fsto + Fsh + Ftran + Fcut (1)

3.1.1. System’s Electricity Purchasing Cost Fgrid

The system can purchase and sell electricity to the grid. The electricity purchasing
cost, Fgrid, is given by:

Fgrid =
T

∑
i=1

Kpur
i Ppur

i −
T

∑
i=1

Ksell
i Psell

i (2)

where Ppur
i and Psell

i represent the power purchased from and sold to the grid, respectively,
and Kpur

i and Ksell
i are the corresponding purchase and sale prices.
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3.1.2. Operating Cost of Distributed Generation Sources FDG

The operating cost, FDG, of distributed generation, including wind turbines and
photovoltaic systems, is given by:

FDG =
T

∑
i=1

KwindPwind
i +

T

∑
i=1

KpvPpv
i (3)

where Pwind
i and Ppv

i represent the power output from wind turbines and photovoltaic
systems, respectively, and Kwind and Kpv are the operating cost coefficients for wind
turbines and photovoltaic systems, respectively.

3.1.3. Natural Gas System Equipment Cost Fgas

The primary costs of natural gas system equipment include the cost of purchasing gas
and the operational costs. Therefore, Fgas is given by:

FGAS =
T
∑

i=1
KgasVGAS

i +
T
∑

i=1
KGASPGAS

i

Fgas = FGT + FGB + FFC

GAS = [GT, GB, FC]

(4)

The cost of the natural gas system equipment mainly consists of natural gas purchasing
costs and operating costs, where GAS represents the variables associated with the natural
gas system equipment, FGAS is the cost of the natural gas system equipment, PGAS

i denotes
the corresponding output, VGAS

i is the corresponding gas purchase quantity, Kgas is the unit
price of natural gas, and KGAS is the corresponding operating cost coefficient. To accurately
account for different types of outputs in the subsequent power and heat balance equations,
the output of GT, PGT

i , is divided into electrical power, PGT.e
i , and thermal power, PGT.h

i .
This distinction helps the model ensure the balance and optimization of both power and
heat demands in the system.

3.1.4. Operating Cost of Interconnection Devices for Each Subsystem Flia

The operating cost of interconnection devices for each subsystem is related to their
output. Assuming no additional costs are considered, Flia is given by:

FLIA =
T
∑

i=1
KLIAPLIA

i

Flia = FEB + FEC + FAC

LIA = [EB, EC, AC]

(5)

where LIA represents the variables associated with the interconnection devices for each
subsystem, FLIA is the operating cost of these interconnection devices, PLIA

i denotes the
corresponding output, and KLIA is the corresponding operating cost coefficient.

3.1.5. Operating Cost of Energy Storage Devices Fsto

The energy storage devices incur aging costs due to charging and discharging, with
depreciation expenses related to the power of charging and discharging. Assuming no
other costs are considered, the cost, Fsto, of the energy storage devices is given by:

FSTO =
T
∑

i=1
KSTO

cha PSTO
cha.iX

STO
cha.i +

T
∑

i=1
KSTO

dis PSTO
dis.i XSTO

dis.i

Fsto = FACC + FTS + FCS

STO = [ACC, TS, CS]

(6)
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where STO represents the variables associated with the energy storage devices, FSTO is
the operating cost of the energy storage devices, PSTO

cha.i and PSTO
dis.i are the corresponding

charging and discharging powers, KSTO
cha and KSTO

dis are the corresponding charging and
discharging cost coefficients, and XSTO

cha.i and XSTO
dis.i are the states of charging and discharging,

respectively, which are binary variables (0 or 1).

3.1.6. Cost of Compensating Shiftable Loads Fsh

Shiftable loads primarily include electrical, thermal, and cooling loads. Shifting these
loads can affect user comfort and therefore requires compensation. Assuming that the
compensation cost is only related to the shifted power, the cost, Fshift, for shiftable loads is
given by: 

FSH = FSH
costP

SH
sum

TSH

∑
i∈TSH

XSH
i

Fsh = Fsh.e + Fsh.h + Fsh.c

SH = [sh.e, sh.h, sh.c]

(7)

where SH represents the variables associated with shiftable loads, FSH is the compensation
cost for shiftable loads, FSH

cost is the unit compensation price for shifting, PSH
sum denotes the

corresponding shifted power, XSH
i is the shifting state, which is a binary variable (0 or 1),

and TSH represents the corresponding shifting time period.

3.1.7. Cost of Compensating Transferable Loads Ftran

Transferable loads primarily include electrical loads. Transferring these loads can
affect user comfort and thus requires compensation. The cost, Ftran, for transferable loads is
given by:

Ftran = Ftran
cost ·

Ttran

∑
i∈Ttran

Xtran
i Ptran

i (8)

where Ftran
cost is the unit compensation price for transfer, Ptran

i denotes the transferred power,
Xtran

i is the transfer state, which is a binary variable (0 or 1), and Ttran represents the transfer
time period.

3.1.8. Cost of Compensating Curtailable Loads Fcut

Curtailable loads primarily include electrical, thermal, and cooling loads. Reducing
these loads can impact user comfort, and therefore, requires compensation. Assuming that
the compensation cost is only related to the reduced power, the compensation cost, Fcut, for
curtailable loads is given by:

FCUT = FCUT
cost

TCUT

∑
i∈TCUT

KCUT
i PCUT

i XCUT
i

Fcut = Fcut.e + Fcut.h + Fcut.c

CUT = [cut.e, cut.h, cut.c]

(9)

where CUT represents the variables associated with curtailable loads, FCUT is the compen-
sation cost for curtailable loads, FCUT

cost is the unit compensation price for reduction, KCUT
i is

the reduction factor, PCUT
i denotes the reduced power, XCUT

i is the reduction state, which is
a binary variable (0 or 1), and TCUT represents the reduction time period.

3.2. Constraint Condition
3.2.1. Electricity Interconnection Line Constraints

The power purchased from and sold to the grid should not exceed the maximum
allowable power limits of the grid and system interconnection lines. Additionally, the
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interconnection lines cannot be in a state of purchasing and selling power simultaneously
within the same time period. Therefore, the following constraints must be satisfied:

0 ≤ Ppur
i ≤ Plink

maxXpur
i

0 ≤ Psell
i ≤ Plink

maxXsell
i

Xpur
i · Xsell

i = 0
(10)

where Plink
max is the maximum allowable power limits, and Xpur

i and Xsell
i are binary variables

indicating the transaction states for purchasing and selling power, respectively.

3.2.2. Distributed Generation Constraints

The output of wind turbines and photovoltaic systems in each time period should not
exceed the maximum allowable output for that period. Therefore, the following constraints
must be satisfied: {

0 ≤ Pwind
i ≤ Pwind

max,i
0 ≤ Ppv

i ≤ Ppv
max,i

(11)

where Pwind
max,i and Ppv

max,i are the maximum allowable outputs for wind turbines and photo-
voltaic systems, respectively.

3.2.3. Natural Gas System Equipment Constraints

The output of natural gas system equipment must not exceed the upper and lower
limits, and it must meet the specified ramp-up and ramp-down rates. Therefore, the
following constraints must be satisfied:

PGAS
min XGAS

i ≤ PGAS
i ≤ PGAS

max XGAS
i∣∣∣PGAS

i − PGAS
i−1

∣∣∣ ≤ rGAS∆t
GAS = [GT, GB, FC]

(12)

where PGAS
min and PGAS

max are the lower and upper output limits of the natural gas system
equipment, respectively, XGAS

i is the operational status, which is a binary variable (0 or
1), rGAS is the maximum ramp rates, respectively, and ∆t is the duration of the scheduling
time interval.

3.2.4. Interconnection Equipment Constraints

The output of interconnection equipment between subsystems must remain within
a reasonable range and must adhere to the specified ramp-up and ramp-down rates.
Therefore, the following constraints must be satisfied:

0 ≤ PLIA
i ≤ PLIA

maxXLIA
i∣∣PLIA

i − PLIA
i−1

∣∣ ≤ rLIA∆t
LIA = [EB, EC, AC]

(13)

where PLIA
max is the maximum output limit for the interconnection equipment, XLIA

i is the
operational status, which is a binary variable (0 or 1), and rLIA is the maximum ramp-up
rate for the interconnection equipment.

3.2.5. Energy Storage Constraints

During the system optimization scheduling process, the energy storage device must
meet the following requirements:

• The state of charge must remain within specified upper and lower limits to prevent
overcharging or deep discharging.

• The device cannot be in both charging and discharging states simultaneously within
the same time period.
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• The state of charge at the beginning and end of the scheduling period must be consis-
tent.

• The maximum charging and discharging power should not exceed 20% of the rated
capacity to prevent excessive wear on the storage device.

• The number of charging and discharging cycles should be limited to extend the lifespan
of the storage device.



SSTO
min ≤ SSTO

i ≤ SSTO
max

XSTO
cha.iX

STO
dis.i = 0

SSTO
0 = SSTO

TSTO

0 ≤ PSTO
cha.i ≤ 0.2ESTOXSTO

cha.i
0 ≤ PSTO

dis.i ≤ 0.2ESTOXSTO
dis.i

1
2

TSTO

∑
t=1

∣∣∣Xcha
i − Xcha

i−1

∣∣∣≤ NSTO
cha

1
2

TSTO

∑
t=1

∣∣∣Xdis
i − Xdis

i−1

∣∣∣≤ NSTO
dis

STO = [ACC, TS, CS]

(14)

where SSTO
i represents the state of charge of the energy storage device; SSTO

max and SSTO
min are

the maximum and minimum state of charge values, respectively; XSTO
cha.i and XSTO

dis.i represent
the charging and discharging states, respectively, both of which are binary variables (0 or
1); SSTO

0 and SSTO
TSTO are the initial and final state of charge, respectively, ESTO is the rated

capacity of the storage device; and NSTO
cha and NSTO

dis are the maximum number of charging
and discharging cycles, respectively.

3.2.6. Shiftable Load Constraints

Shiftable loads can only be shifted once within the shiftable period; thus, they must
satisfy: 

TSH

∑
i∈TSH

XSH
i = 1

SH = [sh.e, sh.h, sh.c]
(15)

3.2.7. Transferable Load Constraints

Transferable loads must meet the following requirements:

• The power should remain within a reasonable range.
• The minimum duration should be restricted to prevent frequent starts and stops of

external equipment.
• The total load power should remain unchanged before and after the transfer.

Xtran
i Ptran

min ≤ Ptran
i Xtran

i Ptran
max

Ttran
min (Xtran

i − Xtran
i−1 ) ≤

i+Ttran
min −1
∑
t=i

Xtran
t

T
∑

i=1
Xtran

i Ptran
i = Ptran

sum

(16)

where Ptran
max and Ptran

min are the maximum and minimum allowable transfer values, respec-
tively, Ttran

min is the minimum duration for the transferable load, and Ptran
sum is the total power

of the transferable load.

3.2.8. Curtailable Load Constraints

Curtailable loads must meet the following requirements:

• The curtailment coefficient should remain within a reasonable range.



Energies 2024, 17, 5060 8 of 23

• The minimum continuous curtailment time should be restricted to prevent fluctuations
in equipment operation.

• To consider user satisfaction, the maximum continuous curtailment time should be
limited.

• To consider user experience, the maximum number of curtailments should be limited.

Xtran
i Ptran

min ≤ Ptran
i Xtran

i Ptran
max

Ttran
min (Xtran

i − Xtran
i−1 ) ≤

i+Ttran
min −1
∑
t=i

Xtran
t

T
∑

i=1
Xtran

i Ptran
i = Ptran

sum

(17)

where KCUT
max.i and KCUT

min.i are the maximum and minimum curtailment coefficients, respec-
tively, TCUT

max and TCUT
min are the maximum and minimum continuous curtailment times,

respectively, and NCUT
max is the maximum number of curtailments.

3.2.9. Power Balance Constraints

The power flowing into and out of an electrical bus must balance, and it should satisfy:

{
(Ppur

i − Psell
i ) + Pwind

i + Ppv
i + PGT.e

i + PFC
i + (PACC

dis.i − PACC
cha.i ) = PEB.in

i + PEC.in
i + Pload.e

i
Pload.e

i = Pbase.e
i + Psh.e

i + Ptran
i + Pcut.e

i
(18)

where PEB.in
i and PEC.in

i represent the electricity consumption power of the electric boiler
and electric chiller, respectively, Pload.e

i is the total electricity consumption power, and
Pbase.e

i is the electricity consumption power of the base load.
The power flowing into and out of a thermal bus must balance, and it should satisfy:{

PGT.h
i + PEB

i + PGB
i + (PTS

dis.i − PTS
cha.i) = PAC.in

i + Pload.h
i

Pload.h
i = Pbase.h

i + Psh.h
i + Pcut.h

i
(19)

where PAC.in
i represents the heat consumption power of the absorption chiller, Pload.h

i is the
total heat consumption power, and Pbase.h

i is the heat consumption power of the load.
The power flowing into and out of a cooling bus must balance, and it should satisfy:{

PAC
i + PEC

i + (PCS
dis.i − PCS

cha.i) = Pload.c
i

Pload.c
i = Pbase.c

i + Psh.c
i + Pcut.c

i
(20)

where Pload.c
i represents the total cooling power consumption, and Pbase.c

i is the cooling
power consumption of the base load.

4. Day-Ahead Two-Layer Optimization Strategy for IES

Based on the time-scale characteristics of energy dynamics, a two-layer rolling op-
timization model for intra-day scheduling is proposed, as illustrated in Figure 2. This
model divides the intra-day scheduling into an upper-layer thermal and cooling energy
scheduling model and a lower-layer electrical energy scheduling model. The upper-layer
model is designed to handle the slow response rate of thermal and cooling energy power
fluctuations, while the lower-layer model controls the rapid response rate of electrical
power fluctuations. This process uses the day-ahead scheduling plan as a basis and incre-
mentally adjusts the day-ahead plan values by rolling updates of distributed generation
outputs and ultra-short-term load forecasts, thereby fine-tuning the outputs of controllable
components in the system.
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Considering the complexity of load switching and operation, the operational states of
curtailable loads, shiftable loads, and transferable loads in the intra-day plan are prede-
termined by the day-ahead plan. Due to the frequent power fluctuations in the intra-day
operation plan and the fact that energy storage devices are generally at their maximum
number of charge/discharge cycles as per the day-ahead plan, energy storage devices do
not participate in the intra-day scheduling plan.

The fluctuation of cold and heat load is greatly affected by climate, season, daily
change, and other factors. For example, in summer, the temperature difference between
indoor and outdoor is large, and the air conditioning system needs more cooling capacity
to maintain the indoor temperature, so the cooling load is large; in winter, more heat is
needed to maintain the indoor temperature, and the heat load is large. Electrical load refers
to the total power consumed by all users connected to the system distribution network and
the power used to compensate for the loss of all parts of the grid (transformers, converters,
and transmission lines). The size of the electricity load depends on the user’s electrical
equipment power, electricity time, and power supply capacity of the power system and
other factors. In summary, although the cold and heat load and the electric load have certain
similarities in the time scale of the fluctuation, there are differences in the application of the
specific load forecasting time scale. The fluctuation of the power load is more frequent, and
the change of the daily load curve directly affects the operation and economy of the power
system. Compared with the power load, the time scale of the cold and heat load fluctuation
may pay more attention to the long-term impact of planning and design. Therefore, this
paper chooses the time scale of electric load for 15 min and cold and heat load for 1 h.

The intra-day scheduling time-domain control strategy is illustrated in Figure 3. For
the upper-layer thermal and cooling energy scheduling model, the time interval is ∆t1 = 1 h.
This model generates the scheduling plan for the prediction and control domains. Based
on the optimization results, the scheduling plan for the control domain is executed and
forwarded to the lower-layer electrical energy scheduling model, awaiting its scheduling
completion instructions. The prediction and control domains are then rolled forward to the
next time interval, and the process is repeated.
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For the lower-layer electrical energy scheduling model, the time interval is ∆t2 = 15 min.
This model waits for the scheduling plan instructions from the control domain of the upper-
layer model and determines the optimization scheduling strategy for the electrical system
at this layer. Given the shorter scheduling time window at this layer, after dynamic rolling
optimization through multiple time windows, the rolling optimization is stopped when
the lower-layer scheduling time window overlaps with the end time of the upper-layer
time window. The lower layer then sends a scheduling completion instruction to the upper
layer, which repeats the scheduling and execution for the next time window.

4.1. Upper-Layer Thermal and Cooling Energy Scheduling Model
4.1.1. Objective Function

The upper-layer scheduling model mainly focuses on the total cost of scheduling
thermal and cooling energy equipment. The objective function is:

min∆Fup =
i+2

∑
j=i+1

∆FGT
j + ∆FGB

j + ∆FEB
j + ∆FEC

j +

∆FAC
j − ∆FGT.e

j + ∆FEB.in
j + ∆FEC.in

j
(21)

where ∆FGT
j , ∆FGB

j , ∆FEB
j , ∆FEC

j , and ∆FAC
j represent the incremental operating costs of the

gas turbine, gas boiler, electric boiler, electric chiller, and absorption chiller, respectively.
The calculation methods for these costs are consistent with those used in the day-ahead
scheduling; ∆FGT.e

j represents the incremental electricity revenue from the gas turbine, and

∆FEB.in
j and ∆FEC.in

j represent the incremental electricity consumption costs for the electric
boiler and electric chiller during the intra-day phase, respectively. The calculation methods
for these are as follows: 

∆FGT.e
j = Kmean

pur ∆PGT.e
j

∆FEB.in
j = Kmean

pur ∆PEB.in
j

∆FEC.in
j = Kmean

pur ∆PEC.in
j

(22)

where Kmean
pur is the average purchase electricity price, Kmean

pur =

24
∑

i=1
Kpur

i

24 , ∆PGT.e
j is the in-

cremental electricity generation power of the gas turbine, and ∆PEB.in
j and ∆PEC.in

j are
the incremental electricity consumption powers of the electric boiler and electric chiller,
respectively.
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4.1.2. Constraint Condition

1. Thermal and cooling energy equipment operation constraints

After adjusting the power, the output of each device must not exceed its upper and
lower limits. Therefore, the following constraints should be satisfied:

PGT
min · XGT

j ≤ PGT
j + ∆PGT

j ≤ PGT
max · XGT

j
PGB

min · XGB
j ≤ PGB

j + ∆PGB
j ≤ PGB

max · XGB
j

0 ≤ PEB
j + ∆PEB

j ≤ PEB
max

0 ≤ PEC
j + ∆PEC

j ≤ PEC
max

0 ≤ PAC
j + ∆PAC

j ≤ PAC
max

(23)

where PGT
j , PGB

j , PEB
j , PEC

j , and PAC
j represent the day-ahead scheduling output for the gas

turbine, gas boiler, electric boiler, electric chiller, and absorption chiller, respectively, and
∆PGT

j , ∆PGB
j , ∆PEB

j , ∆PEC
j , and ∆PAC

j represent the corresponding output increments.
The output of each device should also meet the up and down ramp rate constraints.

Therefore, the following conditions should be satisfied:

∣∣∣(PGT
j + ∆PGT

j )− (PGT
j−1 + ∆PGT

j−1)
∣∣∣ ≤ rGT∆t1∣∣∣(PGB

j + ∆PGB
j )− (PGB

j−1 + ∆PGB
j−1)

∣∣∣ ≤ rGB∆t1∣∣∣(PEB
j + ∆PEB

j )− (PEB
j−1 + ∆PEB

j−1)
∣∣∣ ≤ rEB∆t1∣∣∣(PAC

j + ∆PAC
j )− (PAC

j−1 + ∆PAC
j−1)

∣∣∣ ≤ rAC∆t1∣∣∣(PEC
j + ∆PEC

j )− (PEC
j−1 + ∆PEC

j−1)
∣∣∣ ≤ rEC∆t1

(24)

2. Thermal bus power balance

According to the thermal bus power balance, the following condition should be
satisfied: {

∆PGT.h
j + ∆PEB

j + ∆PGB
j = ∆PAC.in

j + ∆Pload.h
j

∆Pload.h
j = ∆Pbase.h

j + ∆Psh.h
j + ∆Pcut.h

j
(25)

where ∆PGT.h
j represents the increment in the heat output of the gas turbine, ∆PAC.in

j

represents the increment in the heat consumption of the absorption chiller, and ∆Pload.h
j rep-

resents the increment in the thermal load power required based on short-term forecasting
compared to the day-ahead forecast.

3. Cooling bus power balance

According to the cooling bus power balance, the following condition should be satis-
fied: {

∆PAC
j + ∆PEC

j = ∆Pload.c
j

∆Pload.c
i = ∆Pbase.c

i + ∆Psh.c
i + ∆Pcut.c

i
(26)

where ∆Pload.c
j represents the increment in the cooling load power required based on

short-term forecasting compared to the day-ahead forecast.

4.2. Lower-Level Electrical Energy Scheduling Model
4.2.1. Lower-Level Electrical Energy Scheduling Model Objective Function

In the lower-level scheduling model, the primary focus is on the incremental total cost
of electrical energy equipment scheduling. The objective function is:

min∆Flow =
k+4

∑
j=k+1

∆Fgrid
j + ∆FDG

j + ∆FFC
j + 0.25Kmean

pur (∆PEB.in
j + ∆PEC.in

j − ∆PGT.e
j ) (27)
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where ∆Fgrid
j represents the incremental cost of purchasing electricity from the grid, ∆FDG

j

denotes the incremental operating cost of distributed generation sources, and ∆FFC
j indi-

cates the incremental cost of fuel cells. The calculations for ∆Fgrid
j , ∆FDG

j , and ∆FFC
j are

consistent with those used in the day-ahead scheduling.

4.2.2. Lower-Level Electrical Energy Scheduling Model Objective Function Component

1. Power interconnection line constraints between the grid and the system

After changes in the system’s power purchase and sale, they must still remain within
the maximum allowable power limits of the interconnection lines between the grid and the
system. Additionally, the interconnection lines cannot be in both purchase and sale modes
simultaneously within the same time period. Therefore, the following constraints must
be satisfied: 

0 ≤ Ppur
j + ∆Ppur

j ≤ Plink
max · ∆Xpur

j
0 ≤ Psell

j + ∆Psell
j ≤ Plink

max · ∆Xsell
j

∆Xpur
j · ∆Xsell

j = 0
(28)

where ∆Ppur
j and ∆Psell

j represent the increments in power purchase and sale, respectively,

and ∆Xpur
j and ∆Xsell

j denote the transaction states for power purchase and sale, respectively.

2. Distributed generation constraints

After power adjustment, the output of wind turbines and photovoltaic units should
not exceed the maximum allowable output for each period. Therefore, the following
constraints must be met: {

0 ≤ Pwind
j + ∆Pwind

j ≤ P̃wind
max,j

0 ≤ Ppv
j + ∆Ppv

j ≤ P̃pv
max,j

(29)

where Pwind
j and Ppv

j represent the output of wind turbines and photovoltaic units from

the day-ahead scheduling plan, ∆Pwind
j and ∆Ppv

j denote the output increments for wind

turbines and photovoltaic units, and P̃wind
max,j and P̃pv

max,j refer to the intra-day scheduling
forecast values for wind turbines and photovoltaic units, respectively.

3. Fuel Cell

After adjusting the power, the output of the fuel cell should not exceed its upper and
lower limits and must meet the maximum ramp-up and ramp-down rates. The following
constraints should be satisfied:

PFC
min∆XFC

j ≤ PFC
j + ∆PFC

j ≤ PFC
max∆XFC

j∣∣∣(PFC
j + ∆PFC

j )− (PFC
j−1 + ∆PFC

j−1)
∣∣∣ ≤ rFC∆t2

(30)

where PFC
j represents the fuel cell’s scheduled output from the day-ahead plan, ∆PFC

j

denotes the fuel cell output increment, ∆XFC
j is the operational state of the fuel cell, and

∆t2 = 15 min.

4. Power Balance for Electrical Bus

According to the power balance for the electrical bus, the following must be satisfied:
(∆Ppur

j − ∆Psell
j ) + ∆Pwind

j + ∆Ppv
j + ∆PFC

j +

∆PGT.e
j = ∆PEB.in

j + ∆PEC.in
j + ∆Pload.e

j
∆Pload.e

i = ∆Pbase.e
i + ∆Psh.e

i + ∆Ptran
i + ∆Pcut.e

i

(31)

where ∆Pload
j is the difference between the short-term and day-ahead forecasts of electrical

load in the j-th time period.
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5. Case Study Analysis
5.1. Integrated Energy System Parameter Settings

The day-ahead and intra-day output prediction curves of photovoltaic and wind
turbines in the integrated energy system are shown in Figures 4 and 5.
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The user-side load includes the electrical load, thermal load, and cooling load. The
electrical load includes basic electrical load, shiftable electrical load, transferable electrical
load, and curtailable electrical load, and its day-ahead prediction value is shown in Figure 6.
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The user-side heat load includes the basic heat load, shiftable heat load, and curtailable
heat load, and its day-ahead predicted value is shown in Figure 7.
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The user-side cold load includes the basic cold load, shiftable cold load, and cuttable
cold load, and its day-ahead predicted value is shown in Figure 8.

Energies 2024, 17, x FOR PEER REVIEW 15 of 24 
 

 

0 5 10 15 20 24
0

50

100

150

200

Basic cold load
Curtailable cold load

Time/h

P
re

d
ic

te
d
 c

o
ld

 l
o
ad

/k
W Shiftable cold load

 

Figure 8. Day-ahead forecast value of cold load. 

In the intra-day plan, the switching state of the load that can be reduced, the running 

state of the shiftable load, and the transferable load are given by the day-ahead plan and 

no longer optimized. The intra-day electric load forecasting deviation curve is shown in 

Figure 9. 

0 5 10 15 20
 60

 40

 20

0

20

40

60

80

24

Time/h

E
le

c
tr

ic
a
l 

lo
a
d
 d

e
v

ia
ti

o
n

/k
W

 

Figure 9. The intra-day electric load forecasting deviation. 
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In this paper, the fuel cell generates electric energy by burning natural gas. The rele-

vant parameters are the upper limit of power of 100 kW, the lower limit of power of 40 

kW, the maximum uplink of 40 kW/h, the maximum downlink of 40 kW/h, and the 

Figure 8. Day-ahead forecast value of cold load.

In the intra-day plan, the switching state of the load that can be reduced, the running
state of the shiftable load, and the transferable load are given by the day-ahead plan and
no longer optimized. The intra-day electric load forecasting deviation curve is shown in
Figure 9.
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Figure 9. The intra-day electric load forecasting deviation.

The fluctuation of the cold and heat load is slow. In the intra-day scheduling, the
prediction time scale of the cold and heat load is consistent with that of the day-ahead
scheduling, and only the fluctuation of the value is considered. The intra-day and day-
ahead difference of the cold and heat load is shown in Figure 10.
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Figure 10. The intra-day and day-ahead difference of cold and heat load.

In this paper, the fuel cell generates electric energy by burning natural gas. The
relevant parameters are the upper limit of power of 100 kW, the lower limit of power
of 40 kW, the maximum uplink of 40 kW/h, the maximum downlink of 40 kW/h, and
the operating cost of 0.4 ¥/kW. The price of natural gas is 3.23 ¥/m3, the calorific value
of combustion is 9.78 MJ/m3, and the price of electricity purchase and sale is shown in
Figure 11.
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5.2. Day-Ahead Optimal Operation Results of Integrated Energy System

In this paper, Cplex 12.9 solver is used to solve the proposed optimization model. By
solving the day-ahead optimization model of the integrated energy system, the optimal
output of power equipment such as wind turbines, photovoltaics, and energy storage is
shown in Figure 12, the optimal output of thermal components such as GB, GT, and EB is
shown in Figure 13, and the optimal output of AC, EC, and cold storage tanks is shown in
Figure 14. Through the optimal output of power components, thermal components, and
cooling components, the demand of the power load, thermal load, and cooling load in the
integrated energy system is met, and the reliability of the energy supply in the integrated
energy system is guaranteed.

The shiftable electric load, transferable electric load, and curtailable electric load before
and after the optimization of the electric load are shown in Figures 15–17. The peak value
of the electric load before optimization is 301.069 kW, and the valley value is 80.020 kW.
The peak value after optimization is 249.830 kW, and the valley value is 102.510 kW. It
can be seen that through the demand side response, the overall load distribution is more
gentle, the problem of the large peak valley difference is improved, and the significant peak
shifting, peak clipping, and valley filling are realized.
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The shiftable electric load, transferable electric load, and curtailable electric load be-

fore and after the optimization of the electric load are shown in Figure 15–17. The peak 

value of the electric load before optimization is 301.069 kW, and the valley value is 80.020 

kW. The peak value after optimization is 249.830 kW, and the valley value is 102.510 kW. 

It can be seen that through the demand side response, the overall load distribution is more 

gentle, the problem of the large peak valley difference is improved, and the significant 

peak shifting, peak clipping, and valley filling are realized. 

Figure 14. The optimal output of cold equipment.
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Figure 18. The shiftable heat load before and after optimization. 

Figure 15. The shiftable electric load before and after optimization.
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Figure 18. The shiftable heat load before and after optimization. 

Figure 16. The transferable electric load before and after optimization.
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Figure 18. The shiftable heat load before and after optimization. 

Figure 17. The curtailable electric load before and after optimization.

The shiftable heat load and the curtailable heat load before and after optimization
are shown in Figures 18 and 19. The peak value of the heat load before optimization
is 195.580 kW, and the valley value is 86.970 kW. After optimization, the peak value is
184.590 kW, and the valley value is 96.521 kW. It can be seen that the overall load distribution
is more gentle through the demand side response.

The shiftable cold load and the curtailable cold load before and after optimization are
shown in Figures 20 and 21. The peak cooling load before optimization is 130 kW, and the
valley value is 67 kW. The peak cooling load after optimization is 124 kW, and the valley
value is 75.100 kW. It can be seen that the overall cooling load distribution is more gentle
through the demand side response.

In this paper, two sets of specific scenarios are set to verify the advantages of the
proposed strategy in the economic operation of the integrated energy system. The specific
settings of the scenarios are as follows:

Scenario 1: The flexible load is not involved in the scheduling, and only all the
controllable components in the system are considered to participate in the day-ahead
scheduling.
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Scenario 2: Flexible electric load, flexible heat load, and flexible cooling load are
considered to participate in day-ahead scheduling, and all controllable components in the
system participate in day-ahead scheduling.
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Figure 18. The shiftable heat load before and after optimization. Figure 18. The shiftable heat load before and after optimization.
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sidered to participate in day-ahead scheduling, and all controllable components in the 

system participate in day-ahead scheduling. 

In the two groups of scenarios, the total operation cost, operation and maintenance 

cost, and power purchase cost of the integrated energy system are shown in Table 1. It can 

be seen that under the strategy proposed in this paper, the flexible load participates in the 
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In this paper, two sets of specific scenarios are set to verify the advantages of the 

proposed strategy in the economic operation of the integrated energy system. The specific 
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In the two groups of scenarios, the total operation cost, operation and maintenance 

cost, and power purchase cost of the integrated energy system are shown in Table 1. It can 
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be seen that under the strategy proposed in this paper, the flexible load participates in the
demand side response of the integrated energy system, which significantly reduces the
operation cost of the integrated energy system.

Table 1. The cost of the integrated energy system.

Scenario Operation Cost (¥) Power Purchase Cost (¥) Total Operation Cost (¥)

Scenario 1 1869.0 1362.6 3231.6
Scenario 2 1901.0 1053.4 2954.4

5.3. Results of Intra-Day Optimal Operation of Integrated Energy System

By solving the intra-day optimization model of the integrated energy system, the
optimal incremental output of power components such as wind turbines, photovoltaics,
and energy storage is shown in Figure 22; the optimal incremental output of thermal com-
ponents such as GB, GT, and EB is shown in Figure 23; and the optimal incremental output
of AC, EC, and cold storage tanks is shown in Figure 24. Under the two-stage comprehen-
sive energy system optimization model, the total cost of the system is 2947.2 ¥, which is
lower than the total cost of Scenario 2. Meanwhile, through intra-day two-stage rolling
scheduling, the impact of load forecasting and renewable energy day-ahead forecasting
errors on the optimal operation of the integrated energy system can be effectively solved,
and the internal energy supply reliability of the integrated energy system can be improved
under the premise of ensuring the overall economy of the integrated energy system.
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6. Conclusions

This paper addresses the intra-day scheduling problem of IESs by proposing a two-
layer optimization scheduling strategy that considers dynamic time intervals to enhance
system efficiency and operational economy. The conclusions are as follows:

(1) Two-layer scheduling model: The intra-day scheduling is divided into an upper-layer
thermal and cooling energy scheduling model and a lower-layer electrical energy
scheduling model. The upper-layer model handles slow dynamics, while the lower-
layer model addresses fast dynamics, enabling coordinated optimization of energy
flows and improving overall system efficiency.

(2) Dynamic scheduling instruction periods: The method dynamically adjusts scheduling
instruction periods to handle the time-delay characteristics of each subsystem, en-
suring precise and real-time scheduling. This enhances the operational stability and
economic performance of the IES.

(3) Effectiveness and superiority validated: Case studies demonstrate that the proposed
method effectively coordinates the operating states of various devices within the IES,
improving stability and economic performance. The model adapts well to energy type
fluctuations and optimizes energy utilization, proving its practicality and superiority.
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Nomenclature

IES integrated Energy System DG distributed generations
GT gas turbines GB gas boilers
FC fuel cells EB electric boilers
EC electric chillers Fgrid system’s electricity purchasing cost
Ppur

i , Psell
i power transactions with the grid Kpur

i , Ksell
i power transaction cost with the grid

FDG operating cost of DG Pwind
i , Ppv

i power output from DG
Kwind, Kpv operating cost coefficients for DG Fgas total operating cost of GAS
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GAS
variables with natural gas
system

FGAS cost of natural gas system equipment

PGAS
i gas system equipment output PGT.e

i gas turbine electrical output
PGT.h

i gas turbine thermal output VGAS
i corresponding gas purchase quantity

Kgas unit price of natural gas KGAS operating cost coefficient of GAS

LIA
variables with interconnection
devices

Flia total operating cost of LIA

FLIA operating cost of LIA PLIA
i corresponding output of LIA

KLIA operating cost coefficient of LIA STO variables with energy storage devices
Fsto total operating cost of STO FSTO operating cost of STO

PSTO
cha.i, PSTO

dis.i
charge and discharge powers of
STO

KSTO
cha , KSTO

dis cost coefficient of STO

XSTO
cha.i, XSTO

dis.i
states of charging and
discharging

SH variables with shiftable loads

Fsh cost of compensating shiftable
loads

FSH compensation cost for shiftable loads

FSH
cos t

unit compensation price for
shifting

PSH
sum corresponding shifted power

XSH
i shifting state TSH corresponding shifting time period

Ftran cost of transferable loads Ftran
cost unit compensation price for transfer

Ptran
i transferred power Xtran

i transfer state
Ttran transfer time period Fcut cost of compensating curtailable load
CUT variables with curtailable loads FCUT cost for curtailable loads

FCUT
cos t

unit compensation price for
reduction

KCUT
i reduction factor

PCUT
i reduced power XCUT

i reduction state
TCUT reduction time period Plink

max maximum allowable power limits
Xpur

i , Xsell
i transaction states for grid power Pwind

max,i, Ppv
max,i maximum allowable outputs for DG

PGAS
min , PGAS

max output limits of GAS XGAS
i operational status

rGAS maximum ramp rates ∆t duration of the time interval
PLIA

max maximum output limit for LIA XLIA
i operational status

rLIA maximum ramp-up rate for LIA SSTO
i state of charge of STO

SSTO
max, SSTO

min state of charge values XSTO
cha.i, XSTO

dis.i charging and discharging states
SSTO

0 , SSTO
TSTO initial and final state of charge ESTO rated capacity of the storage device

NSTO
cha , NSTO

dis
maximum number of charging
and discharging cycles

Ptran
max , Ptran

min maximum and minimum allowable

transfer values

Ttran
min

minimum duration for the
transferable load

Ptran
sum total power of the transferable load

KCUT
max.i, KCUT

min.i
maximum and minimum
curtailment coefficients

TCUT
max , TCUT

min maximum and minimum continuous

curtailment times

NCUT
max

maximum number of
curtailments

PEB.in
i , PEC.in

i consumption power of EB and EC

Pload.e
i

total electricity consumption
power

Pbase.e
i consumption power of the base load

Pload.h
i heat consumption power of AC total heat consumption power

Pbase.h
i

heat consumption power of the
load

Pload.c
i total cooling power consumption

Pbase.c
i

cooling power consumption of
the base load

∆FGT.e
j incremental electricity revenue from GT

Kmean
pur

average purchase electricity
price

∆FEB.in
j , ∆FEC.in

j incremental electricity consumption costs for EB

and EC
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∆PEB.in
j ,

∆PEC.in
j

incremental electricity
consumption powers of EB and
EC

∆PGT.e
j incremental electricity generation power of GT

∆PAC.in
j

increment in the heat
consumption of AC

∆PGT.h
j increment in the heat output of GT

∆Pload.c
j

increment in the cooling load
power

∆Pload.h
j increment in the thermal load power

∆FDG
j

incremental operating cost of
DG

∆Fgrid
j incremental cost of purchasing electricity from

the grid

∆Ppur
j , ∆Psell

j
increments in power purchase
and sale

∆FFC
j incremental cost of fuel cells

Pwind
j , Ppv

j
output of DG from the
day-ahead scheduling plan

∆Xpur
j , ∆Xsell

j transaction states for power purchase and sale

P̃wind
max,j, P̃pv

max,j
intra-day scheduling forecast
values DG

∆Pwind
j , ∆Ppv

j output increments for wind turbines and

photovoltaic units
∆PFC

j FC output increment PFC
j FC’s scheduled output from the day-ahead plan

∆XFC
j operational state of the fuel cell
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