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Abstract

:

In the network environment of power systems, payload generation is used to construct data packets, which are used to obtain data for the security management of network assets. Payloads generated by existing methods cannot satisfy the specifications of the protocols in power systems, resulting in low efficiency and information errors. In this paper, a payload generation model, LoadGAN, is proposed by using generative adversarial networks (GANs). Firstly, we find segmentation points to cut payloads into different segment sequences using sliding window schema based on Bayesian optimization. Then, we use different payload segments to train several child generators to generate corresponding parts of a whole payload. Segment sequences generated by these generators are assembled to form a whole new payload that is compliant with the specifications of the original network protocol. Experiments on the Mozi botnet dataset show that LoadGAN achieves precise payload segmentation while maintaining a high payload effectiveness of 85.5%, which is a 40% improvement compared to existing methods.
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1. Introduction


1.1. Literature Review


With the advancement of the energy network strategy, power systems are gradually moving away from their traditional exclusiveness, leading to the proposal of the interactive power management system [1]. Many researchers have proposed excellent maintenance policies for power systems (such as Ref. [2]), which greatly improve systematic operating efficiency while also placing higher demands on cybersecurity. In power systems, network asset detection can be used to depict complex structures of network topology, assisting in constructing open and interactive power systems. At the same time, network asset detection can help with security management. Within the network asset detection process, payload construction is of great importance. The constructed payloads are sent to target nodes to make requests. Then, relevant information is collected via analysis of responses. Therefore, payload generation is a key step in network security management, and the efficiency and accuracy of payload generation directly affect the security management of power systems [3].



The development of machine learning technology has changed the paradigm of network security [4]. However, existing methods for payload generation mostly rely on manual analysis, which requires researchers to have previous knowledge of the target network [5], including the rules and protocols. At the same time, network protocols are diverse in power systems, and most are still in unknown and undisclosed states; therefore, it is difficult to manually identify which protocol network traffic belongs to.



In order to automatically generate payloads for network asset detection in power systems, one feasible method is to randomly mutate a certain number of bytes in the sample payloads [6]. However, this method may generate a large number of invalid payloads that cannot pass the basic format verification of the original protocol. This may result in low efficiency during the process of network asset detection. Another typical method involves generating payloads using neural networks. Generative adversarial networks (GANs) have various applications in data generation and are broadly applied in industrial control networks [7]. Compared with methods based on random mutations, GANs can learn the semantic information of network payloads automatically. Payloads generated by GANs are more compliant with the format specifications of the original protocol. However, a typical network payload often contains a feature sequence marking the version and identity of its control program. As a result, GANs may learn and overemphasize these features during the training process. This ultimately causes redundant features in the output of GANs, leading to severe decreases in the data quality of generated payloads.



This paper aims to eliminate the effect of feature sequences during the training process of GANs and generate payloads compliant with network protocols in power systems. In order to accurately identify potential cutting points in payloads, we reference the application of neural networks in industrial control networks. Osipov et al. designed a windowed Fourier transform (WFT)–2D-CapsNet to identify the transition between two rock layers with different properties, reaching an accuracy of 99% [8]. Inspired by this method, we explored an innovative method to cut sample payloads into segment sequences and training models, respectively, to generate different parts of a whole payload. These generated segment sequences were finally concatenated together to form a whole payload as output. Guided by this ideology, a novel payload generation model, LoadGAN, is proposed in this paper. Moreover, we designed LoadCut, a payload segmentation algorithm, to achieve better segment payloads while mitigating the impact of feature sequences in sample payloads. The key innovations of this study are as follows:



(1) We designed a model, LoadGAN, to generate network payloads based on segment seqGAN. This model contains a series of seqGAN generators, it first cuts the sample payloads into segment sequences, and then trains seqGAN generators, respectively, using these segment sequences. By concatenating the outputs of each generator together, LoadGAN can generate realistic, structured network payloads while mitigating the effect of feature sequences in sample payloads.



(2) A payload segmentation algorithm, LoadCut, is proposed to segment the payloads on the network’s application layer. We reference the sliding window method in WFT [9] and designed a payload segmentation method based on the information entropy of different payload segments within a sliding window. We implemented an adaptive adjustment mechanism for the parameters used to decide segmentation points in the payload sequences.



(3) Experiments were conducted on single-state payloads in the Mozi botnet and results show that payloads generated by LoadGAN are more compliant with protocols in the Mozi botnet. In our experiments, LoadGAN achieved an 85.5% payload effectiveness, which is an increase of about 40% compared to existing methods based on GANs and about 50% compared to traditional methods based on random mutations.




1.2. Related Work


1.2.1. Payload Generation


Currently, in power systems employing payloads for network detection, the methods for generating payloads can be broadly categorized into two types: methods based on semantic payload information [10] and methods based on mutations of existing payloads [11]. In the field of semantic generation, Wei et al. presented SemFuzz, which uses a novel technique leveraging vulnerability-related text (e.g., CVE reports and Linux git logs) to guide the automatic generation of test cases and PoC exploits [12]. This method produces valid test cases that conform to the target program’s input format, but it requires manual setup for the parameters of data structure modeling. In contrast, Zhao et al. proposed a device-free driver fuzzing system, DR. FUZZ, which can generate semi-malformed inputs based on semantic information [13], achieving a higher code coverage rate for the tested program. With mutation-based methods, Zhang et al. utilized the time information of seeds being added to the seed queue to set the seed selection probability [14]. The advantage of this method is that newly added seeds have a higher probability of being selected, but this advantage gradually decreases over time. Yet, this probabilistic method often yields a majority of invalid cases. Demir et al. proposed a seed selection strategy based on a clustering algorithm, where the test data in the corpus were clustered, and a cluster was randomly selected. Then, one or more test data in the selected cluster were randomly chosen for mutation [15]. AFL (American Fuzzy Lop) introduced a feedback mechanism for state coverage based on the dumb fuzzer [16]. This mechanism depends on instrumentations in the source code of the target program. AFL guides the mutations of test cases using genetic algorithms based on the edge coverage rate, considering internal transitions of the program’s logic. However, this approach still requires instrumentations into the target program and corresponding network samples. Moreover, some tools used for network testing can automatically select the method of payload generation based on real-time tasks (for example, ZMap). Huang et al. employed a combination of ZMap and ZipperZMap to construct a cyberspace surveying system and apply it to security management in power systems [17]. However, ZMap cannot ensure detection accuracy due to its lack of optimization for special network protocols in the power system, which may result in inefficiency and misreports.




1.2.2. Generative Adversarial Networks


GANs are widely used in data generation. Existing types of generative adversarial networks include DCGAN, cGAN, and StackGAN (used to generate two-dimensional data, such as images), as well as seqGAN and madGAN (used to generate one-dimensional sequence data).



For example, the specific workflow of seqGAN [18] is as follows:



(1) Pre-train the generator model with real data; enable it to generate simple samples similar to real data.



(2) Pre-train the discriminator model with real data; enable it to distinguish between real data and generated data.



(3) Use a generator to generate a batch of data (similar to real data).



(4) Recognize the input data via the discriminator to determine whether the input sample was generated by the generator.



(5) The discriminator provides a reward value for each token that makes up the complete sequence in the input sample, and the generator model adjusts the latent variables based on the policy gradient algorithm to affect the next turn of the training process.



(6) Repeat steps 3–5, and progressively refine the output of the generator.




1.2.3. Bayesian Optimization


Bayesian optimization [19,20] is a process used to find better hyperparameters in machine learning or deep learning models. During the training process of the model, parameters defined as formulas or numerical descriptions of attributes are used as hyperparameters. For example, in machine learning, the threshold parameter for hierarchical clustering is used as the hyperparameter of the clustering model [21]. In deep learning, the number of layers and the number of latent variables in each layer used to train the autoencoder are also hyperparameters of the autoencoder model.



Choosing hyperparameters and finding suitable hyperparameters are crucial for model training. If the parameters are manually adjusted, the efficiency and speed of the entire search process will be extremely low. Therefore, an automatic method for finding the best hyperparameters is needed [22]. These existing methods for automatic hyperparameter searching mainly include grid search [23], random search [24], and Bayesian optimization.



The Bayesian optimization process involves using Gaussian process regression [25] to calculate the posterior probability distribution [26] of observed points, given several sample points, and to obtain the expected mean and variance of each hyperparameter at each observation point. The larger the expected mean, the better the performance of the model [27], while the larger the variance, the higher the uncertainty of the results. Bayesian optimization can quickly and automatically find hyperparameter intervals that achieve better performance. The hyperparameter search of Bayesian optimization is shown in Figure 1.



In this paper, a network payload generation model, LoadGAN, is proposed, which can generate network payloads that are compliant with corresponding protocol rules. In this model, we designed a novel payload segmentation algorithm, LoadCut, based on information entropy and Bayesian optimization, and applied it to cut single-state payload samples. The output of LoadCut was used to train child generators in LoadGAN, eliminating the influence of feature sequences in payload samples.



The rest of this paper is organized as follows. Section 2 describes our model, LoadGAN, and the payload generation framework using GANs. Section 3 describes our payload segmentation algorithm, LoadCut, in detail, for network payloads. In Section 4, experiments are presented and the results are analyzed. Finally, the conclusion and future works are presented in Section 5.






2. Payload Generation Framework Using Generative Adversarial Networks


In this section, a novel framework for network payload generation, LoadGAN, is proposed, as depicted in Figure 2. This framework comprises a unidirectional classifier for classifying network payloads, a payload segmentation module, a subsequence training module, and a payload concatenation module. The main idea of this framework is to segment network payloads into segment sequences based on entropy thresholds, which serve as the training sets for child SubseqGANs generators. Using this method, we could effectively mitigate the problem of redundant features in the output of GANs and make generated payloads compliant with the rules of specific protocols, without exposing this framework to the real-time network environment.



In Figure 2, ① represent the input process of the original payload. After ①, the original payload is cut into pieces, which is denoted as ②. ③ represent the process of generating different payload segments, while different segments are combined to form a complete payload in ④. Generated payloads are input into the invalid payload filter in process ⑤, which outputs the reward value to adjust the parameters of payload cutting algorithm in process ⑥.



2.1. Framework and Procedure


The framework of our payload generation framework is illustrated in Figure 2. This framework utilizes payloads of a specific state as input data, which are captured from a real-time network environment. The two main procedures of the framework involve training and data generation. After segmenting payloads, concatenating sequences, and filtering invalid payloads, the framework outputs complete network payloads.



The payload generation procedure in this framework is as follows:



(1) Use payloads in a single state as a training set to train an invalid payload filter. This filter is designed to identify and exclude invalid payloads that are not compliant with the format specifications corresponding to the current network state.



(2) Use all payloads in a single state as input of the payload segmentation algorithm. Segment these payloads into n sets of training subsequences, ranging from subseq_train_0 to subseq_train_n.



(3) Use the training subsequences from (2) as inputs of corresponding GAN subsequences (subseqGAN_0 to subseqGAN_n). Train GAN subsequences, respectively.



(4) Generate different parts of a complete payload using SubseqGAN generators. Input these generated subsequences into the sequence concatenation module.



(5) Concatenate all generated subsequences to form complete network payloads, then input them into the invalid payload filter.



(6) The invalid payload filter assesses whether a payload is valid according to the correct format of the corresponding state. It outputs the proportion of valid payloads in the total generated payloads as the reward value to adjust the parameters of the LoadCut algorithm. Meanwhile, valid payloads, after filtering, are output as the final generated set of payloads. This procedure ensures that the generated payloads closely match the correct format in real network communication scenarios.




2.2. Invalid Payload Filter


Support vector machine (SVM) is a fundamental and robust small-sample learning method. One-class SVM (OCSVM) is an extension of SVM, which can accurately differentiate between valid and invalid samples, even with limited data [28]. As depicted in Figure 3, OCSVM was trained using payloads in a single state and then applied to filter invalid payloads. The purpose of this classifier is to exclude invalid cases in the generated payloads and figure out the proportion of valid payloads, making sure that the generated payloads are compliant. This approach ensures precision while avoiding reliance on extensive data, providing reliable support for effective payload generation.



As shown in Figure 3, payloads in specific states are initially used as training data to train an OCSVM. This enables the OCSVM to discern whether payloads are compliant with the format specifications of that state type. The generated complete payloads are input into the OCSVM (Step ①), which filters out invalid payloads and retains the valid ones as output, while simultaneously calculating the reward value (Step ②). The reward value denotes the proportion of payloads that conform to the format specifications of the network protocols. It is calculated as shown in Equation (1), where   C n   t   v a l i d     represents the number of payloads filtered by the OCSVM, and   C n   t   t o t a l     represents the total number of input payloads:


  R e w a r d = C n   t   v a l i d   / C n   t   t o t a l    



(1)








2.3. SubseqGANs: Subsequence Generative Adversarial Networks


The objective is to endow the generators of each subsequence set, subseq_train_i, with the ability to generate semantically similar subsequences. The training and data generation procedures of SubseqGANs are depicted in Figure 4.




2.4. Sequence Concatenation


During the sequence concatenation process, all sets of subsequences generated by SubseqGANs in step 3 serve as the input data. These input data are concatenated through Cartesian product operations, forming complete network payloads, as illustrated in Algorithm 1.



	Algorithm 1. Subsequence set concatenation algorithm



	Input: N sets of generated subsequence sets (Subseq)



	Output: Complete payload set (Payload_result)



	1.         Function combine (Subseq_i, Subseq_j):



	2.                 Ret = []



	3.             // Iterate through the subsequences of Subseq_i



	4.         For seq_i in Subseq_i:



	5.                 For seq_j in Subseq_j:



	6.                          // concatenate to form long subsequences



	7.                         Ret.append(seq_i + seq_j)



	8.         Return Ret



	9.         Payload_result = combine (Subseq_0, Subseq_1)



	10.             // concatenate all subsequence sets.



	11.         For i in [2..N]:



	12.                 Payload_result = combine (Payload_result, Subseq_i)



	13.         Return Payload_result








The concatenation algorithm takes N sets of generated subsequences, denoted as Subseq, as input. It performs Cartesian product operations on each pair of subsequences to generate complete payload sequences.



Subsequence concatenation (Lines 1 to 6): Each subsequence in Subseq_i is concatenated with every subsequence in Subseq_j, forming a larger subsequence set. In this new set, each subsequence is created by concatenating elements from Subseq_i and Subseq_j. The concatenation process is initialized (Line 7) by concatenating the first two sets of generated subsequences, Subseq_1 and Subseq_2, forming the initial concatenation output.



Concatenation of the remaining subsequence sets (Lines 8 to 10): Building upon the initial concatenation output, the algorithm continues concatenating for the remaining subsequence sets in pairs, ultimately forming the complete payload set, called Payload_result. The details are described in Lines 8 to 10.



The number of payloads in the generated set, Payload_result, depends on the number of subsequences within each subsequence set Subseq_i, denoted as   C n   t   s u b s e q _ i    . This relationship is expressed in Equation (2).


  C n   t   r e s u l t   =   ∏  i = 0   n    C n   t   s u b s e q _ i      



(2)







The time complexity of the concatenation algorithm can be described as Equation (3).


  O (   n   2   )  



(3)









3. Automatic Segmentation Algorithm Designed for Network Payloads


Existing methods for payload segmentation typically rely on manually defined ASCII or hexadecimal strings as field delimiters and employ specific substrings to split payloads. However, these methods depend on prior knowledge of the network protocol of target payloads and have certain limitations. In order to establish a relationship between the segmentation points and semantics of network payloads, we propose a novel automatic segmentation algorithm called LoadCut. This method primarily identifies potential segmentation points in payloads and then exploits the differences in information entropy near segmentation points to cut the whole payload into segmentations.



3.1. Experiments on the Information Entropy


The feature sequences in payloads are different from other parts in the chaos level. Identifying the threshold of this difference in the chaos level allows the original payload to be segmented into the feature sequences and subsequences containing other fields. To further elucidate this phenomenon, we conducted experiments on the information entropy of some sequences in payloads captured from the Mozi botnet.



These experiments utilize payloads between Mozi botnet nodes, extracting the application-layer content of a communication flow as the target to analyze. A small segment of the payload is extracted from the command payload, targeting a specific target within the Mozi botnet, as illustrated in Figure 5. Calculations and analysis of information entropy were performed, aimed at extracting the payload segments between the ‘key’ and ‘value’ parts, as denoted by the red line in Figure 5.



Firstly, we define a sliding window of 10 bytes, allowing it to continuously slide right on the payload segment until the right boundary of the sliding window reaches the last byte of the payload segment. While the sliding window moves, the information entropy value of the byte sequence within the window is computed. The corresponding entropy values at each offset position, as the window shifts, are recorded. In this case, relevant data are presented in Table 1.




3.2. Experimental Results


Based on the offset positions of the sliding window and the entropy values within the window as presented in Table 1, the variations in information entropy values are depicted in Figure 6. The horizontal axis represents the offset position of the sliding window’s starting point, and the vertical axis represents the entropy values of the byte content within the corresponding sliding window. The sliding window’s offset positions 3 and 4 correspond to the points with the highest entropy values. After referencing the window contents in Table 1, these two offset positions signify the transition of the sliding window from the ‘key’ part to the ‘value’ part.




3.3. Collection of the Best Segmentation Results


Through detailed analysis of experimental results, when the entropy value exceeds 3.0, the sliding window precisely transits from the ‘key’ part to the ‘value’ part of the key–value pairs, representing the target IP address. Utilizing this characteristic, we set the entropy threshold at 3.0, effectively segmenting the segmentation of payload samples into ‘Key’ and ‘Value’. From the perspective of byte information, this suggests that there is a relationship between entropy values and potential segmentation points in byte sequences. By choosing appropriate entropy threshold values and the length of sliding windows, segmentation points in the target byte sequences can be determined. At these points, the entropy value surpasses the entropy threshold, showing significant differences in entropy values compared with nearby offset positions.



In summary, experimental results indicate that selecting an appropriate sliding window length and threshold value can identify potential segmentation points within network payloads, forming semantically meaningful subsequences. However, determining the optimal entropy threshold and the length of the sliding window is challenging, as global search methods consume considerable time. Therefore, this study introduces Bayesian optimization as a black-box optimization algorithm for parameter optimization. Parameters such as entropy threshold and the length of the sliding window are treated as hyperparameters, and Bayesian optimization is employed to search for suitable hyperparameters, achieving optimal performance when segmenting payloads captured in unknown network environments.



Based on the analysis above, a segmentation algorithm for network payloads, called LoadCut, is proposed, utilizing a combination of information entropy and Bayesian optimization. The algorithm’s parameter selection and segmentation procedure are shown in Algorithm 2. LoadCut employs Bayesian optimization to rapidly search for suitable combinations of hyperparameters and determines the segmentation points in network payloads based on the values of information entropy within the sliding window. The algorithm utilizes the reward value as the reward metric for Bayesian optimization, which is calculated by the invalid payload filter stated in Section 3.3. The algorithm takes a collection of captured payload samples as input, and outputs segmented subsequences of network payloads after optimal segmentation, denoted as Best_Subseqs.



	Algorithm 2. LoadCut algorithm



	Input: Network communication payload collection (Origin_Payloads)



	Output: Subsequence collection of network communication payloads after best segmentation (Best_Subseqs)



	1.            Function Cut(Origin_Payload, TH_ENT, LEN_WND, SEQ_CNT):



	2.                  Ret = []



	3.                  Cut_pos = 0



	4.                  For i in 0 .. Len_payload – LEN_WND:



	5.                        // get window content



	6.                        Wnd = Origin_Payload[i:i + LEN_WND]



	7.                        Len_payload = len(Origin_Payload)



	8.                        // Calculate the entropy of window content



	9.                        Entropy_wnd = Calculate_info_entropy(Wnd)



	10.                        // If the entropy exceeds the threshold, perform segmentation.



	11.                        If Entropy_wnd > TH_ENT:



	12.                            Ret.append(Origin_Payload[Cut_pos:i + LEN_WND])



	13.                            i += LEN_WND



	14.                            Cut_pos = i



	15.                        If len(Ret) >= SEQ_CNT – 1:



	16.                            Ret.append(Origin_Payload[Cut_pos:])



	17.                            Break



	18.                  // Fill the segmented subsequences with blank spaces



	19.                  Ret.padding(SEQ_CNT)



	20.                  Return Ret



	21.            // initialize hyperparameters randomly



	22.             TH_ENT = random(), LEN_WND = random(), SEQ_CNT = random()



	23.             Subseqs = []



	24.             Best_Subseqs = []



	25.             Best_Reward = 0



	26.            // iterate 20 times



	27.             N_iter = 20



	28.             For _ in range(N_iter):



	29.                  For Origin_Payload in Origin_Payloads:



	30.                        Slices = Cut(Origin_Payload, TH_ENT, LEN_WND, SEQ_CNT)



	31.                        Subseqs.append(Slices)



	32.                  // concatenate the subsequence sets into complete payloads



	33.                  Payloads = Combine(Subseqs)



	34.                  // calculate the proportion of valid payloads



	35.                  Reward = OCSVM(Payloads)



	36.                  If Reward > Best_Reward:



	37.                        Best_Reward = Reward



	38.                        Best_Subseqs = Subseqs



	39.                  // use Bayesian optimization to find optimal hyperparameters



	40.                  TH_ENT,LEN_WND,SEQ_CNT=



	41.                            Bayesian_Opt(Reward,TH_ENT,LEN_WND,SEQ_CNT)



	42.             Return Best_Subseqs








The LoadCut algorithm takes each byte sequence from the Origin_Payloads set as input, and outputs Best_Subseqs, which includes a collection of subsequences generated from the optimal segmentation of all payloads in Origin_Payloads. Explanations of the algorithm are as follows:



Segmentation procedure of Origin_Payload (Lines 1–16): Initially, the algorithm slides a window over the input payload sample (Origin_Payload) and calculates the entropy value within the window at each sliding step. The obtained entropy value is compared with the predefined entropy threshold, TH_ENT. If the entropy value exceeds TH_ENT, the window’s end position is marked as a segmentation point (Cut_pos), and the window’s new starting point is set as the byte after the previous segmentation point. The window continues to slide until it reaches the end of Origin_Payload. The resulting subsequence collection is padded with blank bytes to form SEQ_CNT.



Random initialization of hyperparameters (Line 17): Initial values for hyperparameters include entropy threshold (TH_ENT), the length of the sliding window (LEN_WND), and the number of subsequences (SEQ_CNT). These hyperparameters are set using random numbers. According to the Bayesian optimization process, initial hyperparameters will not have an impact on the final optimized hyperparameters.



Initialization of temporary parameters (Lines 18–21): The collections (Subseqs and Best_Subseqs) as well as the best reward value (Best_Reward) are initialized as empty. The iteration count for Bayesian optimization is explicitly defined as 20.



Search for segmented subsequence collection (Lines 22–34): For each original payload (Origin_Payload) in Origin_Payloads, the algorithm segments the payload and adds the generated subsequences to Subseqs. Using the sequence concatenation method described in Section 3.2, the subsequences in Subseqs are concatenated to form complete payloads. The invalid payload filter mentioned in Section 3.2 is then used to compute the proportion of valid payloads (reward) in the concatenated complete payload. Subseqs with the maximum reward are set as Best_Subseqs. Bayesian optimization is applied to optimize the value of hyperparameters, which are used as the next set of hyperparameters based on reward values.



Output the best segmentation result collection (Line 35): After 20 iterations of searching for the best-segmented subsequence collection, the final output is Best_Subseqs.



The time complexity of the LoadCut algorithm can be analyzed through the Cut function and the main algorithm loop. The Cut function contains a loop that iterates over the length of the payload (Lenpayload) minus the window size (LENWND), whose complexity is O(Lenpayload). And inside this loop, the entropy value within the sliding window is calculated, whose complexity is O(LENWND). Therefore, the overall complexity of the Cut function is O(Lenpayload ∗ LENWND). In the main algorithm loop, the algorithm iterates over the Origin_Payloads collection, consisting of n payloads. For each payload, the Cut function is invoked. Given that the algorithm runs for 20 iterations, the final time complexity of the LoadCut algorithm can be expressed as Equation (4).


  O     n   ∗   L e   n   p a y l o a d   ∗   L E   N   W N D      



(4)









4. Experiments and Evaluation


4.1. Experiment Setups


4.1.1. Problem Statement


In order to validate the effectiveness of the proposed method for payload generation under different network protocols, we need to choose a stable and controllable network environment. After investigations, we finally chose the Mozi zombie network as our experimental environment. The Mozi botnet has been active in public network environments in recent years, primarily spreading through public protocols like UDP and DHT. We conducted experiments using the dataset of the Mozi zombie network. We mainly focused on the following research questions.



Research Question 1 (RQ1). How effective is LoadGAN when tested on known network samples? (See Section 4.2, corresponding to A1).



Research Question 2 (RQ2). How does the performance of our payload generation method compare to existing methods? This issue is discussed in detail in Section 4.3, corresponding to Part A2.




4.1.2. Experimental Environment


The experiments were conducted on a system running Ubuntu 20.04 with Python 3.9, Wireshark 3.4.6.0, and VirtualBox 7.0. The hardware resources included an Intel i7 10750H processor and 16 GB RAM. Due to the unique characteristics of zombie network nodes, particularly in relation to internal and external network penetration issues, experiments were conducted on a cloud server with a static public IP address.




4.1.3. Dataset


We constructed our experimental dataset by collecting network payloads in the Mozi botnet environment. We conducted simulated runtime experiments based on existing binary samples in the Mozi zombie network on a publicly accessible server. We ran each individual binary sample for approximately 10 days, during which, a total of 86,291 network payloads between Mozi network nodes were collected. The captured payloads contained the following main features:



Source address and destination address: The IP addresses and ports of the source nodes and destination nodes of each communication.



Protocol type: The communication protocol used by the payload (e.g., TCP, UDP).



Payload content: The payload data were in binary format and were used for analysis and generation.



Among all the payloads in the Mozi botnet, command payloads are the most crucial payloads as they contain the instructions sent from the command and control (C2) servers to infected devices, dictating the botnet’s malicious activities and overall coordination. Using the filtered dataset of command payloads, find_nodes (Mozi_findnodes), as an example, the main structure of find_nodes is shown in Figure 7.





4.2. Validity Evaluation


4.2.1. Validity Evaluation Procedures


In the experiment, payloads generated using LoadGAN were sent to known network nodes in the Mozi zombie network. If the Mozi network nodes successfully parsed and responded to the sent payloads, it could be confirmed that the payloads generated by this model were valid. We compared the total number of payloads in the experiment (represented as     C n t   a l l    ) with the number of valid payloads (represented as     C n t   v a l i d    ). The evaluation criterion for the experiment is determined using Equation (5), as follows:


    R a t e   v a l i d   =   C n t   v a l i d   /   C n t   a l l    



(5)







	
A1: Validity evaluation experiment (answering RQ1).






In this experiment, we utilized find_nodes payloads as the input dataset. We demonstrated the effectiveness of LoadGAN in generating valid payloads by comparing results on the experimental dataset with different components of LoadGAN either enabled or disabled. Figure 7 shows a selection of filtered find_nodes command payloads.



Specific evaluation schemes are as follows.



	
Directly use the payload samples to train GANs without the payload segmentation module, then filter out invalid ones using an invalid payload filter (denoted as scheme 1).



	
Use the LoadCut algorithm to cut payloads into sequences, and then train seqGANs, respectively. Concatenate all generated payload segments to form complete payloads (denoted as scheme 2).



	
Generate payloads as (2), and then filter out invalid samples using an invalid payload filter (denoted as scheme 3).






According to the evaluation schemes above, evaluations are conducted as follows (and will be noticed at the beginning when some steps in the schemes are not executed):



(1) After inputting the dataset (Mozi_findnodes) into our model, trace the dataflow inside the model and observe how the payloads are handled.



(2) This step is not included in evaluation scheme 1. Following the procedure described in Section 3.2, the input dataset of the Mozi_findnodes is segmented into several subsequences using the LoadCut algorithm. These subsequences are illustrated in Figure 8. After segmentation, each payload is divided into eight subsequence parts.



(3) This step is not included in evaluation scheme 1. Figure 9 shows the segmentation results of some payloads from the Mozi zombie network. Each subsequence in these payloads is sent to train a SubseqGANs generator. Subsequently, the trained generators are utilized to generate the corresponding eight subsequence sets. The outputs of the subsequence sets are shown in Figure 9. The eight sets in the figure represent the subsequence sets of payloads in the Mozi network generated after this step.



(4) This step is not included in evaluation scheme 1. The subsequences generated in the third step are combined through Cartesian product concatenation to form a complete payload list. Examples of complete payloads formed after concatenation are shown in Figure 10. The portions highlighted in red in the figure represent segments identified through manual judgment that have significant differences from real payloads.



(5) This step is not performed in evaluation schemes 1 and 3. A one-sided classifier is employed to filter out the payloads formed in the fourth step that do not satisfy the format specifications of the Mozi botnet. The retained payloads represent those compliant with the Mozi botnet protocol through evaluation scheme 2.



(6) This step is not included in evaluation schemes 1 and 2. The complete payloads formed in the fourth step are directly used as network payloads and are generated in accordance with the Mozi protocol through evaluation scheme 3.



(7) This step is not included in evaluation schemes 2 and 3. All Input payload samples in the first step are used as the training set. A GAN is trained directly using this training set. Subsequently, a batch of complete botnet payloads is generated using the trained GAN, as shown in Figure 11. Portions with significant differences from real data are highlighted in red boxes in the figure.



(8) This step is not included in evaluation schemes 2 and 3. The complete payloads obtained in (7) are filtered using a one-sided classifier to exclude invalid payloads that do not conform to the format specifications of the Mozi botnet. The set of retained valid payloads constitutes the final output.



(9) The generated network payloads conforming to the Mozi botnet protocol are sent to the target Mozi node. Subsequently, within a timeout period of 15 s, the reception of response messages from the Mozi botnet node is monitored. The effectiveness of the generated payloads is verified by assessing the correctness of the received contents in the response message. The payloads in the application layer carrying the response messages in the Mozi botnet are illustrated in Figure 12.




4.2.2. Experimental Results of the Validity Evaluation


Based on the aforementioned steps, we count the number of effective payloads generated by three evaluation schemes, each having a total payload count of 400. We also calculate the proportion of valid payloads within the total generated payloads. The experimental results are presented in Table 2.



From Table 2, it is evident that evaluation scheme 2 achieved the highest proportion of valid payloads, reaching 85.5%. This scheme processed all the payloads from the input dataset using the LoadCut segmentation algorithm. It generated payload subsequences of the Mozi botnet using GANs, combined these subsequences through Cartesian product operations to form complete payloads, and then filtered out invalid complete payloads using payload filters. This scheme fully utilized all components and modules in the LoadGAN framework. The experimental results demonstrate that the payloads generated using LoadGAN exhibit high effectiveness.





4.3. Comparative Experimental Evaluation


4.3.1. Comparative Evaluation Procedures


In this section, three distinct methods used to generate network payloads in the Mozi botnet are employed, including generating payloads through random mutations, directly training GANs to generate complete payloads, and utilizing LoadGAN. By comparing the effectiveness of payloads generated by different methods, this section aims to validate the superiority of LoadGAN over existing approaches.



	
A2: The following comparative experiment was designed to discuss the performances of three payload generation methods in generating payloads in the Mozi botnet environment, addressing RQ2.






Method one: Random mutation payload generation in reference [11]. A total of 20% of the total bytes in payloads were designated for random mutations. A total of 400 find_nodes payloads, 300 ping payloads, and 250 config_sync payloads were randomly selected. For each payload, 20% of the bytes were randomly chosen, and these bytes were replaced with random bytes ranging from 0 to 255, as shown in Figure 13. The figure illustrates an example of a find_nodes original payload, showing the newly generated payload after mutating 20% of its bytes randomly.



Method two: Directly train GANs to generate complete payloads [29]. Choose seqGAN as the target model and train it on the find_nodes, ping, and config_sync payload sets, in which the training objective is to complete zombie network payloads. Subsequently, 400 find_nodes payloads, 300 ping payloads, and 250 config_sync payloads were generated using this method. Figure 13 illustrates find_nodes payloads generated directly through training with SubseqGAN.



Method three: Use LoadGAN to generate payloads. The LoadCut algorithm was used to segment complete payloads into subsequence sets for different payload sets of find_nodes, ping, and config_sync. In detail, 400 find_nodes payloads, 300 ping payloads, and 250 config_sync payloads were generated for experimentation.



The generated network payload datasets from each method are sent to real Mozi botnet nodes to conduct network detection tasks. The validity of the generated payloads is determined by verifying whether the Mozi nodes return normal responses. The proportion of valid payloads within all generated payloads is calculated and summarized for each method.




4.3.2. Experimental Results of Comparative Evaluation


The final results are shown in Figure 14. The x-axis represents different payload types in the Mozi botnet. The experiment compared the effectiveness of the three different methods for generating find_nodes, ping, and config_sync payloads. The y-axis represents the effectiveness percentage, indicating the proportion of effective payloads within all generated payloads. A higher effectiveness percentage means the generated payloads can better conform to the Mozi botnet protocol and complete the task of network asset detection.



Conclusion: Based on the experimental results, the payloads generated using LoadGAN performed better in the detection task. When employing the method based on random mutation, the effectiveness of payload generation for these three payload types remains below 40%, while the second approach performs slightly better compared to the random mutation method (however, the overall efficiency still falls short of 50%). In contrast, LoadGAN maintains an overall effectiveness of around 80% for all three payload types. This suggests that, compared to the other two popular methods, LoadGAN exhibits superior efficiency.






5. Conclusions and Future Work


In order to manage network assets in power systems, this study proposes a novel payload generation model, LoadGAN, which addresses the limitations in existing methods for generating network payloads, making generated payloads more compliant with the format specifications of network protocols. We also propose a LoadCut algorithm based on information entropy and Bayesian optimization to achieve better payload segmentation. With this algorithm, child generators in LoadGAN can precisely generate different parts of a complete payload and combine generated parts to form structured network payloads. We also designed a one-sided classifier to filter generated payloads and enhance the effectiveness of generated test cases. Experimental results demonstrate that compared with existing methods, LoadGAN is more effective, achieving a higher validity of generated network payloads.



However, LoadGAN may have some potential limitations. Firstly, SeqGANs used in LoadGAN may still face issues related to mode collapse, leading to limited types of generated payloads. This could reduce the effectiveness of LoadGAN in real-world scenarios. Secondly, the effectiveness of LoadGAN may be compromised by invalid payload filters, which might fail to accurately filter out invalid payloads due to adversarial attacks. In future works, we will mainly focus on addressing these issues and continuously improving the performance of LoadGAN.
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	GANs
	generative adversarial networks
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	support vector machine



	OCSVM
	one-class support vector machine
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	the payload generation model using GANs



	LoadCut
	the payload segmentation algorithm



	SeqGANs
	existing types of GANs
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	payload segment sequences based on entropy thresholds
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Figure 1. Bayesian optimization method used to search for hyperparameters [19]. 
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Figure 2. Payload generation framework that is compliant with network protocols. 
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Figure 3. Dataflow of invalid payload filter. 
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Figure 4. Dataflow of subsequences generated by GANS. 
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Figure 5. Fragments of the botnet command payload. 
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Figure 6. Variations in entropy values in the sliding window experiment. 
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Figure 7. Structure of the find_nodes payload. 
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Figure 8. Botnet payload segmentation results. 
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Figure 9. Botnet payload subsequence generation results. 
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Figure 10. Complete payload after concatenation. 
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Figure 11. The complete payload (generated directly using generative adversarial networks). 
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Figure 12. Response from the Mozi botnet node. 
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Figure 13. Complete payload generated after random variation. 
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Figure 14. Chart of experimental results for efficiency comparison. 
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Table 1. Entropy values within the sliding window.






Table 1. Entropy values within the sliding window.





	Offset
	Content
	Entropy
	Offset
	Content
	Entropy





	0
	“attackip”
	2.7219281
	8
	p”:”202.10
	2.7219281



	1
	attackip”:
	2.9219281
	9
	“:”202.102
	2.4464393



	2
	ttackip”:”
	2.9219281
	10
	:”202.102.
	2.4464393



	3
	tackip”:”2
	3.1219281
	11
	“202.102.1
	2.2464393



	4
	ackip”:”20
	3.1219281
	12
	202.102.19
	2.2464393



	5
	ckip”:”202
	2.9219281
	13
	02.102.19.
	2.2464393



	6
	kip”:”202.
	2.9219281
	14
	2.102.19.5
	2.4464393



	7
	ip”:”202.1
	2.9219281
	15
	.102.19.5”
	2.4464393










 





Table 2. Results for the effectiveness evaluation.
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	Schemes
	Total Payloads
	Effective Payloads
	Ratio (%)





	1
	400
	204
	51



	2
	400
	342
	85.5



	3
	400
	198
	49.5
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