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Abstract: This study represents the development and optimization of a micro-baffle design to
enhance heat transfer in film boiling. Numerical simulations are performed using an open-source
computational fluid dynamics (CFD) model, which incorporates the Lee model for momentum
source associated with the phase change, and the Volume of Fluid (VOF) method to capture bubble
dynamics. A comparison of the numerical results with the previous numerical and experimental
data confirmed the validity of the numerical model. The influence of key design parameters was
systematically investigated. The results revealed that a vertical baffle provided the maximum
performance. The optimal baffle design achieved a 57.4% improvement in the Nusselt number and a
66.4% increase in critical heat flux (CHF). Furthermore, the proposed design facilitated continuous
bubble formation, even with a reduced temperature difference between the heated surface and
the subcooled liquid, which is crucial for energy-efficient thermal management in engineering
systems. Ultimately, this study demonstrates the potential of micro-baffle designs in controlling
bubble dynamics and improving heat transfer in film boiling, thereby aiding the design of efficient
thermal systems.

Keywords: film boiling; heat transfer enhancement; micro-baffle design; CFD; bubble dynamics

1. Introduction

Film boiling is of great importance in both industrial and scientific applications due
to its distinct thermal features such as high heat flux, a significant temperature difference
between the heated surface and the boiling liquid, and the formation of a stable vapor film
that insulates the surface. Accurate modeling of film boiling is essential for predicting the
performance of emergency core cooling systems and ensuring reactor safety in the nuclear
industry [1]. Film boiling also plays a vital role in the storage and transfer of cryogenic
liquids such as nitrogen and hydrogen. Understanding the heat transfer mechanism is
essential for designing efficient insulation and heat transfer to minimize evaporation losses
in these applications [2]. Quenching processes in the metallurgical industry have emerged
as another application area of film boiling. As the hot metal is immersed in a coolant,
film boiling occurs initially, followed by a transition to nucleate boiling. Controlling the
transition between these boiling regimes is essential for achieving the desired mechanical
properties in metals [3]. Film boiling is widely utilized in spacecraft thermal management
systems because spacecraft often experience extreme temperature variations and film
boiling can be used to manage heat transfer during re-entry or in cryogenic fuel tanks [4].
Therefore, managing film boiling has attracted significant interest in various engineering
applications in recent years.

Researchers have developed various approaches such as the addition of surfactants,
surface coatings, contact crossflow packed beds, multi-stage flash, fluidized beds, and
geometric modifications to enhance heat transfer in film boiling. Surfactants enhance
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heat transfer by reducing surface tension, leading to smaller bubble diameters and more
frequent bubble formation, therefore increasing heat transfer during the boiling process.
You et al. [5] achieved a significant increase in the Critical Heat Flux (CHF) value using the
Al2O3. Park et al. [6] demonstrated that the addition of graphene nanofluids could result in
an 84% increase in the CHF. Adding specific patterns and geometries to the surface is crucial
for controlling the formation of vapor bubbles and improving the heat transfer during
boiling. Additionally, the potential benefits of increasing surface area and geometry make
these approaches viable in terms of heat transfer performance because these modifications
enhance nucleation sites, promote more efficient fluid distribution, and reduce thermal
resistance. They can significantly improve the overall heat transfer rate by facilitating faster
bubble detachment and increasing the surface area of heat exchange. Mori and Okuyama
et al. [7] investigated the influence of honeycomb structures on heat transfer performance
and demonstrated that the proposed honeycomb could increase the CHF by two-point-five
times compared to that of a flat plate. The use of a porous fence plate in subcooled flow
boiling experiments resulted in a 2.3-fold increase in heat transfer performance [8]. This
improvement was observed at a specific pitch-to-diameter ratio of 2.5:1.7. On the other
hand, Hao et al. [9] investigated the effect of a deformable structure made from shape
memory alloy with working fluids such as ethanol, FC-72, and water. A significant increase
was achieved in the Heat Transfer Coefficient (HTC) and the adaptive control of boiling heat
transfer could be attained using these structures. Surface coatings can modify the energy
distribution across a surface, thereby altering vapor bubble formation and enhancing their
detachment, due to advantages such as ease of application and the ability to control surface
properties. However, the wear of the coating material over time and its inherent thermal
resistance can limit their applications. Surtaev et al. [10] studied capillary porous coating
to enhance heat transfer in pool boiling. They found that the capillary-porous coating,
applied by the plasma spraying method, had a porosity of 60% with a variable thickness
of 400–1390 µm. The coating process increased the heat transfer by four times with liquid
nitrogen as the working fluid and by three-point-five times for the boiling of water. Das
et al. [11] investigated the effect of SiO2 nanomaterial coating and achieved an 80% increase
in the HTC due to enhanced hydrophilicity and surface cavities. Goswami et al. [12]
reported that the liquid evaporation rate was increased by contacting a subcooled liquid
with an unsaturated gas stream in a cross-flow rotary packed bed to evaporate the volatile
component. Thus, they determined that the water evaporation rate was more efficient
than that of vertical thin film evaporators. Quan et al. [13] experimentally demonstrated
that the mass transfer efficiency was improved by more than 8% with uniform heating
compared to intensive heating. Li et al. [14] investigated a novel thermosyphon design
that integrates fluidized bed heat transfer technology to enhance thermal performance.
They found that the evaporation and condensation heat transfer coefficients could be
improved by up to 8.9% and 50.9%, respectively. Jiang et al. [15] developed an experimental
device to investigate heat transfer characteristics in a downflow circulating fluidized bed
evaporator. Their findings revealed that the introduction of particles disrupted the laminar
sublayer and increased the number of nucleation sites, resulting in a higher boiling heat
transfer coefficient.

Both Euler–Euler and Euler–Lagrange models emerge as promising approaches for the
numerical modeling of phase interface in boiling. While homogeneous phases are modeled
by the Euler conservation equations in the Euler–Lagrange method, the vapor phase is
tracked by the motion of individually moving spherical bubbles. On the other hand, the
Euler–Euler method can handle any number of phases without major modifications in
the formulation, which leads to accurate results for well-mixed or dispersed phases in
engineering applications such as fluidized beds, bubble columns, and spray formation.
It effectively models complex interactions such as drag, lift, and phase change using
less computational resources than other methods that require explicit interface tracking.
However, the lack of tracking sharp interfaces emerges as a drawback in explicit tracking
of interfaces. Additionally, it relies on empirical or theoretical closure models to describe
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phase interactions, which may produce uncertainty and complexity. To this end, the Euler–
Euler approach is often used in conjunction with the volume of fluid (VOF) method based
on the assumption that both phases share the same kinematic space. The vapor volume
fraction is updated via the solution of a transport equation including the source term
associated with mass transfer between liquid and vapor [12,16–18]. It uses a single set of
momentum equations shared by the fluids and tracks the volume fraction of each phase
within each computational cell across the domain. The VOF method accurately handles
complex interface phenomena such as breaking waves, splashing, and droplet formation
to satisfy mass conservation for each phase. Additionally, it provides a clear and accurate
representation of the interface, which is critical in the visualization of bubbles [19–26].
Moreover, the application of open-source software in this context has been relatively
rare [27–30]. In this study, the condensation of vapor bubbles in water is modeled using the
VOF method within the OpenFOAM v2112 software, which facilitates the implementation
of fields, equations, and operator discretization.

The innovative aspect of the present study is the development of a novel micro-baffle
design aiming to control the formation of bubbles during film boiling and to increase
heat transfer efficiency without any external intervention such as surface coating, contact
crossflow packed beds, multi-stage flash, and fluidized bed. Unlike traditional heat transfer
enhancement methods, this approach uniquely targets bubble dynamics at the microscale,
offering a more direct and efficient means of optimizing heat transfer. In this context, an
open-source computational fluid dynamics (CFD) model is employed to simulate bubble
dynamics in film boiling. The accuracy of the numerical model is validated by comparing
the results with existing experimental and numerical data in the literature. The validated
model is then used to optimize the geometrical parameters of the proposed design and to
maximize heat transfer performance based on thermal characteristics. The performance of
the proposed design is evaluated according to various indicators. Numerical simulation
results indicate that the proposed design can effectively modify bubble formation to meet
specific objectives and provide a significant improvement in heat transfer performance.

2. Numerical Model and Setup

The interface between liquid and vapor phases is tracked by monitoring the volume
fraction of each phase that varies between zero and one. A value of zero or one within a
computational cell indicates that the cell is either completely empty or fully filled with a
specific phase, respectively. The summation of volume fractions is always constant and
equals to unity within a cell:

αv + αl = 1 (1)

This ensures that the total volume of the cell is occupied by either vapor, liquid, or
liquid-vapor phases. The interface between liquid and vapor phases can be tracked by
solving the following transport equation for the vapor phase in the Volume of Fluid (VOF)
method [31,32]:

∂

∂t
(ρvαv) +∇.(ρvαvu) = Sv (2)

where αv, ρv, and u represent the vapor volume fraction, density, and velocity field, respec-
tively, and Sv denotes the mass source term associated with the phase change. The phase
change is assumed to occur at a constant pressure and quasi-thermal equilibrium state in
the Lee phase-change model [33]. Moreover, the phase change is mainly dependent on the
deviation between interfacial cell temperature and saturation temperature. An empirical
multiplier can be used to adjust associated mass flux through the interface. The mass
transfer between phases can be defined as a mass source using the Lee model:

Sv = Cρlαl

(
T − Tsat

Tsat

)
(3)
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where C is the mass transfer intensity factor, ρl is the liquid density and αl is the volume
fraction of the liquid cell. Here, saturation and condensation processes can be modeled by
shifting the sign of the C in Equation (3). The mass transfer intensity factor of 100 s−1 is
considered an optimal value in the Lee phase-change model. Numerical results are highly
sensitive to the intensity factor and values significantly higher or lower than 100 s−1 may
result in unrealistic results [34–37]. A source term can be added to the right-hand side of
momentum equations to account for virtual mass effects in two-phase flows [38,39]. In this
study, we adopt the Lee phase-change model, which is integrated into a VOF framework
to simulate mass transfer between liquid and vapor phases. The phase-change process is
modeled by including a source term on the right-hand side of the continuity equation in
VOF-based models that track the interface between phases [31,40–42].

Physical properties of the fluid can be calculated by a weighted averaging of volume
fractions within a cell to reflect the phase mixture accurately:

ϕ = αlϕl + αvϕv (4)

where ϕ denotes the physical property of the mixture. Vapor and liquid phases share the
same velocity field and can be governed by a single momentum equation [31]:

∂

∂t
(ρu) +∇.(ρuu) = −∇p +∇.

[
µ
(
∇u +∇uT

)]
+ ρg + Fs (5)

where p represents the pressure field, g is the gravitational acceleration vector and u is the
mixture velocity. The body force Fs, resulting from the surface tension at the interface, can
be calculated using the Continuum Surface Force (CSF) model [43]. The enthalpy at the
phase change can be determined from the following equation:

∂

∂t
(ρE) +∇.[u(ρE + p)] = ∇.[k∇T] + Sh (6)

where Sh is the volumetric energy source and E is the sensible enthalpy [31,32]:

E = Cp(T − Tsat) (7)

Here, T is the temperature of the fluid and Cp is the specific heat capacity, which can
be calculated from the following equation [31,32]:

Cp =
αvρvCp,v + αlρlCp,l

αvρv + αlρl
(8)

where Cp,v and Cp,l are specific heat capacities of vapor and liquid phases, respectively.
The boiling heat flux generated from the solid to the fluid can be described by following

Newton’s law of cooling:
Tboiling = h(Tsub − Tsat) (9)

where h is the heat transfer coefficient, Tsub and Tsat are subcooled and saturation tempera-
tures, respectively.

The present study utilizes the icoReactingMultiphaseInterFoam solver in OpenFOAM
v2112 for the simulation of phase-change heat transfer. Stability and accuracy of the
numerical model are ensured through the Euler scheme for the implicit discretization
of unsteady terms and Gauss-based schemes for the spatial discretization of convective
and diffusive terms in the governing equations. The vanLeer scheme is adopted for the
discretization of divergence terms in the multiphase interaction to improve the stability of
the numerical model. Coefficients of a discretized equation are stored into a single matrix
and each matrix is solved using a matrix solution algorithm in the segregated solution
architecture of OpenFOAM v2112. In this study, the GAMG (Generalized Geometric-
Algebraic MultiGrid) solver is employed for the pressure field and the smoothSolver is
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used with the symGaussSeidel smoother for the remaining fields to ensure an efficient
convergence. The Courant number is set to one to adjust the time step dynamically during
the unsteady simulation of the film boiling process. The time step was calculated between
2.97 × 10−4 s and 1.2 × 10−3 s in the numerical simulations conducted in the present study.

As shown in Figure 1, a thin layer of vapor completely covers the surface of the
heater by isolating liquid from the heater. Evaporation occurs at the interface, leading
the generated vapor to continuously leave the film layer in the form of bubbles. The
Rayleigh–Taylor instability, induced by the gravity at the liquid-vapor interface, results in a
periodic wave pattern. The thickness of the vapor film can be predicted from the following
equation [31]:

δ =
lm
64

(
4 + cos

(
2πx
lm

))
(10)

where lm is the critical wavelength:

lm = 2π

√
3σ

(ρl − ρv)g
(11)

where σ is the surface tension coefficient and g is the gravitational acceleration. Dimensions
of the rectangular domain are defined according to the critical wavelength.
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Figure 1. Schematic view of two-dimensional film boiling.

As shown in Figure 1, symmetry boundary conditions are applied at the vertical
boundaries due to the fact that the numerical domain inherently exhibits horizontal sym-
metry. The heater surface at the lower boundary is modeled using a constant temperature
boundary condition. The wall temperature is set to Tsat + ∆T [31,32,44], where ∆T is the
temperature difference. A coded boundary condition is developed and implemented in
the solver to generate the Taylor wavelength for the gas and liquid phases according to
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Equation (10). Volume fractions of gas and liquid phases are set to one and zero, respec-
tively, at the bottom wall. A no-slip boundary condition is imposed at the lower wall and a
pressure-based velocity condition is applied at the upper wall. Pressure is set to zero and
a zero gradient condition is used for the temperature and volume fraction at the upper
boundary. A combination of Dirichlet and Neumann type boundary conditions ensures the
stability and convergence of the present numerical model.

3. Results and Discussion
3.1. Validation of the Numerical Model

Two-dimensional film boiling illustrated in Figure 1 is considered for the validation of
the numerical model. The initial temperatures of the liquid and interface are equal to the
Tsat and the temperature of the vapor film layer varies linearly from Tsat + ∆T at the heater
surface to the Tsat at the interface. The thermophysical properties of the fluid are given in
Table 1, showing a saturation temperature of 500 K and a reference pressure of 21.9 MPa,
which are both considered near critical conditions [31].

Table 1. Thermophysical properties of liquid and gas at near critical conditions.

Properties Liquid Gas

Density (kg/m3) ρl = 200 ρg = 5
Thermal conductivity (W/mK) kl = 40 kg = 1

Thermal capacity (J/kgK) Cpl = 400 Cpg = 200
Viscosity (Pa.s) µl = 0.1 µg = 0.005

Surface tension (N/m) σ = 0.1 -
Enthalpy of vaporization (J/kg) hlg = 104 -

Various mesh resolutions were generated and tested for ∆Tsup = 10 K to achieve a
mesh-independent solution. As compared with the numerical data from the literature in
Figure 2, relatively coarse meshes exhibited premature bubble formation and separation,
which is an indication of the importance of mesh resolution on the temporal and spatial
variations of bubble formation. Identical bubble formations were captured, and the solution
was no longer dependent on the mesh size when the mesh had 96 × 288 cells. The present
mesh-independent solution is identical to the literature data. Therefore, this mesh could be
used reliably in the remaining simulations.
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Two numerical simulations were performed using ∆Tsup = 10 K and ∆Tsup = 30 K
and the results were compared with previously reported experimental and numerical
results [31,44] in Figure 3. A good consistency was observed between present and previous
results which indicates that the present numerical model can accurately capture the forma-
tion of bubbles under distinct heating conditions. As the temperature difference increases,
the behavior of the separated vapor film switches from the quasi-periodic bubble regime to
the jet column regime, which results in a long-term heat transfer. This observation proves
that bubble formation is associated with heat transfer characteristics and can be managed
by altering heat transfer at the interface.
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A function object is developed and implemented to the present numerical model for
the calculation of the Nusselt number from the following equation:

Nu =

∫ lm
0

(
λ

Tw−Tsat
× ∂T

∂y

)
∂x

lm
(12)

The Nusselt number was calculated and printed to an output file with a sampling
period of 0.01 s during numerical simulation. Time variation of the calculated Nusselt
number was compared with the results of Hosseini et al. [31] in Figure 4 along with the
spatially averaged Nusselt numbers predicted by the Berenson and Klimenko correlation
coefficients [45,46]. Figure 4 clearly proves that the present numerical model simulates
evaporation-induced variation of the Nusselt number accurately. Thus, the present numeri-
cal model can be used reliably in the simulation-optimization of the micro-baffle design,
which is discussed in the subsequent sections of the study.
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3.2. The Micro-Baffle Design

The heat flux supplied from the bottom surface plays a vital role in the formation
of bubbles. A continuous vapor layer forms on the bottom surface when the critical heat
flux is exceeded, leading to a significant increase in surface temperature, which is essential
for heat removal. Numerical simulations conducted in the present study pave the way to
enhance heat transfer by altering flow and thermal fields. In this context, a micro-baffle that
controls the formation of rising bubbles is proposed. As depicted in Figure 5, the baffle is
placed at a specific location close to the heated surface and oriented from the bottom to the
top with an angle of β. The location of the bottom corner of the baffle is represented by C
(xb, yb), the length of the baffle is Lb, and the orientation angle is β, all of which are design
parameters to be optimized to achieve the best performance. The optimal location will be
searched between minimum and maximum values of horizontal and vertical coordinates,
which are calculated and listed in Table 2 for the present heating conditions. Values are
also non-dimensionalized with respect to the wavelength to facilitate the interpretation of
the design parameters in terms of wavelength.
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xbmin 5 1/16
xbmax 20 1/4
ybmin 5 1/16
ybmax 15 3/16
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3.3. Influence of the Baffle Location

Numerical simulations are performed by changing the location of the baffle corner
at 2.5 mm and 5 mm in the horizontal and vertical directions, respectively, keeping β = 0
and Lb = 20 mm to see the influence of the location on the heat transfer characteristics. As
listed in Table 3, minimum, maximum, and mean Nusselt numbers are calculated along
with the performance improvement with respect to the no-baffle case, which is called Case0.
Maximum improvement has been achieved in CaseXb3, where xb = 10 mm and yb = 5 mm.
Another important observation from the numerical simulations is that the influence of
vertical coordinates is trivial on the heat transfer mechanism. Time variations of Nusselt
numbers are plotted in Figure 6 for no-baffle and baffle cases. A significant improvement
has been achieved in the Nusselt number when the location of the baffle has been optimized.
The proposed design also reduced the period of the oscillating Nusselt number successfully.
The Nusselt number also remains unchanged between the two peaks.

Table 3. Optimization of the baffle location.

Case xb (mm) yb (mm) Numin Numax Numean Enhancement (%)

Casexb1 5 5 2.9 4.2 3.6 13.5
Casexb2 7.5 5 1.8 4.8 3.3 4.1
Casexb3 10 5 3.8 5.9 4.8 53.6
Casexb4 12.5 5 3.4 5.7 4.5 44.5
Casexb5 15 5 3.1 5.6 4.3 37.5
Casexb6 17.5 5 2.4 3.6 3.0 −5.9
Casexb7 20 5 2.6 3.8 3.2 0.6
Caseyb1 10 7.5 3.6 5.9 4.8 50.8
Caseyb2 10 10 3.5 5.9 4.7 48.4
Caseyb3 10 12.5 2.5 4.3 3.4 47.9
Caseyb4 10 15 3.4 5.9 4.6 47.6
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3.4. Influence of the Baffle Length

The length of the baffle is crucial for the accumulation of gas within the channel and
the continuity of the flow. The influence of the baffle length is investigated by changing the
length of the baffle between 5 mm and 60 mm at the optimal location, determined in the
previous part of the study. Maximum enhancement reaches 57.4% for Lb = 40 mm and the
influence of the baffle length is observed to be trivial for longer baffles in Table 4. Thus,
the optimal baffle length has been decided to be as Lb = 40 mm considering the cost of
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the design, as the ratio of performance improvement to baffle length approaches zero. On
the other hand, choosing a relatively smaller baffle length will provide flexibility in the
implementation of the proposed design.

Table 4. Optimization of the baffle length.

Case Lb (mm) Numin Numax Numean Enhancement (%)

Caselb1 5 1.6 4.8 3.2 0.9
Caselb2 10 1.8 5.6 3.7 46.6
Caselb3 15 3.8 5.8 4.8 52.8
Caselb4 20 3.8 5.9 4.8 53.6
Caselb5 25 3.8 5.9 4.9 54.2
Caselb6 30 3.8 6.0 4.9 55.2
Caselb7 35 3.8 6.0 4.9 55.8
Caselb8 40 3.8 6.2 5.0 57.4
Caselb9 45 3.8 6.2 5.0 57.5
Caselb10 50 3.8 6.3 5.0 59.5
Caselb11 55 3.8 6.3 5.0 59.6
Caselb12 60 3.8 6.3 5.1 61.0

Time variations of the Nusselt numbers are compared in Figure 7 for Case0 and Caselb8.
The proposed design has increased not only the Nusselt number but also the oscillation
period by changing the formations of bubbles effectively. A strong interaction is observed
between the oscillation period and the maximum value of the Nusselt number. Mean
values are calculated when the quasi-steady-state is achieved.
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3.5. Influence of the Baffle Rotation

The effect of the orientation is investigated between 0◦ to 45◦, keeping the baffle
location and length as optimal values. The reason for choosing 45◦ as the upper limit is that
it is the boundary angle where the baffle does not extend beyond the calculation domain.
The baffle was oriented clockwise in the numerical experiments. Numerical simulation
results listed in Table 5 revealed that the orientation angle has a negative effect on the
Nusselt number due to the fact that the Nusselt number reduces once the baffle is oriented.
Thus, the vertical baffle is preferred for maximum efficiency.
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Table 5. Optimization of the baffle rotation.

Case β (◦) Numin Numax Numean Enhancement (%)

Caseβ1 5 3.5 6.1 4.8 52.1
Caseβ2 10 3.2 5.9 4.6 45.5
Caseβ3 15 3.5 4.5 4 27.2
Caseβ4 20 3.7 4.6 4.1 31.6
Caseβ5 25 3.8 4.6 4.2 34.7
Caseβ6 30 3.8 4.5 4.2 32.6
Caseβ7 35 3.8 3.9 3.9 23.1
Caseβ8 40 2.5 3.1 2.7 −13.5
Caseβ9 45 2.3 2.6 2.5 −21.5

Formations of the bubbles are visualized for the optimal micro-baffle design in Figure 8.
The optimal micro-baffle design has been observed to significantly increase the volume
fraction of the gas phase just before the formation of the first bubble detaches from the
lower surface. This elevated volume fraction leads to a rise in the Nu, which in turn
enhances the heat transfer. The micro-baffle design creates larger and more continuous
bubble formations that break apart over a longer duration. This modification reduces the
period of the oscillating Nusselt number calculated on the bottom surface. Additionally,
the optimal design promotes continuous bubble formation at lower temperatures. This
continuous and stabilized bubble formation indicates a sustained increase in heat transfer
efficiency as the process progresses.
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The CHF is a good indicator for the assessment of the heat transfer enhancement.
The CHF is recognized as the maximum latent energy transport from the heating surfaces,
which can be expressed as [47]:

qCHF = uchlgρv
Ag

Ah
(13)

uc =

√
2πσ

ρvlm
(14)

where uc is the critical vapor velocity, hlg is the latent heat of the working fluid, ρv is the
vapor density, and Ag and Ah are areas of the vapor column and heater surface, respectively.
The qCHF values are calculated as 100.03 kW/m2 and 166.40 kW/m2 for the cases of no-
baffle and optimal baffle design, respectively. Thus, the proposed design yields a 66.4%
improvement in the CHF, which is a significant improvement.

4. Conclusions

This study explores the impact of a micro-baffle design on the bubble formation and
heat transfer mechanism in film boiling through numerical simulations. An open-source
numerical model was employed to simulate flow and thermal fields. The numerical model
constitutes the Lee model for modeling phase-change induced momentum sources and the
VOF method to capture bubble dynamics accurately. The numerical simulation results are
found to be consistent with the previous experimental and numerical results.

A series of numerical simulations are performed for the optimization of the parameters
of the proposed design. The results indicated that the vertical baffle yielded the maximum
efficiency. While the horizontal position of the baffle significantly influenced the heat
transfer performance, the vertical position was found to be less impactful. The length of
the baffle emerged as a critical factor in enhancing heat transfer efficiency. The optimal
baffle design resulted in a 57.4% improvement in the Nusselt number and a 66.4% increase
in the CHF. Moreover, the proposed baffle facilitated the formation of a continuous bubble
column, even with a smaller temperature difference between the wall and the subcooled
liquid (Twall − Tsub), which is essential for energy-efficient engineering designs where film
boiling occurs.

The current study primarily focuses on the conceptual validation of a micro-baffle
design for enhancing heat transfer during film boiling. The placement of the micro-baffles
at the optimal location can be achieved using fine and high-temperature-resistant micro
cables, which can be deployed laterally over the heat source. While the current approach
demonstrates the feasibility of the design, future work will address practical considerations
in more detail. This includes investigating the integration of the micro-baffle system in
real-world settings, such as flow and pool boiling applications, where structural stability
and ease of installation are critical.
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Nomenclature

Ag Area of the vapor column (m2)
Ah Area of the heater surface (m2)
αv Vapor volume fraction
αl Liquid volume fraction
δ Knocker delta
µ Dynamic viscosity (Pa.s)
ρ Density (kg/m3)
ρv Vapor density (kg/m3)
ρl Liquid density (kg/m3)
σ Surface Tension (N/m)
C Lee model constant
CHF Critical Heat Flux
CFD Computational Fluid Dynamics
CSF Continuum Surface Force
Cp Specific heat (J/kgK)
E Sensible enthalpy
Fs Body Force (Pa)
g Gravity acceleration (m/s2)
h Heat transfer coefficient (W/m2·K)
hlg Latent heat (J/kg)
k Thermal conductivity (W/mK)
l Liquid volume
lm Critical wavelength
Nu Nusselt number
p Pressure (Pa)
q Heat Flux (W/m2)
Sh Volumetric energy source
Sv Mass source
T Temperature (K)
Ts Surface temperature (K)
Tsat Saturation Temperature (K)
Tsub Subcooled Temperature (K)
Tsub Supply temperature (K)
Twall Wall Temperature (K)
u Velocity field
uc Critical vapor velocity (m/s)
v Vapor volume
w Width (m)
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