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Abstract

:

This paper reviews recent works related to applications of reinforcement learning in power system optimal control problems. Based on an extensive analysis of works in the recent literature, we attempt to better understand the gap between reinforcement learning methods that rely on complete or incomplete information about the model dynamics and data-driven reinforcement learning approaches. More specifically we ask how such models change based on the application or the algorithm, what the currently open theoretical and numerical challenges are in each of the leading applications, and which reinforcement-based control strategies will rise in the following years. The reviewed research works are divided into “model-based” methods and “model-free” methods in order to highlight the current developments and trends within each of these two groups. The optimal control problems reviewed are energy markets, grid stability and control, energy management in buildings, electrical vehicles, and energy storage.
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1. Introduction


Nowadays, power systems and energy markets are experiencing rapid growth. As the population grows and economies develop, the demand for electricity rises. This necessitates larger and more intricate power systems to meet a larger demand for energy [1,2,3]. Moreover, as technological developments march forward, modern power systems incorporate a wider variety of energy sources, including renewables like solar and wind power, alongside traditional sources such as coal and natural gas. Managing this diverse mix requires complex infrastructure and control systems. Not only that, but the emergence of renewable energy sources complicates the grid topology in more than one way; it also stimulates the integration of energy storage devices such as batteries into power grids. While beneficial for balancing supply and demand and integrating renewables, this introduces new challenges related to managing and optimizing storage assets within the system. Some of these considerations are presented in [4,5]. Additional complexity induced by renewable energy sources is caused by the trend towards decentralization in power generation, with emphasis on distributed energy resources (DERs) like rooftop solar panels and small-scale wind turbines. Integrating these decentralized sources into the grid complicates its behavior and dynamics, as discussed in [6,7,8].



On top of that, outdated infrastructure in many countries requires upgrades to improve reliability, efficiency, and resilience. This often involves the implementation of advanced technologies such as smart grids, which introduce additional complications, as one can examine in the following works [9,10]. In light of these advances, there is an increase in cyber-security threats, which create the need to deal with surroundings that are not only intricate and unpredictable but also sometimes even malicious. This necessitates using redundant components or the development of cyber-security protocols to ensure systems’ robustness and resilience. All of this contributes to system complexity [11,12,13]. Finally, regulatory frameworks governing the power sector are becoming more strict, requiring utilities to meet various standards related to environmental impact, reliability, and safety, such as those addressed in [14,15]. Compliance with these regulations often involves implementing complex technologies and processes.



Overall, the combination of technological advancements, changing energy landscapes, regulatory demands, and the need for greater resiliency is driving the increased complexity of power systems in the modern era. The preceding factors are enough to conclude that in today’s world, well-known and widely studied control problems in power systems, such as grid stability control or storage energy management, escalate into large-scale problems with extremely high dimensions. The computational burden and intricate dynamics of current power systems establish the need for more advanced and efficient algorithms to solve different control problems in this domain. To address these challenges, power experts are motivated to leverage various machine learning models that exhibit remarkable performance in a variety of different domains to aid in the assessment and control of these intricate systems. Specifically, one major area of interest is the field of reinforcement learning, which is mainly used for control problems that involve a continuous decision-making process. Several other works in the recent literature review different applications in power systems and present multiple reinforcement learning techniques for solving them. For example, work [16] addresses four power system operating states: normal, preventive, emergency, and restorative. They examine the following control levels: local, household, microgrid, subsystem, and wide area. Moreover, the following applications are reviewed: cyber-security, big data analysis, short-term load forecast, and composite load modeling. Another review paper [17], divides various works in the literature into seven areas of application. In each category, the authors examine several aspects such as the RL algorithms that are used, a comparison with white- and gray-box models where relevant, and reproducibility. Examining work [18], the focus lies in studying the various reinforcement learning approaches used for optimizing power flow and distribution. Finally, work [19] focuses on three key applications: frequency regulation, voltage control, and energy management, and presents different RL approaches to produce an optimal control policy. Further, they discuss critical issues in the domain, such as safety, robustness, scalability, and data, and point out several optional future research directions.



Our aim is to extend the work that has been performed so far and present an in-depth comparison and discussion regarding model-based and model-free reinforcement learning paradigms and the various considerations arising from them. Thus, continuing the line of thinking presented in previous works, this paper presents a comprehensive review of the state-of-the-art reinforcement learning methods used for optimal control problems in power systems. While there are review papers discussing this subject, we focus here specifically on the comparison between model-based and model-free paradigms, introducing recent challenges and trends. Hence, in this work, we systematically review the latest model-based and model-free reinforcement learning frameworks and their application for control problems in power systems. There is an inherent difference between the approaches since when following the model-based paradigm, agents learn the probability distribution from which the transition function and reward are generated. On the contrary, in model-free configurations, the agent follows the optimal strategy, which maximizes the cumulative reward, without explicitly learning the mapping of the transition function and reward function. We strive to gain a deeper understanding of how well both of these methods perform in different environments and also aim to fundamentally understand what properties of the state and action space affect the learning process. Furthermore, we aim to assess the implications of deterministic and stochastic policy definitions. Finally, our most basic question is to conclude whether there are types of control problem settings where the model-based method outperforms the model-free one or vice versa. In this light, we also attempt to emphasize current trends, highlight intriguing theoretical and practical open challenges that arise in this domain, and suggest exciting future research directions. The main contributions of this paper are summarized as follows:




	1.

	
We study the structure of the MDP formulation and the nature of the learned policy for different control problems in power systems in model-based and model-free paradigms, focusing on discrete or continuous state space and stochastic or deterministic policy.




	2.

	
We find correlation between reinforcement learning algorithms and control problems in power systems and infer whether these change when following a model-based or model-free paradigm.




	3.

	
We highlight current trends such as the growing literature on the subject, showing prominent RL algorithms that are investigated and data standardization reflecting reproducibility in the recent literature.




	4.

	
We discuss future research possibilities, including the incorporation of multi-agent reinforcement learning frameworks, safe reinforcement learning study, and the investigation of RL applications in emerging power system technologies.









This paper is organized as follows: Section 2 sets a framework of fundamental reinforcement learning terminology and how it is used in power systems and presents an overview of core algorithms that are used for various control applications. In addition, the terms “model-free” and “model-based” are defined. Section 3 is concerned with the model-based paradigm of reinforcement learning applied in various control problems in power systems and reviews recent work in five main control applications that include energy market management, power grid stability and control, building energy management, electrical vehicles control problems, and energy storage control problems. The section ends with a discussion of notable trends. Section 4 is structured similarly to the previous one, only it focuses on the model-free paradigm in reinforcement learning. Following, a comparison between the two paradigms is outlined in Section 5. Next, Section 6 lists the latest open challenges that are yet to be solved for leveraging reinforcement learning approaches to address optimal control in power systems, highlighting specific considerations for model-based and model-free paradigms, and suggests future research ideas. Subsequently, Section 7 concludes this article.




2. Technical Background on Reinforcement Learning


2.1. Markov Decision Processes


Reinforcement learning (RL) provides a framework for analyzing sequential decision-making problems, where the focus is on learning from interaction to achieve a goal [20,21,22,23]. In this context, the entity that learns and performs the decision making is called an “agent”, while the element it interacts with is called the “environment”. This process is depicted in Figure 1.



This type of task is assumed to satisfy Markovian properties, and thus in most scenarios, the reinforcement learning problem is formulated as a Markov Decision Process (MDP). To formally define a reinforcement learning problem as an MDP, we must specify each element of the following tuple   〈 S , A , R , P 〉  , where  S  defines the state space of the environment,  A  induces the action space of the agent,  R  is the set of all possible numeric rewards the agent may receive, and  P  represents the distribution probability of the states, that is, given a state s and action a, the probability to transfer to a new state   s ′   and achieve a reward r is given by


  P  (  s ′  , r ∣ s , a )  = Pr  {  S  t + 1   =  s ′  ,  R  t + 1   = r ∣  S t  = s ,  A t  = a }  .  



(1)







The flow of the process is as follows: The agent continually interacts with the environment by choosing actions, while the environment responds to those actions by presenting the agent with new situations and by giving it rewards. More specifically, at each discrete time step   t = 0 , 1 , 2 , …  , the agent receives some representation of the environments state    S t  ∈ S  , where  S  is the set of possible states, and relying on that information, the agent chooses an action    A t  ∈ A  (  S t  )   , where   A (  S t  )   is the set of actions available in state   S t  . In the next time step, in part influenced by its actions, the agent receives a numerical reward    R  t + 1   ∈ R ⊂ R   and observes a new state of the environment   S  t + 1   .



At each time step, the agent relies on a mapping from states to probabilities, which is called the agent’s policy, to choose an action to perform. This mapping is denoted by  π , where   π ( a ∣ s )   is the probability that    A t  = a   if    S t  = s  . Reinforcement learning methods outline how an agent adapts its policy based on its experiences, as the agent’s primary objective is to maximize the cumulative reward it receives over time.



To demonstrate how reinforcement learning is adopted in a power system’s optimal control framework, let us examine a system consisting of a single controllable generator, a single storage device, and a load as depicted in Figure 2. In such a system it is necessary to decide at every moment in time how much energy should be generated and how much energy should be stored. The best combination is found by solving an optimization problem in which the objective is to minimize the overall cost. To simplify the analysis, it is assumed that the load profile can be estimated with reasonable accuracy, meaning that the power    p L   ( · )  ∈  R  ≥ 0     consumed over the time interval   [ 0 , T ]   is known. The generator has an output power    p g   ( · )  ∈  R  ≥ 0     that can be controlled and is characterized by a cost function   F (  p g  )  . It is assumed that    p g   ( t )  =  p s   ( t )  +  p L   ( t )   , where    p s   ( · )    is the power that flows into the storage. Now, formulating this problem as an MDP, we represent the generator’s controller as the agent and the storage as the environment. The agent is defined by its action space  A , which represents all the possible values that the generator can produce. The environment is represented by its state space and rewards, where the state space denotes all the possible states of charge of the storage, while the instantaneous rewards are    R t  = − F  (  p g   ( t )  )   . The agent’s objective is to find a policy  π , which determines what action to take at each state, meaning how much power to generate according to the storage’s state of charge to maximize the cumulative reward    ∑  t = 0  T   R t  =  ∑  t = 0  T  − F  (  p g   ( t )  )   .



Consider a numerical example, where   F  (  p g  )  =  p g 2  / 2  , and the storage capacity is    e max  = 10  [ J ]   . The current state is    S t  =  (  e s   [ t ]  = 5  [ J ]  ,  p L   [ t ]  = 3  [ W ]  )   , where    e s   [ t ]    is the state of charge of the storage at time step t, and    p L   [ t ]    is the power demand of the load at time step t; the previous reward was    R t  = − 10  . The agent decides to produce    p g   ( t )  = 1  [ s ]  · 6  [ W ]   , where   1 [ s ]   is the time resolution we sample in. As a result, assuming a deterministic setting, the load demand is satisfied, and the rest flows into the storage, meaning the new energy value that is stored now is    e s   [ t + 1 ]  = 8  [ J ]    and the resulting next state is    S  t + 1   =  (  e s   [ t + 1 ]  = 8  [ J ]  ,  p L   [ t + 1 ]  = 4  [ W ]  )   , where    p L   [ t + 1 ]  = 4  [ W ]    is the load power demand at the next time step. The resulting reward is calculated by    R  t + 1   = − 0.5 ·   ( 6 )  2  = 18  . The sequential decision-making process is described in Figure 3. Table 1 presents some additional examples for optimal control problems in power systems and their adequate MDP formulation.




2.2. Model-Based and Model-Free Reinforcement Learning


In reinforcement learning, the key distinction between model-based and model-free paradigms lies in how they learn and plan. Model-based methods involve learning a model of the environment’s dynamics, including transition probabilities and rewards, which is then used for planning and decision making. In contrast, model-free approaches directly learn a policy or value function from experience without explicitly modeling the environment. They rely solely on observed interactions with the environment to optimize the policy without requiring knowledge of its underlying dynamics. Nonetheless, these two paradigms are in no sense two contradicting approaches, but rather, these two configurations are the edges of a full spectrum of solutions, such that each algorithm on the spectrum combines different traits from each of them. For more perspectives on the topic, one may look at the following works [24,25,26]. While model-based methods may potentially leverage a learned model for more efficient planning, model-free methods often offer greater simplicity and flexibility, especially in complex or uncertain environments where it is hard to learn an accurate model. Figure 4 presents the inherent difference between both methods. Furthermore, a graphical summary of the different approaches to each paradigm is given in Figure 5.




2.3. Model Computation


In this section, we present analytical algorithms from control theory that may be used to solve analytically the model of the environment, and then we use planning approaches to find the optimal policy.



2.3.1. Dynamic Programming


Dynamic programming is an optimization technique that tackles complex problems by breaking them down into smaller, manageable subproblems through a multi-stage decision process [27,28]. Unlike many other optimization methods, dynamic programming algorithms explore all possible solutions to find the globally optimal one. Given the impracticality of directly scanning the entire solution space, these algorithms solve the problem step by step using a recursive formula. They are versatile, applicable to both linear and nonlinear objective functions and constraints, whether convex or nonconvex. If a globally optimal solution exists, dynamic programming guarantees convergence. However, dynamic programming is constrained by several factors. It relies on a recursive formulation of the cost function, necessitating knowledge of all past and future signals, which can be unrealistic in practice. Moreover, it suffers from the “curse of dimensionality” [29]. Specifically, in power system control problems like those involving energy storage, the method’s complexity increases linearly with the number of time samples but exponentially with the number of storage devices and the number of state variables describing each device. To demonstrate a basic dynamic programming solution, recall the energy balancing problem in Figure 3. We base our example on [30]. The arising optimization problem is


         minimize    {  u  ( k )   }         Δ  ∑  k = 1  N  f   u  ( k )   +  d  ( k )    ,           s . t .           u  ( k )   =     e  ( k )   −  e  ( k − 1 )     Δ · η (  e  ( k )   )    ,  for  k = 1 , … , N              0 ≤  e  ( k )   ≤  e max  ,  for  k = 1 , … , N               e 0  = 0 .     



(2)







Consequently, the optimal powers in this dispatch problem are given by a recursive formula:


     u  ( k )    *  =       e  ( k )    *  −    e  ( k − 1 )    *    Δ · η     e  ( k )    *       



(3)




for   k = 1 , … , N  . The initial condition is


   u  ( 0 )   =    e  ( 0 )    Δ · η   e  ( 0 )       .  



(4)








2.3.2. Model Predictive Control (MPC)


Model predictive control (MPC) is a control strategy used in engineering and control theory to optimize the performance of dynamic systems subject to constraints. It involves repeatedly solving an optimization problem over a finite time horizon using a model of the system dynamics to predict future behavior and adjust control inputs accordingly. By iteratively updating the control actions, MPC aims to minimize a cost function while satisfying system constraints, thus achieving desired performance objectives, as explained in [31,32,33]. This approach is adequate for real-time applications and utilizes continuously updated information. This method is particularly well suited for energy storage system management and is also being used extensively for optimal control problems that involve thermal energy systems, where the decisions made in each time step are highly correlated due to inherent time coupling caused by state-of-charge dynamics and high inertia, as stated in [34].





2.4. Policy Learning Basic Concepts


In the following section, we discuss the two approaches of the model-free learning paradigm. First, we present the foundational concepts of many of the most common model-free algorithms which are based on policy iteration, such as Monte Carlo, Temporal Differences, and Q-learning. The main ideas are encapsulated in the “Value Function”, “Policy Iteration”, and “Value Iteration”; for a deeper discussion, one may refer to [20]. Finally, we will present a model-free algorithm that relies on policy optimization; this is the “Policy Gradient” basic algorithm.



2.4.1. Value Function


Almost all reinforcement learning algorithms involve estimating a value function of the state, representing the potential benefit of being in that state in terms of future rewards that can be expected or, more accurately, in the notion of expected return. The rewards the agent can expect to receive in the future depend on what actions it will take. Accordingly, value functions are defined with respect to particular policies. The value of a state s under a policy  π , denoted by    v π   ( s )   , is the expected return when starting in s and following  π  thereafter. For MDPs, we can define    v π   ( s )    formally as


   v π   ( s )  =  E π   [  G t  ∣  S t  = s ]  =  E π    ∑  k = 0  ∞   γ k   R  t + k + 1   ∣  S t  = s  ,  



(5)




where    E π   [ · ]    denotes the expected value of a random variable given that the agent follows policy  π . We call the function    v π   ( · )    the state-value function for policy  π . For all   s ∈ S  , the state-value function, assuming policy  π  is being followed, may be calculated recursively:


   v π   ( s )  =  ∑ a  π  ( a ∣ s )   ∑   s ′  , r   p  (  s ′  , r ∣ s , a )   [ r + γ  v π   (  s ′  )  ]  ,  



(6)




where   π ( a ∣ s )   is the probability of taking action a in state s under policy  π . Under the assumption of either (1)   γ < 1   or (2) the final state is accessible from all other states under policy  π , the existence and uniqueness of   v π   are guaranteed.




2.4.2. Policy Iteration


First, we consider how to compute the state-value function   v π   for an arbitrary policy  π . This process is called policy evaluation. The initial approximation value function,   v 0  , is chosen arbitrarily, and each successive approximation is obtained by using the Bellman equation for   v π   as an update rule:


   v  k + 1    ( s )  =  ∑ a  π  ( a ∣ s )   ∑   s ′  , r   p  (  s ′  , r ∣ s , a )   [ r + γ  v π   (  s ′  )  ]   



(7)




for all   s ∈ S  . It is clear that    v k  =  v π   . It can be shown that the sequence   {  v k  }   converges to   v π   as   k → ∞  . This process is called iterative policy evaluation. We compute the value function for a policy to help discover improved policies. Let us denote by   v π   the value function for an arbitrary policy  π  and assume it is deterministic. The objective is to determine for some state s if we should change the policy to choose an action   a ≠ π ( s )  . We have an estimation of how good it is to follow the current policy from s, that is,    v π   ( s )   , but perhaps there is a better one. To answer this question, we can consider selecting an action a in s and following the existing policy  π  thereafter. The value of this behavior is given by the q-value function:


   q π   ( s , a )  =  E π   [  R  t + 1   + γ  v π   (  S  t + 1   )  ∣  S t  = s ,  A t  = a ]  =  ∑   s ′  , r   p  (  s ′  , r ∣ s , a )   [ r + γ  v π   (  s ′  )  ]  .  



(8)







If this value is greater than    v π   ( s )   , meaning it is better to select a in s and follow  π  thereafter than to follow  π  all the time, one would expect that it is better to select a every time s is encountered, which introduces a new policy. Fundamentally, if for all   s ∈ S  


   q π   ( s ,   π ′   ( s )  ≥  v π   ( s )  ,  



(9)




then it may be inferred that policy   π ′   is at least as good as policy  π , meaning it must obtain at least the same expected return from all states   s ∈ S  


   v  π ′    ( s )  ≥  v π   ( s )  .  



(10)




This result is addressed as the policy improvement theorem.



Following this procedure of continuous policy evaluation and improvement composes the “policy iteration” algorithm that is presented in Figure 6.




2.4.3. Value Iteration


The major drawback of policy iteration is that the policy evaluation stage may itself be a lengthy iterative process that scans many states. Another formulation for the policy evaluation stage is given by


      v  k + 1    ( s )      =  max a  E  [  R  t + 1   + γ  v k   (  S  t + 1   )  ∣  S t  = s ,  A t  = a ]           =  max a   ∑   s ′  , r   p  (  s ′  , r ∣ s , a )   [ r + γ  v k   (  s ′  )  ]  ,     



(11)




for all   s ∈ S  . Figure 7 presents the interaction between evaluation and improvement procedures. Here, each process drives either the policy or the value function closer to one of the lines, which represents a solution to one of the two goals.




2.4.4. Policy Gradient


In reinforcement learning, policy gradient methods are algorithms designed to directly optimize the policy, represented as    π θ   ( a | s )   , which defines a probability distribution over actions a given state s, as elaborated in [35]. The main goal of these methods is to maximize the expected return,   J  (  π θ  )  =  E  τ ∼  π θ     [ R  ( τ )  ]   , which is the cumulative reward an agent accumulates over time, where   R ( τ )   represents the finite-horizon undiscounted return. To achieve this, policy gradient methods use a gradient ascent algorithm to evaluate the expected return by adjusting the policy parameters  θ  in a way that gradually increases this expected return. By iteratively following the gradient of the expected return, the policy parameters are refined to enhance the agent’s performance. These methods are particularly effective for environments characterized by continuous action spaces and also for learning stochastic policies that are crucial for managing uncertainty and exploration.



Directly optimizing the policy often results in more stable and efficient learning, making policy gradient methods powerful tools for tackling complex reinforcement learning challenges. In this context, there are two approaches, the “policy-based” and “value-based” approaches. Policy-based methods are a class of algorithms that directly optimize the policy    π θ   ( a | s )   , where  θ  represents the parameters of the policy, s is the state, and a is the action. These methods differ from value-based methods, which focus on learning a value function and deriving the policy from it. Policy-based methods aim to directly find the optimal policy by maximizing the expected return and are the most commonly used approaches.





2.5. Multi-Agent Reinforcement Learning


Multi-Agent Reinforcement Learning (MARL) is an extension of traditional reinforcement learning that involves multiple interacting agents learning simultaneously within a shared environment. Each agent in a MARL setting can have distinct goals and control different parts of the system, making the learning process significantly more complex compared to single-agent RL. This makes MARL particularly relevant to distributed or recurrent systems, where the behavior of one component affects the overall dynamics, and agents must coordinate or compete to achieve their objectives. In MARL, the interactions between agents introduce elements of time dependency, competition, and cooperation, which closely resemble the dynamics seen in distributed systems. In standard distributed systems, synchronization and coordination are typically designed into the system architecture to ensure correct functioning. However, in MARL, agents are autonomous and can make independent decisions based on their own local, and sometimes partial, observations and objectives. Therefore, the coordination and synchronization mechanisms must be developed through learning, allowing agents to establish strategies that align with global or local objectives dynamically during the runtime [36]. This is particularly challenging in systems where actions have long-term dependencies and feedback effects. The mathematical formulation resembles that of the single-agent formulation. In a MARL setting, the “Markov game” definition extends the MDP formulation and introduces a tensor of state–action spaces instead of a single one. The setting may differ greatly, depending on the application. In some scenarios, all the agents will receive the same observation of the environment, while in other scenarios, each agent will receive its own partial observation. Mixed scenarios may also occur. Moreover, the actions may be performed in a synchronous or asynchronous manner, introducing additional complexity when they are dependent. The learned joint optimal policy    π →  *   is characterized by an equilibrium, often referred to as the Nash equilibrium point, from which none of the agents has any incentive to deviate [23]. A diagram presenting the idea may be seen in Figure 8. As power grids evolve into more decentralized and complex structures, such as smart grids with distributed energy resources, then in such environments, MARL can model the interactions between multiple control agents, such as distributed generators, storage systems, and flexible consumers, each with its own objectives. For instance, in demand response programs, different agents (e.g., residential consumers and industrial participants) may independently decide how to adjust their energy consumption based on local incentives, leading to a dynamic economic game. MARL can help these agents learn to coordinate, compete, or interact in a mixed way in real time to achieve objectives, such as minimizing peak load or maximizing renewable integration.




2.6. Safe Reinforcement Learning


Safe reinforcement learning focuses on ensuring that learning agents operate within predefined safety constraints, even during the exploration phase. This is particularly critical in power system applications, where unsafe actions can lead to severe consequences, such as equipment damage or large-scale blackouts. Traditional RL methods often involve exploratory behaviors that may result in unsafe actions in the early stages of learning, which is unacceptable for power systems that require high reliability and strict adherence to operational constraints. Safe RL aims to incorporate safety considerations into the learning process by using techniques such as reward shaping, constrained optimization, or external safety layers that monitor and correct potentially hazardous actions. One common approach in Safe RL is the use of Constrained Markov Decision Processes (CMDPs), where the agent not only maximizes the expected cumulative reward but also satisfies a set of safety constraints. Mathematically, a CMDP is defined similarly to an MDP, only with the addition of a cost function that ensures that safety constraints are met along the learning process. The objective is to optimize the cumulative expected reward while keeping the cumulative cost below a certain threshold. In power system contexts, these constraints could represent voltage stability limits, thermal capacity constraints on transmission lines, or maximum ramp rates for generators. Techniques such as Lagrangian methods [37] or constrained policy optimization [38] are employed to balance the trade-off between performance and safety. Additionally, model-based Safe RL methods leverage predictive models of the power system to simulate and validate the safety of new policies before deploying them in real-world operations. To demonstrate the importance of this trait, examine the following work [39]. The paper focuses on a networked microgrid system consisting of individual microgrids. The main objective is to reduce economic costs while accounting for possible losses due to storage efficiency and ensuring that safety constraints, such as maximum power limits, are met even during training time. The authors suggest a data-driven method based on a multi-agent reinforcement learning framework which utilizes a soft actor–critic algorithm, and they validate this method by providing several numerical results.





3. Model-Based Paradigm


Model-based reinforcement learning methods can be adapted to address uncertainties in power system dynamics by incorporating probabilistic models or robust optimization techniques. One common approach is to use probabilistic transition models, where the agent learns not just a single deterministic model of the environment but a distribution over possible transition models. This involves estimating the uncertainty in the system’s state transitions and rewards through methods such as Bayesian neural networks [40], Gaussian processes [41], or ensemble models [42]. By sampling from these probabilistic models during planning, the agent can make decisions that account for variability in the system’s response, which depends on the specific knowledge about the model dynamics. This enables more robust control policies. This is particularly relevant for power systems, where stochastic factors such as fluctuating renewable generation, load variability, and network contingencies can significantly impact operational outcomes. Additionally, model-based RL can integrate robust control frameworks to handle worst-case scenarios arising from uncertain dynamics. Techniques like robust dynamic programming or distributionally robust optimization can be employed, where the agent explicitly optimizes its policy to perform well under a range of possible system realizations rather than assuming a fixed model. For example, power systems may use robust RL to manage uncertainties in energy storage dynamics or generation forecasting, ensuring that the control policy is effective even when the real system deviates from the learned model [19]. By leveraging these adaptations, model-based RL may potentially provide more reliable control strategies in the face of uncertainties. When following the model-based paradigm, the domain knowledge allows us to reduce the dimensions of the state and action spaces by removing unreachable states or invalid actions; this process transfers the model from a “full-order” model into a “reduced-order” model. Choosing between a full-order and a reduced-order model involves a trade-off between accuracy and complexity. Full-order models may capture better the detailed dynamics and nonlinearities of the power system, potentially making them more accurate and robust to varying conditions. This level of detail may aid RL agents to develop policies that are more informed and capable of handling control tasks, such as voltage stability or oscillation damping. However, these models can be computationally intensive, which can limit their application in real-time scenarios. The high dimensionality and complexity of the models also make training RL agents time-consuming, and large state–action spaces can exacerbate issues like the curse of dimensionality, leading to slower convergence or suboptimal policies. In contrast, reduced-order models offer a simplified representation of the power system dynamics, aiming to focus only on key states and modes of operation. This lower complexity makes them computationally efficient, enabling faster training and promoting them further toward real-time implementation. Such models may perform better in scenarios where quick decision making is crucial, such as in demand response or frequency regulation. However, the trade-off is a loss in accuracy and robustness since the reduced-order models may not capture all the critical dynamics, especially under transient conditions or unforeseen disturbances. This can result in policies that perform well under nominal conditions but fail when the system operates near its stability boundaries or when rare events occur. Therefore, while reduced-order models seem to be beneficial for rapid prototyping and real-time applications, care must be taken to ensure that the simplified representation does not compromise the system’s stability and reliability. For extended discussion, refer to [43,44]. We currently see two main approaches for solving large-scale computational problems in power systems and energy market problems. One approach includes classic optimal control methods: dynamic programming, linear–quadratic regulators, model predictive controllers, Pontryagin’s minimum principle, etc. These approaches operate very well when the dynamic model and physics of the problem are well-known and when the involved signals are either given or can be characterized statistically. However, these classic approaches cannot cope efficiently with changing or uncertain dynamic models. As an example, consider the simple problem of managing an energy storage device within a power system. If the total load signal is unknown in advance and cannot be characterized by a simple statistical model, solving this problem using classical methods becomes extremely challenging [45]. A complementary approach is one of data-driven approaches, such as “model-free” reinforcement learning. These approaches excel in processing large datasets, identifying patterns, and making predictions that help optimize system performance without explicit knowledge about the system dynamics. Therefore, at their core, they are designed to cope with uncertainty, and they provide fantastic results in a series of power system problems in which some elements are unknown—for example NILM problems [46], market design problems [47], and many more. However, these approaches too have considerable limitations; first and foremost, they often require very large datasets for training purposes, which are often not available. While algorithms and techniques to decrease the dimensions of the data are available (for instance—PCA, LDA, or autoencoders), this may not be enough in power system problems, since the dimension of the data is often very large. In addition, data-driven approaches can naturally learn only the patterns present in the available dataset and thus may often misinterpret the correct system structure and underlying physics, rules, or dynamic behavior. As an example, consider the simple problem of managing an energy storage device, which is connected to a single generator and a single load. When the load profile is known or can be characterized statistically, the resulting optimal control problem has many efficient solutions, for instance, the “shortest path” method [48] or the classic stochastic dynamic programming [30]. However, solving this simple problem using a data-driven approach, for instance, by learning the patterns of optimal solutions in many different cases, is extremely challenging, since the long time series involved is long and includes many interdependencies. Unless one uses a very large database for training, a straightforward data-driven approach will learn some characteristics of the optimal solutions but will probably miss most of them. In this light, it is obvious that a methodological combination of these two fundamental approaches (classical methods and data-driven methods) is called for. For instance, considering optimal control problems that appear in power systems, we would like to be able to construct optimal control policies which on the one hand do not require full knowledge of the physical world and the underlying processes but on the other hand apply knowledge of the physical world to utilize the available data in an optimal way. It is evident that the energy community is greatly interested in this direction, and in recent years we indeed have seen a growing number of studies that examine such combined solutions, be it in the field of energy markets or in optimal control problems that emerge in power systems.



From here forward, we review how these various concepts and methods are used in power system applications, starting with the important applications that arise in the context of energy markets.



3.1. Energy Market Management


Reinforcement learning (RL) has become increasingly popular in analyzing energy markets, since it effectively addresses the complexity and unpredictability of its related tasks. RL’s strength lies in its ability to learn optimal strategies through interaction with the environment, enabling it to adapt to changing conditions and uncertainties like fluctuating demand, renewable energy variability, and volatile market prices. This adaptability makes RL particularly valuable in energy markets where dynamic decision making is a key attribute. Within RL, model-based approaches offer greater sample efficiency by using predictive models of the environment, allowing for faster convergence, while model-free methods, though more flexible, require more interactions with the environment to learn optimal policies. This balance between efficiency and adaptability makes RL a powerful tool for managing the complexities of modern energy markets.



Among the many applications of RL in the energy market, energy bidding policies are a notable example, where model-based approaches have shown substantial improvements. For instance, in paper [49], the authors applied the MB-A3C algorithm to optimize wind energy bidding strategies, significantly enhancing profit margins in the face of market volatility. Similarly, RL has been applied to the optimization of energy bidding in general market-clearing processes, as seen in [50], where model-based RL approaches reduced training times and streamlined market-clearing decisions under regulatory frameworks. Peer-to-peer (P2P) energy trading is another field where RL excels, enabling efficient energy trades among prosumers. Model-based approaches, such as the MB-A3C3 model developed in [51], have optimized these trades by forecasting prices and energy availability, leading to significant cost reductions. Moreover, study [52] proposes a green power certificate trading (GC-TS) system for China, leveraging Q-learning, smart contracts, and a multi-agent Nash strategy to improve trading efficiency and collaboration. It integrates green certificates, electricity, and carbon markets, using a multi-agent reinforcement learning equilibrium model, resulting in increased trading prices and significantly improved transaction success rates. The proposed system outperforms similar models with higher convergence efficiency in trading quotes. Additionally, in [53], the authors focus on an energy dispatch problem for a wind–solar–thermal power system with nonconvex models. The authors propose a combination of federated reinforcement learning (FRL) with the model-based method. They use grid-connected renewable energy and thermal power at a bus are aggregated as a virtual power plant, and in such manner, they ensure private operation with limited but effective information exchange. Numerical studies validate the effectiveness of the proposed framework for handling the short time-scale power sources operation with nonconvex constraints.



Examining paper [54], the authors use an average reward reinforcement learning (ARRL) model to optimize bidding strategies for power generators in an electricity market. They use a Constrained Markov Decision Process (CMDP) to simulate market conditions and update reinforcement values based on the rewards received from market interactions, and they incorporate forecasts of system demand and prices as part of the state information used by the RL agent to make informed decisions. Furthermore, study [55] presents an energy management strategy for residential microgrids using a model predictive control (MPC)-based reinforcement learning (RL) approach and the Shapley value method for fair cost distribution. The authors parameterize the MPC model to approximate the optimal policy and use a deterministic policy gradient (DPG) optimizer to adjust these parameters, effectively reducing the monthly collective cost by handling system uncertainties. The paper highlights the reduction of the monthly collective cost by about 17.5% and provides a fair and equitable method for distributing the cost savings among the residents. Continue this line of thought, work [56] deals with energy management for residential aggregators, specifically in managing uncertainties related to renewable energy and load demand. They use a two-level model predictive control (MPC) framework, integrated with Q-learning, to optimize day-ahead and real-time energy management decisions. The solution demonstrated improved performance in reducing operational costs and maintaining system stability while managing the energy needs of a residential community.



In conclusion, reinforcement learning has emerged as a powerful tool in analyzing problems that arise in energy markets due to its ability to handle the complex and dynamic nature of real-time energy management. Its applications, such as optimizing energy bidding strategies and peer-to-peer trading, have demonstrated substantial improvements in efficiency and profitability, especially when model-based approaches are employed to enhance learning and decision making. A summary of the studies reviewed is presented in Table 2. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 9.




3.2. Power Grid Stability and Control


Many studies cover various aspects of grid stability and control based on advanced reinforcement learning techniques. Although data-driven techniques have been proven useful in many cases, there are a number of advantages to using model-based paradigms or at least incorporating some domain knowledge in the learning process, especially in this application. The analysis of grid stability and control is divided into many subdomains such as voltage control, frequency control, and reactive power control. Each of these has a specific and known structure of which the underlying physics may be rigorously modeled. This observation motivates many researchers to leverage this information and guide the learning process to accelerate it, resulting in a more robust and resilient model with increased generalization abilities. For instance, considering voltage control applications, study [63] focuses on examining load shedding control for large-scale grid emergency voltage control. The authors propose a derivative-free deep reinforcement learning algorithm named PARS, which uses the domain knowledge for voltage control problems to handle computational inefficiency and poor scalability RL algorithms. For evaluation and comparison, the IEEE 39-bus and IEEE 300-bus systems were used. The proposed method was compared to other algorithms as model predictive control and proximal policy optimization methods. From the results it is evident that PARS converges faster and is able to infer more complicated scenarios that require higher abilities of generalization. Another example concerning this application may be seen in [64], which focuses on a short-term voltage stability problem. In the paper, the authors propose a deep reinforcement learning framework, which acts in a simulation representing the behavior of the power grid for learning the policy. However, to deal with the high dimensionality of the system dynamics arising in a large-scale power system, they incorporate imitation learning at the beginning of the training. The results show a 97.5% reduction in samples and an 87.7% reduction in training time for an application to the IEEE 300-bus test system when compared to the baseline PARS. From a slightly different perspective, work [65] examines the challenges of fast voltage fluctuations in an unbalanced distribution system. This work proposes a model-free approach that incorporates physical domain knowledge, ultimately guiding the training process, thus combining the model-based and model-free approaches. Specifically, they use historical data in a supervised training process of a surrogate model to map the interaction between power injections and voltage fluctuations of each node. Following this, they aim to learn a control strategy based on the experiences acquired by continuous interactions with the surrogate model. The policy is designed by an actor–critic algorithm with slight modifications. Simulation results on an unbalanced IEEE 123-bus system are presented and compared to other methods including double deep Q-learning, stochastic programming, MPC, and deep deterministic policy gradient. On top of that, a different perspective on emergency voltage control is discussed in [66]. This article focuses on the new challenges that arise in offline emergency control schemes in power systems, highlighting adaptiveness and robustness issues. The authors propose a deep reinforcement learning framework, utilizing a Q-learning algorithm, to deal with the growing complexity of the problem. They model the environment using prior domain knowledge from system theory, thus aiding the training process to converge faster, thus extending the model’s ability to generalize. Furthermore, in this work, an open-source platform named Reinforcement Learning for Grid Control (RLGC) is designed to aid in the standardized framework for the development and benchmarking of DRL algorithms for power system control, which is an important step toward a unified evaluation platform. The model was assessed for its robustness, using different scenarios and various noise types in the observations. Finally, a few case studies are discussed, including a four-machine system and the IEEE 39-bus system. A different application concerning grid stability and control is microgrid management. Microgrids can enhance grid stability but can also introduce challenges in grid management. For instance, paper [67] considers a hybrid energy storage systems (HESS) control problem in a microgrid, with a photovoltaic energy production source along with a diesel generator. The low inertia inherent to the photovoltaic system may cause power quality disturbances if the charging and discharging process of the energy storage is unregulated. The authors propose an online reinforcement learning method based on policy iteration. In the design of the reward function, they leverage domain knowledge regarding possible voltage deviations, thus introducing stochasticity to the rewards the agent receives, which aids in handling the existing uncertainties caused by the intermittent energy sources. Moreover, a separate artificial network is used to estimate the nonlinear dynamics of the storage system based on the input and output measurements. The effectiveness of the method is evaluated through HIL experiments to assess performance on real hardware, where unpredicted challenges such as communication delay and measurement noises may appear. Continue this line of thinking, in another study presented in [68], the problem examined is the optimal control of off-grid microgrids, which satisfy the power demand mainly by renewable energy sources with the aid of energy storage systems. The researchers propose a model-based reinforcement learning algorithm, utilizing a variation of PPO. A comparison with a rule-based policy and a model predictive controller is made. The benchmark uses empirically measured data from a small village in Bolivia and emphasizes the improved performance this algorithm achieves over the other methods. Examining another aspect of grid stability and control, it is clear that optimal power flow planning plays a crucial role. In this application domain, various approaches were proposed. For instance, [69] analyzes a scenario with high-level penetration of intermittent renewable energy sources, which necessitates a rapid and economical response to the changes in the power system operating state. This study suggests a real-time optimal power flow approach using Lagrangian-based deep reinforcement learning, leveraging deep deterministic policy gradient for policy optimization. The action–value function is designed to include physical constraints to allow a safe and controlled learning process. In addition, the gradients for the quality estimation of the states is derived analytically instead of using a critic network. The evaluation is performed on an IEEE 118-bus system and compared with advanced methods such as the interior-point method, DC optimal power flow and a supervised learning method. A different approach may be seen in [70], which addresses safety considerations in a distribution network between interconnected microgrids against false data injection. They propose a reinforcement learning framework with multi-objectives, using an actor–critic algorithm, and incorporate various constraints based on a domain knowledge of the system into the training process, such as voltage and frequency stability considerations and power flow limitations. Simulations on open-source data are presented. Finally, studies employing model-based RL approaches for grid stability and control applications demonstrate the potential of these methods to enhance the reliability and resilience of power systems. By modeling the complex dynamics of the grid and predicting the impact of various control actions, model-based RL enables precise regulation of voltage, frequency, and power flows. This results in improved fault tolerance and the ability to handle fluctuations from renewable energy sources more effectively. As the integration of distributed energy resources and smart grids becomes more prevalent, model-based RL will be essential for maintaining grid stability and ensuring the efficient operation of future power networks. A summary of the studies reviewed is presented in Table 3. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 10.




3.3. Building Energy Management


In this subsection, we review several recent studies from the literature that utilize model-based reinforcement learning to manage energy usage in buildings. Managing the electricity consumption in buildings is essential to reduce peak demand and may assist in maintaining grid stability. Efficient power distribution and utilization by this type of consumer, especially when considering large-scale office buildings that sustain hundreds of offices, may substantially aid renewable energy integration and reduce carbon emissions. For example, article [73] develops a method for using DRL for energy management of heating, ventilation, and air conditioning (HVAC) optimal control. The proposed method is demonstrated in a case study on a radiant heating system. The authors use an “EnergyPlus” simulator to create a model of the building, and a soft actor–critic is used to train a DRL agent to develop the optimal control policy for the system’s supply water temperature set-point. Following this, a different study [74] focuses on utilizing a physics-based modeling method for building energy simulation, called a “whole building energy model”, in an HVAC optimal control problem. The authors use a deep deterministic policy gradient (DDPG) algorithm. By analyzing the real-life control deployment data, it was found that proposed method achieves 16.7% heating demand reduction with more than 95% probability compared to the old rule-based control. In a different approach, presented in [75], the authors implement a reinforcement learning algorithm for HVAC energy management. The model is trained offline over past data and simulated data by imitation learning from a differential MPC model. Next, they use online transfer learning with real-time data to improve performance utilizing a PPO agent. Results show a reduction in the HVAC system energy consumption, yet it maintains satisfactory human comfort on simulated data. Moreover, they show a reduction of about 16% in energy consumption when applying the proposed model to the aggregated real-world data. One analytic solution approach to optimal energy management in residential buildings is the MPC method, which incorporates prior knowledge about the system’s dynamics to develop a control policy iteratively. Study [76] focuses on mitigating the large overhead required for applying the MPC algorithm by proposing an approximate model utilizing machine learning techniques. They propose an easy implementation scheme of advanced control strategies suitable for low-level hardware by combining different multivariate regression, such as regression trees, and dimensionality reduction algorithms, such as PCA. The approach is demonstrated on a case study, in which the objective is to optimize temperature control in a six-zone building, modeled using a large state space and various disturbance types. The results indicate a great reduction in both implementation costs and computational overhead while preserving satisfactory performance. Taking this idea a step further, in [77], the authors introduce a combination of two control methods of reinforcement learning and MPC, called “RL-MPC”. The proposed algorithm can meet constraints and provide similar performance to MPC while enabling continuous learning and the possibility to deal with highly uncertain environments that the standard MPC cannot handle. When tested on a deterministic environment, the proposed algorithm achieves results as good as a regular MPC and outperforms it in a stochastic environment. In another related work [78], a new deep learning-based constrained control method inspired by MPC is introduced, called “Differentiable Predictive Control” (DPC). The proposed algorithm begins with a system identification using a physics-constrained neural state-space model. Next, a closed-loop dynamics model is obtained. From these learned dynamics, the model can infer the optimal control law. The results show that the DPC overcomes the main limitation of imitation learning-based approaches with a lower computational overhead. Looking from a different perspective, work [79] addresses an optimal control of dispatch in building energy management by coordinating the operation of distributed renewable energy resources to meet economic, reliability, and environmental objectives in a building. The authors use a parameterized Q-learning algorithm to achieve the optimal control of dispatch policy of the various power sources. The agent interacts with the environment which is model by an MPC algorithm, which provides the transition dynamics. The efficiency and effectiveness of the policy are demonstrated through simulation.



To summarize, in the domain of energy management for buildings, model-based RL approaches offer several benefits by optimizing heating, cooling, lighting, and other energy-intensive processes. These methods utilize detailed models of building dynamics and environmental conditions to predict energy consumption patterns and adjust control strategies accordingly. By doing so, they can reduce energy costs, improve occupant comfort, and decrease the environmental footprint of buildings. The growing emphasis on sustainable architecture and smart buildings underscores the importance of model-based RL in advancing energy-efficient building management solutions. A summary of the studies reviewed is presented in Table 4. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 11.




3.4. Electrical Vehicles


Model-based reinforcement learning methods are increasingly used in electric vehicle (EV) applications due to their ability to incorporate complex system dynamics and optimize long-term decision making. By leveraging detailed models of the environment, these methods can predict the impact of actions more accurately and optimize various aspects of EV operations, such as charging, cost management, and resource allocation. This section discusses several studies that utilize model-based RL approaches to enhance EV-related tasks, including power control, cost savings, pricing strategies, and navigation planning. One study presented in [83] addresses the optimal power control problem for fuel cell EVs, focusing on reducing hydrogen consumption. The vehicle’s speed and power demands are modeled as a discrete-time Markov chain, with parameters learned via Q-learning. Another paper [84] examines a cost-saving charging policy for plug-in EVs using a fitted Q-iteration algorithm to estimate usage and future costs. This approach shows a significant reduction in charging costs, ranging from 10% to 50%. Examining work [85], price reduction for EV charging is explored in another study, where a long short-term memory network predicts future prices. White Gaussian noise is added to the actions to prevent the model from settling at nonoptimal working points. A related study [86] focuses on increasing the profitability of fast charging stations (FCSTs) through dynamic pricing. This model predicts traffic flow and demand while scoring based on a user satisfaction model. Dynamic pricing is shown to increase the average number of EVs utilizing the FCSTs, improve user satisfaction, reduce waiting times, and boost overall profits. In the domain of navigation, one study [87] aims to provide an efficient charging scheme for urban electric vehicles. The article proposes a new platform for real-time EV charging navigation based on graph reinforcement learning, which utilizes a deep Q-learning agent. The platform’s main objective is to help EV owners decide when and where to charge, aiming to minimize charging costs and travel time. Case studies are conducted within a practical zone in Nanjing, China, and the authors verify based on simulation results the effectiveness of the developed platform and the solving method. Similarly, another study [88] addresses the navigation task using a network that extracts features from simulations and employs a deep Q-learning (DQL) agent to determine the optimal path, demonstrating performance comparable to known optimal solutions. Further, examining the work introduced in [89], a combined approach is taken in a study that involves planning charging needs a day in advance and making real-time charging decisions based on this plan. This model performs well, matching benchmarked results. Another paper, [90], deals with scheduling EV charging in a power network that includes PV production. It uses a nodal multi-target (NMT) model to ensure that actions are valid (e.g., not charging an EV that does not need it), resulting in improved charging scheduling, faster convergence, and lower costs, which are assessed through simulation. Finally, work [91] examines charging control from the three perspectives of the user, the power distribution network, and the grid operator. The model’s actions are stochastic, normally distributed with parameters generated by a deep RL model. Each EV is managed by a separate RL model, with a global model coordinating all individual models. The use of this federated approach yields better results than state-of-the-art models. In summary, these studies illustrate the significant potential of model-based RL methods to enhance various aspects of EV management, offering promising solutions for optimizing power control, reducing costs, and improving overall efficiency. By incorporating detailed models of the environment, these approaches can effectively handle the complexities of EV operations, leading to better outcomes for both users and service providers. A summary of the studies reviewed is presented in Table 5. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 12.




3.5. Energy Storage Management


Model-based reinforcement learning methods are increasingly being recognized as essential tools for optimizing energy management in systems that integrate renewable energy and energy storage. These methods enable precise control and decision making by leveraging models that capture the dynamics of the environment, leading to improved efficiency and sustainability. In particular, the application of model-based RL to energy storage management is crucial, as it not only enhances the efficiency of energy usage but also plays a pivotal role in stabilizing the grid and supporting the integration of renewable energy sources. Thus, this section covers various studies that utilize advanced model-based RL approaches to optimize energy management in various storage device applications. The papers collectively present advanced methods for optimizing energy management in various systems, including residential settings, industrial parks, and hybrid vehicles, focusing on integrating renewable energy and energy storage systems. For instance, paper [92] introduces a model-based control algorithm that optimizes photovoltaic power generation and energy storage under dynamic electricity pricing, using convex optimization and reinforcement learning to improve cost savings. Another study discussed in [93] develops an optimization model for energy management in large industrial parks, employing deep deterministic policy gradient, greedy algorithms, and genetic algorithms to manage energy storage and consumption, addressing the variability of renewable energy sources. In the context of hybrid electric vehicles (HEVs), several papers explore reinforcement learning techniques, such as Q-learning, Dyna, and Sarsa, to optimize fuel efficiency and energy management. These approaches integrate transition probability matrices and recursive algorithms to dynamically adjust control policies based on real-time driving data, significantly improving fuel economy and adaptability compared to traditional methods [94,95,96]. Additionally, one study specifically focuses on minimizing battery degradation costs in battery energy storage systems (BESSs) for power system frequency support, using a deep reinforcement learning approach with an actor–critic model and deep deterministic policy gradient [97]. Another paper introduces an adaptive control strategy for managing residential energy storage systems paired with PV modules, enhancing grid stability and reducing electricity costs through advanced forecasting techniques and a two-tier control system [98]. In a related study, a comprehensive energy consumption model for tissue paper machines is developed using machine learning techniques, with XGBoost identified as the most effective method for optimizing electricity and steam consumption [99]. Further, study [100] presents a near-optimal storage control algorithm for households with PV systems integrated into the smart grid, utilizing convex optimization to manage battery charging and discharging based on dynamic pricing. This approach reduces household electricity expenses by up to 36% compared to baseline systems, highlighting significant advancements in smart energy management. These papers demonstrate the potential of integrating advanced control algorithms, machine learning, and optimization techniques to enhance energy efficiency and operational performance across a range of applications. In summary, these studies illustrate the great interest of researchers, who are trying to employ model-based RL approaches in optimizing energy storage management across diverse applications. By effectively incorporating environmental dynamics and leveraging predictive modeling, these methods achieve superior performance in cost reduction, system efficiency, and resource utilization. As the demand for sustainable energy solutions grows, model-based RL will continue to play a crucial role in advancing smart energy management and supporting the integration of renewable energy into modern power systems. A summary of the studies reviewed is presented in Table 6. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 13.




3.6. Prominent Trends


Reviewing Table 2, Table 3, Table 4, Table 5 and Table 6, it is clear that model-based reinforcement learning has shown considerable potential across various domains in energy management, with each application showcasing unique trends and challenges. In power grid stability, particularly voltage control, there is a noticeable trend towards using continuous state spaces and stochastic policies as presented in Figure 14. Conversely, applications like electric vehicle charging schedules often employ discrete state spaces with deterministic policies due to the unpredictable nature of influencing factors such as weather conditions and driver behavior. These discrepancies underscore the challenge of achieving perfect knowledge of the environmental dynamics, often leading to suboptimal policies produced by RL models. The complexity in modeling these systems highlights the need for adaptive and robust model-based RL methods that can handle such uncertainties. Moreover, the distribution of the different algorithms among the different applications for this paradigm in the reviewed papers is depicted in Figure 15. Another point worth mentioning is the clear standardization for the domain of voltage control. This further emphasizes the dire need for standardized tools to conduct qualitative evaluations and promote extensive, in-depth research of new methods and algorithms for various optimal control problems. In energy management for buildings, one might expect similarities with residential energy management due to apparent similarities in the objectives. However, empirical evidence suggests that even different households may require entirely different policies, highlighting the variability in dynamic models. For example, the energy consumption patterns of a person living in a small apartment can vary dramatically depending on their work schedule. The person’s consumption could differ significantly week to week if their shift times change. This variability makes it nearly impossible to model consumption profiles accurately ahead of time, thereby necessitating RL algorithms capable of dynamically adapting to these changes. Consequently, model-based RL approaches for building energy management need to be flexible enough to account for diverse and evolving consumption patterns. Most research in energy management for buildings focuses on optimizing the same objective: reducing energy costs while maintaining comfort. While these are crucial considerations, several underexplored applications could benefit from RL. For instance, integrating demand response programs into building energy management systems could enhance grid stability by adjusting demand in real time based on grid conditions. Another promising area is the integration of renewable energy sources, such as solar panels, into building energy management systems, requiring RL algorithms to manage intermittent supply while ensuring energy efficiency and stability of the power grid. Additionally, using buildings as energy reservoirs and supplying necessary electricity in an emergency event may be another area where model-based RL could provide substantial benefits. These applications highlight the need for further exploration and innovation in applying model-based RL to the multifaceted challenges of energy management.





4. Model-Free Paradigms


We now turn our attention to model-free paradigms. In contrast to model-based paradigms, model-free paradigms utilize only statistical data to shape an optimal control policy without considering any information about the model physics or dynamics. Naturally, such methods rely on aggregated data and are useful when the dynamical model under consideration is too complicated to learn, as is often the case. Therefore, such methods are increasingly used in power system optimal control problems and are gaining popularity in recent years. Moreover, these methods can address high-dimensional state and action spaces in power system control through various strategies that reduce complexity and improve learning efficiency. One approach is to use deep neural networks, e.g., deep Q-networks or policy gradient methods, as function approximators to capture the complex relationships between states and actions, enabling the RL agent to operate in high-dimensional spaces. Techniques such as convolutional neural networks or recurrent neural networks can further exploit spatial and temporal correlations, respectively, thereby reducing the effective dimensionality [105]. Another approach is to leverage dimensionality reduction techniques, such as principal component analysis or autoencoders, to create compact representations of the state space [106]. Similarly, hierarchical reinforcement learning can decompose complex control tasks into subtasks, simplifying the action space by learning high-level policies that coordinate simpler, low-level policies [107]. These methods can help face the challenges of large state–action spaces, improving both training efficiency and policy effectiveness in high-dimensional settings such as those arising in power system control problems. Another important aspect when considering model-free RL solutions is the choice of exploration strategy, which may impact the quality of the learned control policies in power systems. For instance, the widely used epsilon-greedy strategy balances exploration and exploitation by randomly selecting actions with a small probability, thus reducing the chances that the agent gets trapped in a local optimum. However, in high-dimensional action spaces, this approach may lead to inefficient exploration, as random actions are less likely to yield meaningful outcomes. More advanced strategies, such as entropy regularization, promote exploration by encouraging the policy to maintain a certain level of stochasticity, which can be particularly useful in power system control, where diverse strategies are needed to handle varying grid conditions. Other approaches, such as UCB-based methods [108], for example, prioritize actions with high uncertainty, leading to more systematic exploration. The effectiveness of these strategies depends on the specific control task, as overly aggressive exploration can cause instability in sensitive power systems, while insufficient exploration may prevent the agent from discovering optimal control policies. For extended discussion regarding exploration strategies, refer to [109]. A possible drawback of these methods is their need for large amounts of data or simulations to learn effective policies, which can be a limitation in power system control where real-world data may be scarce or costly to obtain. However, certain strategies can improve learning abilities from limited data. For example, data augmentation techniques and experience replay can be used to reuse historical data, effectively increasing the dataset size and stabilizing the learning process [19]. Offline RL methods can leverage previously collected data without the need for additional online exploration. Additionally, transfer learning and domain adaptation techniques allow agents to transfer knowledge from related tasks or simulations, reducing the need for extensive new data [110]. These methods are particularly useful in power system control, where simulating all possible grid states is computationally intensive, but successful knowledge transfer can still enable policy learning in new environments [111]. Nonetheless, the challenge remains in ensuring that the learned policies generalize well to unseen conditions without overfitting to the limited available data.



The readers may note that we repeat here the same applications as above to provide comparisons and to draw conclusions regarding the differences, advantages, and disadvantages of each approach.



4.1. Energy Market Management


Model-free reinforcement learning methods have gained attention in energy market management due to their ability to handle complex, decentralized systems without requiring a model of the environment. These techniques are particularly valuable in situations where the system dynamics are difficult to model or are constantly changing, allowing the RL agent to learn optimal strategies directly from interactions with the environment. Model-free RL approaches, such as deep deterministic policy gradient and others, have shown promise in various energy market applications. One use case, for example, is in the management of decentralized energy systems. For instance, in paper [112], the authors demonstrate the effectiveness of a model-free RL approach in optimizing multi-energy systems in residential areas, reducing energy costs without the need for a predefined environmental model. Work [113] addresses the optimization of local energy markets using reinforcement learning through the Autonomous Local Energy Exchange (ALEX) framework, which combines multi-agent learning and a double auction mechanism. They found that weak budget balancing and market truthfulness are essential for effective learning and market performance. ALEX-based pricing improved demand response functionality and reduced electricity bills by a median of 38.8% compared to traditional net billing, showcasing the efficiency of this approach. Examining study [114], a new method for optimizing energy trading is proposed. They focus on local markets and perform the optimization using a modified Erev–Roth algorithm for agent bidding strategies. Simulations showed improved self-sufficiency and reduced electricity costs through demand response and peer-to-peer trading. Furthermore, the authors of [115] focus on optimizing real-time bidding and energy management for solar–battery systems to reduce solar curtailment and enhance economic viability. They developed a model-free deep reinforcement learning algorithm (AC-DRL) using an attention mechanism and multi-grained feature convolution to make better-informed bidding decisions. The results showed that AC-DRL significantly outperforms traditional methods, reducing solar curtailments by 76% and increasing revenue by up to 23%. Considering a different context, for example, when examining [116], the researchers aim to enable community-based virtual power plants (cVPPs) to quickly deliver ancillary services to the grid by developing a decision-making model that minimizes cVPP operation costs, which is then formulated as a partially observable Markov game. The results from the numerical simulations show that the proposed method allows cVPPs to autonomously formulate energy bidding and management strategies without needing access to other cVPPs’ private information. From a different perspective, paper [117] also focuses on the challenge of integrating distributed energy resources in the grid and their implications on energy trading in local markets. The authors propose a new market model to coordinate between the distributed sources, which represent the environment, and explore a model-free prosumer-centric coordination approach through a multi-agent deep reinforcement learning method. Case studies in a real-world setting validate that the proposed market design demonstrates its effectiveness and show a comparison to other methods. Another work that considers energy trading applications in a peer-to-peer setting is [118]. In this study, the authors consider a newly emerging trend of consumer-to-consumer trading that redesigns local energy markets. This form of trading diversifies the energy market ecosystem and can be used to further support grid stability, although it introduces additional uncertainty to energy trading strategies. The researchers present a Markov Decision Process formulation for this market model and analyze beneficial trading strategies using multi-agent reinforcement learning methods that rely on a data-driven approach. The proposed model is evaluated using simulation, and the results are discussed to highlight the benefits and disadvantages of the method. Energy markets in microgrids are also an interesting subapplication since they can detach themselves from the grid at any time, making them a highly uncertain environment for planning. For example, in work [119], their objective is to achieve distributed energy scheduling and strategy making in a double auction-based microgrid. To address this issue, a multi-agent reinforcement learning approach is adopted. The authors propose an optimal equilibrium selection mechanism to improve performance of the model and enhance fairness, execution efficiency, and privacy protection. Simulation results validate the capabilities of the proposed method. To continue this line of thinking, paper [120] uses multi-agent reinforcement learning to control a microgrid in a mixed cooperative and competitive setting. The agents observe energy demand, changing electricity prices, and renewable energy production. Based on this information, they decide upon storage system scheduling to maximize the utilization of the renewables and reduce the energy costs when purchasing from the grid. The evaluation is performed in two settings: single and multi-agent. In the multi-agent setting, the researchers design the individual reward function that each agent receives by leveraging the concept of marginal contribution to better assess how the agents’ actions impacted the joint goal of reducing energy costs. Another paper that considers energy trading in microgrids is [121]. Here, they present an online reinforcement learning approach that is base on imitation learning to mimic a mixed-integer linear programming (MILP) solver. The proposed method is compared to an agent that learns the policy from scratch and to a Q-learning agent. Numerical simulations on both simulated and real-world data highlight the performance advantage of the proposed approach as compared to a few other methods. In conclusion, model-free RL approaches offer flexibility and adaptability, making them well suited for managing decentralized and multi-agent systems in the energy market. Their ability to optimize complex systems without a predefined model opens up new possibilities for advancing real-time decision making in dynamic energy environments. A summary of the studies reviewed is presented in Table 7. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 16.




4.2. Power Grid Stability and Control


Despite the remarkable achievements of model-based reinforcement learning paradigms, in many power system applications, particularly in optimal control problems of power grid stability and management, it is impossible to acquire a perfect knowledge of the system dynamics. As a results, data-driven methods leverage statistical learning to produce optimal control policies without any knowledge of the system, instead relying solely on aggregated data. For example, examining the same task of voltage control regulation, paper [126] implements an autonomous control framework, “Grid mind”, for voltage control and the secure operation of power grids. The authors use a deep Q-network and deep deterministic policy gradient and feed the model with the current system conditions detected by real-time measurements from supervisory control and data acquisition or phasor measurement units. A case study on a realistic 200-bus test system is demonstrated. Alternatively, work [127] focuses on the management of active distribution networks, which face frequent and rapid voltage violations due to renewable energy integration. In the work, they propose a fast control of PV inverters. To achieve this, they partition the existing network into subnetworks based on voltage reactive power sensitivity. Next, the scheduling of PV inverters is presented as a Markov game. The policy is learned in a multi-agent setting, where the agents use a soft actor–critic algorithm. Each subnetwork is represented as an agent. The framework in which the agents operate is a cooperative game, so the agents are trained in a centralized manner, but they also rely on local observations for quick response. To show the effectiveness of the method, various comparative tests with different benchmark methods were performed, such as stochastic programming and several others, on IEEE 33- and 123-bus systems and a 342-node low-voltage distribution system. To continue this line of thinking, consider study [128], which discusses autonomous, real-time voltage control for economic and safe grid operation. The paper laid the foundation for “Grid mind”, which was further extended in [126] to include the continuous state space. Here, the researchers proposed a deep Q-learning algorithm to effectively learn the voltage corrections required for grid stabilization. They tested the proposed method on the standard IEEE 140-bus system with various scenarios and voltage perturbations. As was previously mentioned, power grid stability and control has many aspects. So, if we continue our analysis of the literature in this domain of research, frequency control is another widely discussed problem. For instance, consider the following paper [129], which addresses power system stability margins and especially is interested in poorly damped or unstable low-frequency oscillations. The authors aim to propose a reinforcement learning framework to effectively control these oscillations in order to ensure the stability of the system’s operation. They design a network of real-time closed-loop wide-area decentralized power system stabilizers. The data are measured by comparative tests with different benchmark methods on IEEE 33- and 123-bus systems and a 342-node low-voltage distribution system as the demonstration system, and they are processed by a set of decentralized “stability” agents, implementing a variation of a Q-learning algorithm. Finally, a Matlab simulation is designed to assess the performance of the method. Moreover, in work [130], they address the problem of frequency regulation in emergency control plans. The writers begin with a model that is designed for limited emergency scenarios utilizing a variation of a Q-learning algorithm and train it offline. Next, they use transfer learning and extend the generalization ability by using a deep deterministic policy gradient (DDPG) algorithm. They employ this system online to learn near-optimal solutions. Using Kundur’s 4-unit-13 bus system and the New England 68-bus system, they verify the capabilities of the proposed schemes. The integration of renewable energy and the latest technological advancements have increased the phenomena of microgrids, which can detach at any time from the main grid, causing malfunctions and jeopardizing its standard operation. This has given rise to a new sort of optimal control problem concerning power grid stability and domain. The literature contains many studies that investigate this problem but the studies have different objectives, emphasizing the many variables that need to be considered when managing microgrid formations and the great complexity they introduce into the system. Namely, work [131] inspects a network of interconnected microgrids that can share power with each other, called a multi-microgrid formation, and aim to propose a control policy for the power flow to enhance power system resilience. They propose a deep reinforcement learning scheme based on a double deep Q-learning algorithm, with a CNN for effective learning of Q-values. The authors evaluate the performance of the proposed scheme using a 7-bus system and the IEEE 123-bus system with different environmental conditions. Furthermore, in study [132], the researchers are also interested in the control and management of the multi-microgrid setting, only here they underscore the distribution system operator perspective, whose target is to reduce the demand-side peak-to-average ratio (PAR) and to maximize the profit from selling energy, along with protecting the users’ privacy. The microgrids are modeled without direct access to users’ information, and the retail pricing strategy via a Monte Carlo method is based on prediction. Consequently, to evaluate and compare the proposed framework, the authors use simulation and run a few conventional methods to assess the behavior of the model under uncertainty conditions, where there is only partial information. Another core subapplication that has to be mentioned in the context of power grid stability and control is the management of the power flow. This involves the balancing of supply and demand to prevent grid overloads and maintain stability. There is a need to optimize the dispatch of power from various sources, including renewable energy and storage systems, to ensure efficient power distribution and minimize losses. Dynamically adjusting the division of the power flow helps enhance system resilience against disturbances, reduce the risk of blackouts, and improve overall grid reliability. In the analysis suggested in [133], they highlight the importance of fast and accurate corrective control actions in real time of the power flow to ensure the system security and reduce costs. The authors propose a method to derive real-time alternating current (AC) optimal power flow (OPF) solutions when considering the uncertainties induced by varying renewable energy sources’ incorporation in the system and topological changes. They suggest a deep reinforcement learning framework, using a PPO agent, to assist grid operators. They validate the proposed scheme on the Illinois 200-bus system with wind generation variation and topology changes to demonstrate its generalization ability. An additional study concerning the optimal power flow can be viewed in [134]. Here, the objective is to analyze the optimal power flow of the distribution network embedded with renewable energy sources and storage devices. The analytical problem is formulated as a Markov Decision Process, and a PPO agent is trained. Using offline statistical learning on historical data and a stochastic policy, the authors aim to reduce prediction error and address the uncertainty of the environment. A comparative evaluation to double deep Q-learning and stochastic programming methods is performed, assessing the capabilities of the proposed framework. In essence, model-free RL methods have proven to be highly effective for grid stability and control applications by learning optimal control policies through direct interaction with the grid environment. These approaches are particularly advantageous in scenarios where system dynamics are too complex or unpredictable to model accurately. By continuously adapting to changing conditions and unforeseen disturbances, model-free RL can enhance grid stability, manage load balancing, and support the integration of intermittent renewable energy sources. As power systems become more decentralized and dynamic, model-free RL will play a crucial role in ensuring reliable and stable grid operation. A summary of the studies reviewed is presented in Table 8. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 17.




4.3. Building Energy Management


A few factors contribute to the development of statistical learning methods for energy management in buildings. First, the high dimension of the data imposes complicated dynamics, which are hard to model precisely, leading to suboptimal policies produced by model-based algorithms. Moreover, smart grids and smart metering devices, along with other technological advancements for aggregating and measuring data, provide further motivation for the utilization of data-driven methods. In this subsection, we review recent studies from the literature dealing with model-free reinforcement learning solutions to manage energy in buildings. Examining an HVAC application, in [137], the study addresses the problem of optimal control for building HVAC systems. The proposed method is based on a Q-learning algorithm and is validated with the measured data from a real central chilled water system. The authors present a comparative evaluation with the basic controller, showing a conservation of 11% of the system’s energy in the first applied cooling season in comparison to the old rule-based method that was used until then. Alongside this, in [138], the paper addresses both demand response (DR) and HVAC problems. It focuses on optimizing the demand response problem while maintaining comfort in residential buildings. The authors develop a two-stage global and local policy search method. This method enhances the produced policy of the PPO algorithm, which is applied next. The method uses zero-order gradient estimation to search for the optimal policy globally, for which the objective must undergo a smoothing filtering. Next, the obtained smoothed policy undergoes the opposite procedure, and then it is fine-tuned locally to bring the first-stage solution closer to that of the original unsmoothed problem. Experiments on simulated data show that the learned control policy outperforms many existing solutions. A different perspective on encountering both demand response and residential comfort objectives in energy management schemes of buildings is discussed in [139]. The authors aim to propose a cost-effective automation system that can be widely adopted to utilize in buildings, which may be prominent energy consumers, in demand response programs. Existing optimization-based smart building control algorithms suffer from high costs due to building-specific modeling and computing resources. To tackle these issues, the paper proposes a solution using reinforcement learning, specifically an actor–critic agent. Simulations are performed with different settings, each representing a building with a different occupancy pattern. Results of the study suggest another approach for increasing the return for commercial buildings that participate in DR programs. Another DR and HVAC solution approach is suggested in [140], where they address the demand-side scheduling in a residential building to reduce electricity costs while maintaining resident comfort. The schedule optimization is performed online, and it is controlled by a deep reinforcement model, combining deep Q-learning and deep policy gradient algorithms. The proposed approach was validated on the large-scale Pecan Street Inc. database, and it includes multiple features that hold information about photovoltaic power generation, electric vehicles parked in the building’s parking lot, and various building appliances. Moving forward, in [141], the authors develop a data-driven approach based on deep reinforcement learning, using a Q-learning agent, to address scheduling problem of HVAC systems in residential buildings. The main objective of the work is to reduce energy costs. To assess the performance of their algorithm, the writers performed multiple simulations using the “EnergyPlus” tool. Experiments demonstrate that the proposed method shows a noticeable reduction in energy costs when compared with the traditional rule-based technique while still satisfying the required comfort conditions. Similarly, in [142], the main objective is to reduce energy costs of an HVAC system in a commercial building with the consideration of the changing occupancy pattern, which introduces uncertainty. They describe a Markov game formulation to represent the energy cost minimization, and then they devise an RL-based algorithm in a multi-agent framework that leverages an attention mechanism to avoid the need for any prior knowledge of the thermal dynamics. Experiments on real-world data show the effectiveness, robustness, and scalability of the proposed algorithm. Continuing the same line of thinking, ref. [143] addresses a similar problem. In this case, the authors propose a different technique which relies on a deep Q-learning method and utilizes weather forecasting data. The proposed method is called “WDQN-temPER”, and it consists of a combination of the deep Q-network algorithm together with a gated recurrent unit model, which predicts the future outdoor temperature, and its output is used as a state variable in the RL model. They experimentally demonstrate in “EnergyPlus” software [144] with simulated data that their proposed model outperforms a rule-based baseline model in terms of HVAC control, with energy savings of up to 58.79%. Moreover, paper [145] approaches the HVAC problem by optimizing a cost minimization function that jointly considers the energy consumption of the HVAC and the occupants’ thermal comfort. In the study, the authors propose a model that consists of two submodules. The first one is a deep feed-forward neural network for predicting the occupants’ thermal comfort, and the second one is a deep deterministic policy gradient algorithm for learning the optimal thermal comfort control policy. The environment is simulated under different conditions to evaluate the performance under different settings, and the proposed method indeed shows improved results when compared to the previous rule-based algorithm. Combining energy management alongside with residential comfort objectives, the researchers who conducted study [146] consider a multi-objective control problem of energy management in a residential building while trying to optimize occupant comfort, energy use, and grid interactivity. They try to utilize an efficient RL control algorithm based on a PPO agent. They address a few major drawbacks associated with RL models, including the need for large training data, long training time, and unstable behavior during the early training process where the emphasis lies on exploration actions, which makes it infeasible for real-time application in building control tasks. To address this issue, imitation learning is used along with reliance on a policy transferred from a reliable rule-based model to guide the agent in the first crucial stages. This approach showed high performance and fast running time in comparison to some rule-based models under simulated data. Moreover, this technique prevented successfully the unstable early exploration behavior. When considering multi-energy system (MES) control applications, refer to integrated systems that combine multiple forms of energy (such as electricity, heat, and gas) to optimize their generation, storage, and consumption. By leveraging the synergies between different energy carriers, MESs aim to improve overall efficiency, reliability, and sustainability in energy management. For instance, in work [112], they minimize the MES cost by optimizing the scheduling of the MES. Their solution finds an optimal energy usage for the MES. They introduce DDPG, a deep deterministic policy gradient, with a prioritized experience replay strategy for improving sample efficiency, which does not rely on knowledge about the system or any statistical knowledge from forecasting. A different perspective is presented in paper [147], which addresses both electric water heater management and DR. Here, the authors harness electric water heaters for energy storage in buildings to address the residential demand response control problem. In the work, they propose a reinforcement learning method, using an autoencoder network and fitted Q-iteration algorithm to handle the stochastic and nonlinear dynamics of the electric water heaters. From the experimental results, the proposed method showed a reduction in the total cost of energy consumption of the electric water heater by 15% when compared to the old rule-based method. In conclusion, for energy management in buildings, model-free RL methods offer a flexible and adaptive solution by learning from real-time energy consumption data and occupant behavior patterns. Without needing a predefined model of the building’s dynamics, these methods can autonomously adjust energy usage to optimize for cost savings and comfort. This makes them particularly suitable for managing the energy demands of smart buildings, which may have complex interactions and varying usage patterns. As the adoption of smart building technologies increases, model-free RL will be key to enabling efficient and responsive energy management strategies. A summary of the studies reviewed is presented in Table 9. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 18.




4.4. Electrical Vehicles


Model-free reinforcement learning methods are also increasingly crucial in electric vehicle (EV) applications due to their ability to learn and adapt to dynamic environments without requiring explicit models of the system dynamics. These methods offer promising solutions to various challenges associated with EV charging and energy management, optimizing performance while reducing computational complexity. This review highlights several studies that showcase the effectiveness of different RL algorithms in enhancing EV-related tasks, such as charging time minimization, cost reduction, and real-time scheduling. For example, in study [153], the authors aim to minimize EV charging times using a deep learning method, achieving a charging time reduction of 60% compared to the best classical methods available. In another work [154], the objective is to reduce operative costs. The researchers leverage a deep reinforcement algorithm, using a deep Q-learning agent, to optimize the utilization of photovoltaic systems and battery storage. This model proves to be more effective than simpler DQL models by reducing costs by 15% and increasing the utilization rate of PV by 4%. Furthermore, a different perspective on real-time pricing and scheduling control for charging stations is explored in paper [155]. In the work, the authors apply the SARSA algorithm, which demonstrates higher profitability for charging stations while maintaining low average charging prices. This approach also offers computational efficiency compared to other advanced algorithms, which are presented in the evaluation section. Examining the work discussed in [156], they are also interested in cost reduction as their main objective and try to optimize costs using a genetic algorithm. The proposed model is utilized to determine optimal charging fees, framing the problem as a bi-level optimization involving both power distribution and urban transportation networks. Although this model performs well in smaller networks, it has some limitations in when applied to larger-scale settings. Another approach presented in study [157] introduces a dynamic pricing model that integrates quality-of-service considerations. Using an actor–critic model, this method achieves results comparable to dynamic programming solutions but with significantly faster computation times. In contrast, concerning the optimal control problem that arises from EV charging schedules, work [158] applies a deep Q-learning model to decide which EVs to charge based on known departure times and energy demands. Tested on real-world data, this model outperforms uncontrolled scenarios by up to 37% and approaches optimal performance, though it struggles with scalability over long time frames. Examining the work [159], the authors aim to suggest an optimal battery management policy to allow for longer ranges and battery preservation. They design a simplified car model and utilize a DQL agent for action selection, combined with model predictive control (MPC) for actual control, showing slight improvements in range and battery usage, particularly in challenging driving conditions like uphill driving. A separate study, presented in [160], has objectives to increase photovoltaic self-consumption and EV state of charge at departure. The study compares three deep reinforcement learning (DRL) models, including DDQN, DDPG, and parameterized DQN, with model predictive control for simple charging control involving building energy needs and PV utilization. While these DRL models perform well concerning time efficiency, their performance is similar to that of rule-based control methods in the sense of finding the optimal point that satisfies the trade-off between the available PV surplus, after answering the building demands, and the available charge capacity in the EV battery. Additionally, a demand response scheme is analyzed in work [161]. Here, the main focus lies on which devices to turn on to stabilize the grid in terms of power conservation while keeping user satisfaction in mind. This model ranks devices based on priority and measures total dissatisfaction scores, balancing demand management with user preferences. Lastly, referring to work [162], a simple energy management scenario involving appliances like air conditioners, washing machines, and energy storage systems is analyzed. Using weather forecasts and a Q-learning agent, the model achieves a 14% reduction in electricity costs under dynamic pricing scenarios. Overall, these studies highlight the versatility and potential of model-free RL methods in EV applications, offering substantial improvements in operational efficiency, cost-effectiveness, and computational simplicity. A summary of the studies reviewed is presented in Table 10. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 19.




4.5. Energy Storage Management


Model-free reinforcement learning methods are becoming increasingly important for energy storage management due to their ability to learn optimal policies directly from interactions with the environment without requiring explicit models of system dynamics. These approaches offer flexibility and adaptability in complex and uncertain energy management scenarios, making them highly suitable for integrating renewable energy sources and enhancing grid stability. By leveraging real-time data and continuously improving their decision-making strategies, model-free RL techniques can optimize energy usage, reduce costs, and manage storage systems more effectively, addressing the challenges of modern energy systems. The papers collectively explore advanced control and optimization techniques across energy systems, microgrids, and hybrid vehicles, using methods such as deep reinforcement learning and Particle Swarm Optimization (PSO). Consider, for example, paper [97], which introduces an Adaptive Deadbeat (ADB) controller, optimized with PSO, for managing frequency stability in Scottish power systems with high renewable energy penetration, showing superior performance over traditional controllers. Another study [163] presents a DRL-based framework for optimizing battery energy storage arbitrage, incorporating a lithium-ion battery degradation model and a hybrid CNN-LSTM architecture to predict electricity prices. This model improves profitability and manages battery health efficiently. Further research, such as [164], employs double deep Q-learning to optimize community battery energy storage systems within microgrids, reducing bias and stabilizing learning, particularly under fluctuating market conditions. Alternatively, in work [165], a Q-learning-based strategy is also introduced for optimizing community battery storage, utilizing an enhanced epsilon-greedy policy to balance exploration and exploitation, optimizing performance in both grid-connected and islanded modes. In another paper [166], the objective is to propose a trading policy in the energy market to incentivize private producers that use renewable energy sources to participate fairly in the energy trading market. The authors tailor a DRL model for modeling prosumer behavior in local energy trading markets using a modified deep Q-network technique, enhancing learning through experience replay. Examining another application, in the study presented in [167], an actor–critic architecture enhanced by deep deterministic policy gradient is employed to optimize battery energy storage systems (BESSs) for power system frequency support, minimizing operational costs while maintaining stability. Looking at a different perspective, paper [168] introduces a multi-agent DRL method for optimizing energy management in microgrids, where agents share Q-values to achieve correlated equilibrium, significantly enhancing profitability. Additionally, in study [163], the authors propose a DRL with a noisy network approach to optimize battery storage arbitrage, combining CNN-LSTM for market forecasting and balancing financial gains with long-term operational costs. Moreover, study [169] employs a deep Q-network for dynamic energy management, integrating real-time data to minimize operating costs and ensure stable microgrid operation. Finally, work [170] integrates Markov chain models with reinforcement learning to optimize energy management in hybrid vehicles, demonstrating significant improvements in energy efficiency. In summary, these studies highlight model-free RL approaches in optimizing energy storage management across various applications, from residential settings to large-scale industrial systems. By learning directly from the environment, these methods can adapt to changing conditions and uncertainties, offering robust solutions for enhancing energy efficiency and cost-effectiveness. As model-free RL techniques continue to evolve, they hold significant potential for advancing sustainable energy management and supporting the integration of renewable energy sources into the grid. The distribution of the different algorithms in the reviewed papers for this application is depicted in Figure 20.




4.6. Prominent Trends


Reviewing the summaries presented in Table 7, Table 8, Table 9, Table 10 and Table 11, it is clear that model-free reinforcement learning has shown considerable promise across various domains, with each application showcasing unique trends and challenges. In power grid stability, particularly voltage control, there is a noticeable trend towards using stochastic policies. This approach leverages the simple underlying statistics that are inherent to these control problems. Conversely, applications like electric vehicle charging schedules often employ discrete state spaces with deterministic policies, as may be viewed in Figure 21, due to the complex statistical relations and due to the unpredictable nature of influencing factors such as weather conditions and driver behavior. In addition, the distribution of the different algorithms among the different applications for this paradigm in the reviewed papers is depicted in Figure 22. These discrepancies underscore the challenge of statistical learning when the uncertainty of the environment is high, often leading to suboptimal policies produced by model-free RL models. This complexity in the underlying statistical information highlights the need for flexible model-free RL methods that can generalize well under such uncertainties. Another point worth mentioning is the clear standardization for the domain of voltage control. As above, this further emphasizes the dire need for standardized tools to conduct qualitative evaluations and promote extensive, in-depth research of new methods and algorithms for various optimal control problems. Furthermore, it is clear that in order to learn such complicated statistical relations, there is a need for large-scale amounts of data. Currently, this is a major challenge in many domains of power systems, since the technological advances that allow data metering and aggregation are relatively new, and incorporating them into existing systems not only poses a major technological challenge but also subjects the power grid to security threats. In energy management for buildings, one might expect similarities with residential energy management due to apparent similarities in objectives. However, empirical evidence suggests that even different households may require entirely different policies, highlighting the variability in dynamic models. For example, the energy consumption patterns of a person living in a small apartment can vary dramatically depending on their work schedule. This variability makes it nearly impossible to learn and predict consumption profiles accurately ahead of time, thereby necessitating model-free RL algorithms capable of dynamically adapting to these changes. Consequently, model-free RL approaches for building energy management need to be flexible enough to account for diverse and evolving consumption patterns. Due to the rising complexity of optimal control problems in the power systems field of research and the high dimensions of these problems, statistical learning emerges as a powerful and promising tool. Hence, there is a need for further exploration and innovation in applying model-free RL to the multifaceted challenges of energy management.





5. Comparison and Discussion


Generally speaking, based on Section 3, model-based reinforcement learning methods have the potential to outperform model-free methods in power system control problems when accurate system models are available and computational resources are sufficient. This is because model-based methods explicitly incorporate system dynamics, enabling more efficient policy learning with fewer interactions. Additionally, for tasks requiring long-term planning, such as energy storage scheduling, model-based methods may utilize model behavior predictions to plan over extended horizons. However, their performance hinges on the accuracy of the system model; thus, if the model is overly simplified or does not match sufficiently with reality, the policies may degrade and become unreliable. In these cases, statistical learning may be used, possibly resulting in more accurate solutions as discussed in Section 4. Furthermore, when considering the complexity aspect of power system control problems, in some scenarios, model-free methods may be more computationally intensive during training due to the need for extensive trial-and-error interactions with the environment, especially when dealing with complex, high-dimensional power system control tasks. However, once trained, they are typically faster to deploy since the learned policy is directly used without further computation. In contrast, model-based methods require significant computational resources for constructing and updating the system model, performing model rollouts, and planning during both training and deployment phases. This can become a bottleneck when scaling to large power systems with extremely large numbers of states and actions or when using complex nonlinear models. Nonetheless, model-based methods often require fewer environment interactions, making them more sample-efficient and scalable when the cost of real-world data acquisition is high. Therefore, the trade-off between model-free and model-based methods often depends on the specific application, the available computational resources, and the feasibility of obtaining an accurate system model. In this light, there is a great potential in developing hybrid approaches that combine model-based and model-free reinforcement learning methods. It can offer improved performance and robustness by leveraging the strengths of both paradigms. For example, hybrid methods can use a model-based component to generate synthetic experiences, guiding the policy towards promising regions of the state–action space, while relying on a model-free component for fine-tuning and handling discrepancies between the model and real-world dynamics. This can lead to faster convergence and better generalization, particularly in environments where model inaccuracies exist but cannot be completely eliminated. Moreover, hybrid methods can dynamically switch between model-based planning and model-free control depending on the context, achieving a balance between exploration, exploitation, and computational efficiency. This flexibility makes hybrid approaches particularly appealing for power system control tasks that require both strategic long-term planning and real-time decision making under uncertainty, such as adaptive load shedding or voltage stability control in rapidly changing grid conditions. There are many intriguing and important topics that may be discussed based on the presented broad literature review. For instance, designing energy trading strategies in markets with high renewable energy penetration poses a challenge due to the high amount of uncertainty that results from the intermittent and unreliable nature of these energy sources, the variation in demand patterns, and fluctuating energy prices as discussed in Section 3.1 and Section 4.1. In such scenarios, RL agents can be trained to forecast market prices and renewable generation, allowing them to develop optimal bidding strategies that account for the volatility of supply and demand. For instance, a power producer with significant renewable assets can use RL to maximize profits by learning to schedule energy sales when prices are high or storing energy when prices are low, all while considering grid constraints and penalties for failure to comply with safety constraints. Furthermore, RL methods can handle multi-agent scenarios, where multiple market participants with competing objectives interact, enabling cooperative or competitive trading strategies. However, the dynamic and stochastic nature of energy markets poses challenges for RL, as the agents need to adjust to rapid changes in market conditions and evolving regulatory policies which may lack a specific statistical structure and may be hard to learn. Training such agents requires large amounts of historical data or high-fidelity simulations, making data scarcity and model accuracy critical considerations. Moreover, when considering the application of grid stability and control in distribution networks with distributed energy resources (DERs), using reinforcement learning solutions can aid to the stability and management of the grid by providing adaptive and decentralized control strategies. RL-based controllers have the potential to aid in optimizing voltage profiles, managing reactive power, and coordinating DER operations to maintain grid stability under fluctuating conditions. RL is designed to learn from complex interactions between DERs, loads, and the network, making it suitable for managing power flows in active distribution systems as was presented in Section 3.2 and Section 4.2. The possible benefit is a more resilient and self-regulating grid that can dynamically respond to disturbances such as rapid changes in solar or wind output. However, using RL in this context also presents challenges, such as ensuring the stability and safety of the learning process, as poorly trained policies could inadvertently destabilize the grid. Moreover, the high dimensionality and nonlinear nature of distribution networks complicate the learning process, requiring sophisticated exploration strategies and well-defined reward functions to guide the agent toward safe and reliable control behaviors. Another interesting idea that can be inferred from Section 3.3 and Section 4.3 is the varying occupancy patterns. Indeed, reinforcement learning-based energy management strategies can potentially improve energy efficiency in buildings with varying occupancy patterns by dynamically adjusting heating, ventilation, and air conditioning (HVAC) operations. Traditional building energy management systems often rely on preprogrammed schedules or simple rule-based control, which may not effectively handle complex occupancy variations. In contrast, RL agents can learn optimal control policies that minimize energy consumption while maintaining occupant comfort by considering real-time occupancy data, external weather conditions, and energy price signals. By predicting occupancy patterns and adapting the control strategy accordingly, RL can reduce unnecessary energy usage during periods of low occupancy and shift energy consumption to off-peak hours when possible. However, implementing RL in building management comes with challenges such as ensuring convergence to stable and efficient policies, dealing with the variability in human behavior which may hinder the statistical learning process, and integrating with existing building management systems. Additionally, the need for a reliable feedback mechanism to capture occupant comfort preferences complicates the reward design. The analysis presented above reveals a few interesting trends. First, it clearly shows that reinforcement learning methods are gaining more and more interest and are being vastly deployed for various optimal control problems in power systems. Since 2010, we have seen a steady growth in the number of publications concerning both model-based and model-free approaches for various applications, as shown in Figure 23. It is important to note that when looking for model-based papers, there is a lack of consensus regarding the definition of this approach. In many cases, researchers use “model-based” to describe traditional optimal control solutions, such as MPC. Indeed, the differentiation is not exactly clear, since a specific approach for reinforcement learning solutions is based on a known and given model, which degenerates the problem to a planning problem, as is described in Figure 5. In addition, to ensure an efficient search, the terms “model-based” and “reinforcement learning” are often written separately, in different parts of the sentence, to avoid this problem, as may be seen in the search strings presented in Table 12. The distribution between various applications is quite the same, as may be viewed in Figure 24. Similarly, in Figure 25, it may be observed that variations of the “Q-learning” algorithm are by far the most popular; afterwards, in model-based approaches, “actor–critic” variations are the second most used, while in model-free, it is the “policy gradient” algorithms. Moreover, “Q-learning” dominates the algorithms used when it comes to data-driven approaches, as may be seen in Table 13 or visually in Figure 26. To summarize, the comparison highlights the growing popularity of reinforcement learning in power system applications, emphasizing the connection between various applications, the arising MDP formulations, and the selected reinforcement learning algorithms. These trends underscore the field’s evolving dynamics and the adaptability of reinforcement learning algorithms in addressing complex optimal control challenges in power systems while also pointing to future possibilities.




6. Challenges and Future Research Work


6.1. Challenges


6.1.1. Limited Real-World Data and Standardized Tools


One major challenge when utilizing reinforcement learning methods in control problems for power systems is the limited real-world data [172,173]. Typically, reinforcement learning problems require vast amounts of data and repeated interactions with the environment to produce high-fidelity predictions and avoid injecting bias during training. Currently, there is only a limited amount of data that may be collected from real-world power systems, which impairs performance and limits the generalizability and robustness of the models. Therefore, it is highly interesting to find solutions that can promise performance guarantees, despite the limited amount of data. Alternatively, it is interesting to find ways to generate high-quality data that can be used for benchmarking.



With great caution, we also claim that the power systems area of research somewhat lags behind, in terms of available data and standard datasets, when compared to other disciplines such as computer vision or natural language processing [174,175]. The major challenge is due to the stochastic nature of the environment and the complex dynamics of the physical systems involved. The uncertainty is high, which degrades the performance of the model. Moreover, most existing solutions do not offer a closed, systematic, in-depth formulation of the physical consideration of the network. This lack of standardization hinders the ability to consistently measure and compare the performance of different reinforcement learning approaches, making it difficult to gauge their effectiveness and reliability in real-world applications. Furthermore, the diversity and complexity of power systems, coupled with the need for high levels of safety, stability, and efficiency, require robust testing environments that accurately reflect operational conditions. Without standardized benchmarks, researchers and practitioners face difficulties in replicating results, validating models, and advancing the state of the art in reinforcement learning applications for power systems.




6.1.2. Limited Scalability, Generalization, and the Curse of Dimensionality


The limited generalization ability of current reinforcement learning solutions arises from numerous factors. Model-free configurations, which rely on large-scale datasets, suffer from a lack of data or use data that were validated on small-scale, simplified systems. On the contrary, model-based methods often converge to a dynamic model that does not represent accurately the real-life model, which affects the resilience, robustness, flexibility, and generalization ability of the model. This hurdle degrades the generalization ability to handle new samples and prevents the incorporation of such solutions by power system operators. An extensive discussion is presented in [176,177,178].



Extending this idea, the curse of dimensionality in reinforcement learning refers to the exponential growth in computational complexity and data requirements as the number of state or action variables increases. In model-based reinforcement learning, this issue arises because constructing and solving a model that captures all possible state transitions and rewards becomes infeasible with high-dimensional state spaces. On the other hand, model-free reinforcement learning methods, which learn policies or value functions directly from interactions with the environment, also struggle as the amount of experience needed to accurately estimate values or policies scales exponentially with the number of dimensions. This leads to slower learning and the need for more data to achieve reliable performance. Both approaches require sophisticated techniques such as function approximation, dimensionality reduction, or hierarchical learning to manage the complexity and make high-dimensional problems tractable. To understand the extent of the problem, consider any optimal control problem of storage devices. As mentioned in [45], the dimensions of the problem grow exponentially with the number of storage devices, as illustrated in Figure 27.




6.1.3. Limited Robustness and Safety for Real-Time Applications


Reinforcement learning methods, both model-based and model-free, often exhibit limited robustness in power system control problems [176,177,178]. Model-based reinforcement learning relies on accurate system models, and any discrepancies between the model and the real system can lead to suboptimal or unsafe control actions. This lack of robustness to modeling errors or system changes can significantly impact performance. Model-free reinforcement learning, which learns directly from interaction with the environment, can struggle with the variability and uncertainty inherent in power systems. It requires extensive and diverse training data to generalize well, but even then, it might not handle unseen scenarios or rare events effectively. Both approaches need mechanisms for robust adaptation to changing conditions, such as continuous learning, domain adaptation, or integrating domain knowledge to enhance reliability and safety in dynamic power system environments.



In addition, implementing learning algorithms in the power systems domain for real-time applications presents numerous challenges. The dynamic and stochastic nature of power systems demands that reinforcement learning models continuously adapt to fluctuating conditions and uncertainties, such as variable renewable energy sources and unexpected equipment failures. These algorithms must make real-time decisions with limited data and computational resources in high-stakes environments where errors can lead to significant financial losses, equipment damage, or blackouts. The need for immediate, reliable decision making requires reinforcement learning models to learn quickly while ensuring high accuracy and robustness. Additionally, integrating reinforcement learning into existing control systems, which rely on deterministic methods, poses significant challenges, especially given the stringent regulatory and safety standards governing power systems operations. Moreover, learning algorithms deployed in real time must continuously learn and adapt as new data become available, requiring advanced techniques to maintain performance and prevent “catastrophic forgetting”. Ensuring the stability and convergence of these algorithms in a dynamic environment is complex, highlighting the need for ongoing research to develop robust, adaptable, and safe reinforcement learning solutions for real-time power system applications. Different works addressing this challenge have emerged in recent years, such as [69,129,133]. A summary of the challenges is presented in Table 14.




6.1.4. Nonstationarity and Time-Variant Environments


In nonstationarity and time-varying dynamics in power systems, the optimal policies may shift over time due to changes in system conditions. To try and address these challenges, reinforcement learning algorithms may incorporate several concepts from other disciplines such as signal processing and classical control theory. For example, concepts such as hierarchical decomposition, adaptive learning mechanisms, or domain-specific knowledge may aid in handling the nonstationarity of the environment. One approach is to decompose the complex dynamics into different hierarchical levels, such as varying time scales, frequency scales, or operational modes. By separating the system’s behavior into these distinct levels, RL can learn specialized policies for each subprocess, effectively addressing the varying nature of the problem. Recurrent neural networks and long short-term memory architectures can further enhance this approach by processing sequential data, enabling the RL agent to capture temporal dependencies and better adapt to evolving grid conditions. Additionally, online learning with adaptive parameters of the transition network allows the agent to continuously update its knowledge, making it capable of handling the ever-changing environment of power systems.



In some cases, domain knowledge such as symmetries, conservation laws, and periodic behavior of the dynamics can be integrated into the RL framework. These properties may be used to reduce the dimensionality of the state–action space and even incorporate knowledge about the possible variations of the signal due to known noise types, which can help in coping with the inherent uncertainty typical for power systems. Furthermore, utilizing techniques like the dq0 transformation may also reduce the dimensionality of the state–action space, such that the RL agent can perform analysis in a simplified domain where the system exhibits linear or time-invariant properties. This domain-informed guidance can help streamline the policy search and hopefully improve both efficiency and robustness. Another interesting idea that can be considered is to design the transition function in the RL model to evolve in time to reflect the changes in the system dynamics. In addition to all that is mentioned above, the aspect of balancing exploration and exploitation must be considered. Since the dynamics change over time, perhaps there is a need for the model to forget outdated information and constantly continue exploring to gather new information. Nevertheless, in some cases, where there is some correlation between the states of the environment, utilizing explored information may also aid in the convergence. Finally, online learning may be used to allow continuous updates to the model, since constant interaction with the environment might be imperative. However, the time scale of the interaction with the environment depends on the rate at which the dynamics of the environment evolve.




6.1.5. Reward Shaping and Global Objectives in Power Systems


The choice of reward functions and optimization objectives in reinforcement learning, in general and particularly for power system control, may influence significantly the effectiveness and efficiency of learned policies [179]. Different reward functions can lead to diverse behaviors and performance outcomes of the learned policy. There are different aspects that should be considered when designing proper reward functions. One major drawback is the ambiguous and delayed nature of the training feedback for state classification. Ambiguity stems from the stochastic nature of the problem, where both the next state and the resulting reward are unpredictable. A higher degree of variance in either the next state or the reward reduces the confidence in utility estimates. The phenomena where there is a time delay between a decision and its true return is called “delayed feedback”, and it often requires intermediate actions before an accurate evaluation of the decision’s utility can be made. Thus, using local rewards to guide the training process may aid in an efficient policy search while also helping preserve safety constraints. It is important to note that local utilities need to align with the global objectives, meaning that local decisions should be evaluated based on their contribution to the overall system performance as well. In essence, local utilities should prioritize actions that ultimately improve global utility. In terms of the number of decisions an agent makes before receiving accurate feedback, also referred to as the reward horizon, adding these local utilities shortens the time horizon in practice, effectively reducing the time lag between making a decision and receiving feedback on its effectiveness. This immediate feedback may aid the agent to focus on relevant areas of the state space, potentially ignoring irrelevant parts. This focused exploration has the potential to reduce learning time and potentially improve the generalization abilities of the agent, as the reward horizon defines a local region within which enough information is available to make near-optimal decisions for the entire process. As a final remark, an intriguing potential opportunity lies in utilizing domain knowledge for reward shaping. However, in many cases, the prior knowledge in hand is qualitative or ambiguous, and it is hard to translate the abstract idea into lower decision levels with precise rewards. This often results in a variety of potential reward functions, and the main question is how to find the best function or set of functions that represent reliably both high-level objectives and local utilities. To combine the aggregated experience with the existing prior knowledge, a possible approach is to dynamically shape the reward, hence allowing the agent to continuously adjust the reward function as it refines its understanding of the desired behaviors.





6.2. Future Work


6.2.1. Explainability


Reinforcement learning solutions for power system control problems is a rapidly evolving field of research. It provides powerful tools for analyzing complex problems while reducing computation time and is highly promising for future applications. Nonetheless, one major drawback of those algorithms, model-based as well as model-free, is their low interpretability for humans due to the large scale of the network. The underlying dynamics and the decision-making process of those algorithms is poorly understood, even by experts in the domain, since the network may consist of dozens of layers and millions of parameters, with nonlinear functions connecting them. Moreover, the design of the architecture demands multiple experiments and is considered more a form of art than a rigorous, methodical process. Users consider the “black-box” nature of the reinforcement learning models as unreliable and will not always trust their predictions; therefore, they will be reluctant to use them.



This challenge may be addressed by increasing the interpretability of the models by using explainable artificial intelligence, which will allow researchers, developers, and users to better understand the outcomes of the reinforcement learning models while preserving their performance and accuracy, as illustrated in Figure 28. This will add transparency to the operational mechanism of the models and will allow us to improve them, even in cases where the analysis procedure was faulty but produced the correct result. This concept started to emerge in recent literature, as may be seen in works [180,181].




6.2.2. Neural Architecture Search


Regardless of their remarkable performance, the design of neural network architecture is in itself a major challenge. Due to the complex structure of the network and the need to tune millions of parameters, designing neural networks is an art, which often relies on a trial-and-error process. Furthermore, the design and tuning of the network require significant computational power and often has no tight theoretical bounds on computing time and performance. These facts limit the integration of machine learning in general and reinforcement learning in particular. In light of this challenge, there is a great need to search for and develop new, efficient methods, requiring low computational resources, to plan and design neural network architectures. A potential solution may be found in the form of Neural Architecture Search [182,183,184]. This technique allows one to discover the optimal neural network architecture for a specific task without human intervention.




6.2.3. Physics-Informed Neural Networks


Although model-free methods exhibit remarkable performance in various applications in power systems, they do not take into account the underlying physical constraints and dynamics of real-world systems, which may be crucial for a more accurate and robust solution. To address this gap, an interesting field of study could be the incorporation of physics-informed neural networks (PINNs) into reinforcement learning models [185,186]. The difference between a PINN and a fully model-based configuration is that the PINN lacks the knowledge of the perfect model of the world but instead integrates physical laws or dynamics equations into the reinforcement learning framework, guiding agents to make decisions that align with the underlying physics of the system. This approach not only accelerates learning by reducing the sample complexity but also enhances the robustness and interpretability of the learned policies. Implementation involves incorporating physics-based constraints or dynamics equations as additional terms in the reinforcement learning objective function, enabling agents to learn policies that respect the laws of the environment. This method may improve the learning efficiency and generalization ability of the model.




6.2.4. Public Datasets


One of the major challenges in utilizing reinforcement learning methods for power system control problems lies in the lack of real-world, high-quality data [187,188]. Currently, the data existing represent mostly small-scale networks and may be insufficient for qualitative training or validation. Incorporating new technologies based on IoT devices to collect large-scale data from a variety of scenarios may enable reinforcement learning algorithms to converge to real-world dynamic models and reliably represent normal behaviors of the system of concern. Nowadays, there are multiple techniques for processing information in real time and efficiently storing it in remote databases [189,190,191]. These abilities may be leveraged to create unified and robust datasets, which will lead to more resilient and scalable models with high generalization abilities.




6.2.5. Safe Reinforcement Learning and Coping with Changing Conditions and Unforeseen Events


Safety considerations in critical power system control using reinforcement learning are paramount due to the high stakes involved in maintaining system stability and preventing failures [19,192,193]. In model-based reinforcement learning, ensuring safety involves accurately modeling the system dynamics and incorporating safety constraints directly into the optimization process to avoid unsafe actions. However, inaccuracies in the model can lead to unsafe decisions. In model-free reinforcement learning, the challenge is even greater, as the system learns directly from interaction with the environment, potentially exploring unsafe actions during training. Safe exploration strategies, such as incorporating safety constraints into the reward function, are crucial. Both approaches require extensive validation and testing in simulated environments before deployment to ensure that safety is not compromised in real-world operations. As an illustration, one may examine Figure 29, showing the space spanned by the set of all existing policies. This space, naturally, includes the optimal policy   π *   and its approximation   π ˜  . Focusing now on the subset of all policies that ensure safe system operation, we may denote by   π  C  *   the optimal constrained policy that ensures stable behavior and by    π C  ˜   its approximation. The goal should be, in our opinion, to develop approaches that guide the training process to occur within this safe operation subspace. There is growing interest in the research community regarding the ability of reinforcement learning algorithms to adapt to changing conditions and unforeseen events such as faults or natural disasters in order to ensure the robustness and safe operation of the power system model under consideration, while there may be variability in its behavior. One approach is designed to aid in the learning of a policy that can generalize across multiple tasks. During training, the agent is exposed to a distribution of tasks, and it learns a strategy that helps it adapt rapidly to new, unseen tasks with minimal additional training. This is achieved by optimizing not just for performance on a single task but also for the agent’s ability to generalize and improve across a range of similar but distinct tasks. This approach is called “meta-RL”, and it can help agents quickly adjust to new scenarios by leveraging past experiences from similar situations, aiding them in handling sudden changes like component failures or cyber-attacks. Additionally, the incorporation of “Safe RL” strategies and risk-sensitive training objectives may help ensure that the learned policies prioritize safety and reliability, even under rare or extreme conditions. To handle real-world disruptions, RL agents can also be integrated with robust optimization and online learning methods, which can help them refine their policies in real time based on streaming data. Furthermore, using ensemble learning or uncertainty quantification techniques can potentially improve the agent’s ability to identify and respond to unforeseen events.




6.2.6. RL Integration with Different AI Techniques


Integrating reinforcement learning with other AI techniques such as deep learning, transfer learning, or large language models (LLMs) may aid in the development of improved power system control algorithms by improving learning efficiency, scalability, and interpretability. For example, deep learning models, including convolutional and recurrent neural networks, can serve as feature extractors to preprocess high-dimensional data like grid measurements or forecast time-series data, providing compact state representations for RL agents. Transfer learning can enable RL agents to leverage knowledge from related tasks, such as transferring control policies learned from one type of power grid to another with similar dynamics, thereby reducing training time and improving adaptability. Furthermore, LLMs can contribute to enhancing human–AI collaboration by translating complex control strategies and technical knowledge into natural language, making the learned policies more interpretable to grid operators. Not only that, but transformers, which are derived from LLMs, may be used for context analysis of power signals when applied in power quality monitoring tasks [194]. Additionally, hybrid architectures that combine RL with AI techniques such as Bayesian optimization or imitation learning can be used to tackle specific challenges like hyperparameter tuning to produce robust models or mimicking the behavior of human experts under uncertainty, ultimately leading to more reliable and data-efficient control solutions for power system control problems.




6.2.7. RL Applications in Emerging Power System Technologies


Reinforcement learning may aid in the management and optimization of emerging power system technologies such as smart grids and the energy internet. In smart grids, increasing integration of renewable energy sources like wind and solar introduces additional uncertainty due to their intermittent nature. Traditional power system control methods, which rely on physical models and numerical calculations, struggle to handle these uncertainties of modern grids. On top of that, the widespread deployment of technologies such as advanced metering infrastructures and wide-area monitoring systems generates massive amounts of data which RL algorithms can leverage to address some of the complexities of smart grids for tasks like renewable generation forecasting or managing flexible energy resources by load forecasting or even storage scheduling. For example, RL-based controllers can optimize the charging and discharging schedules of distributed storage devices or electric vehicles in response to fluctuating renewable generation and time-varying energy prices. Similarly, in the context of the energy internet, where diverse energy assets and services are interconnected across multiple regions, multi-agent RL can be used to help coordinate energy trading between the different sources and manage the power flow. This involves developing hierarchical or multi-agent RL frameworks that can handle the complex interactions and negotiations between various stakeholders in a highly dynamic and distributed network. While these applications offer great potential, the scalability of RL algorithms and their ability to handle the complexity of large-scale interconnected systems remain major research challenges.



Edge AI


Edge AI refers to the deployment of artificial intelligence algorithms and models that operate directly on edge devices, which are located close to or at the source of data generation [195,196,197]. Such edge devices can include smartphones, IoT devices, sensors, cameras, and other embedded systems. By processing data locally, edge AI reduces the need for constant communication with central cloud servers, leading to several significant benefits, among which is low latency, since processing data on the edge of a network minimizes delays, thus enabling real-time decision making and responses, which are crucial for applications like autonomous vehicles, industrial automation, and healthcare monitoring. Another benefit is the reduced bandwidth usage. Since data are processed locally, only the most relevant information needs to be transmitted to the cloud, reducing the amount of data sent over networks and easing bandwidth constraints. Moreover, enhanced privacy and security is achieved by keeping data processing local, which means sensitive information does not have to be sent to external servers, thereby reducing the risk of data breaches and enhancing privacy. Additionally, this contributes to reliability, since edge AI systems can continue to function even when there is limited or no internet connectivity, ensuring continuous operation in remote or network-constrained environments. Lastly, scalability is also achieved, since distributed processing across numerous edge devices can lead to better scalability, as the computational load is spread out rather than concentrated in centralized servers.







7. Conclusions


A comprehensive understanding of the differences between model-based and model-free reinforcement learning approaches is important for effectively addressing optimal control problems in the power systems domain. As is evident by the review above, each approach has unique strengths and limitations, and their applications can vary significantly depending on the specific characteristics and requirements of the problem at hand. Model-based RL, which leverages predefined models of environmental dynamics, enables efficient learning, which is guided by domain knowledge, and faster convergence, making it well suited for tasks like grid stability and control, where continuous state spaces and predictable dynamics are common. Conversely, model-free RL does not require a model of the environment and learns optimal policies through direct interaction, making it ideal for applications characterized by high complexity, dynamic changes, and high uncertainty, such as energy management in buildings, electric vehicle charging, and energy storage management that supports renewable sources integration. Understanding these trade-offs may allow researchers and practitioners to tailor RL strategies to specific demands, improving the efficiency and robustness of power systems while facilitating the integration of emerging technologies and renewable energy sources.



In this review, we chose to focus on recent papers that employ both model-based and model-free reinforcement learning paradigms, to study methods and techniques for the solution of optimal control problems in modern power systems. We highlighted five application areas: energy market management, grid stability and control, energy management in buildings, electrical vehicles, and energy storage systems. One central conclusion is that model-based solutions are better adapted for control problems with a clear mathematical structure, mostly seen in physical applications such as voltage control for grid stability. On the contrary, for applications with complicated underlying statistical structures, such as optimizing energy costs in buildings, model-free approaches, which rely solely on aggregated data and do not require any prior knowledge of the system, are better suited. However, they do require a large-scale dataset to learn from, which often does not exist. Another important aspect covered in this work is the challenges and limitations of both model-based and model-free approaches when implemented in optimal control problems of power systems. While an emerging and exciting field of study, there are a few obstacles to overcome before reinforcement learning solutions can be used as feasible and reliable solutions in real-world problems, including standardization, safety during training, and generalization ability.
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	RL
	Reinforcement learning
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	Markov decision process



	EM
	Energy market
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	Grid stability and control
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	Building energy management



	EV
	Electric vehicle



	ESS
	Energy storage system



	PV
	Photovoltaic



	MG
	Microgrid



	DR
	Demand response



	ET
	Energy trading



	AC
	Actor–critic & variations



	PG
	Policy gradient & variations



	QL
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Figure 1. Reinforcement learning diagram, adopted from [20]. 
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Figure 2. System configuration, consisting of a generator, a load, and a storage device. 
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Figure 3. Decision-making sequential process for grid-connected storage system. 
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Figure 4. Visualization of the difference between model-based and model-free decision making, adopted from [20]. 
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Figure 5. Model-free and model-based approaches. 
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Figure 6. Generalized policy iteration, where “greedy” operator means that the policy is greedy with respect to the value function. Value and policy interact until they are optimal and become consistent with each other, adopted from [20]. 






Figure 6. Generalized policy iteration, where “greedy” operator means that the policy is greedy with respect to the value function. Value and policy interact until they are optimal and become consistent with each other, adopted from [20].



[image: Energies 17 05307 g006]







[image: Energies 17 05307 g007] 





Figure 7. Interaction of evaluation and improvement of the policy, adopted from [20]. 
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Figure 8. Markov game. 
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Figure 9. Distribution of the different algorithms for energy market application under model-base paradigm. 
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Figure 10. Distribution of the different algorithms for grid stability and control application under model-base paradigm. 
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Figure 11. Distribution of the different algorithms for energy management in buildings application under model-base paradigm. 
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Figure 12. Distribution of the different algorithms for electrical vehicle application under model-base paradigm. 
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Figure 13. Distribution of the different algorithms for energy storage management application under model-base paradigm. 
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Figure 14. State-space representation and policy modeling in various power system applications under the model-based paradigm. 
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Figure 15. Distribution of the different algorithms among the different applications under model-based paradigm. 
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Figure 16. Distribution of the different algorithms for energy market application under model-free paradigm. 
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Figure 17. Distribution of the different algorithms for grid stability and control application under model-free paradigm. 
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Figure 18. Distribution of the different algorithms for energy management in buildings application under model-free paradigm. 






Figure 18. Distribution of the different algorithms for energy management in buildings application under model-free paradigm.



[image: Energies 17 05307 g018]







[image: Energies 17 05307 g019] 





Figure 19. Distribution of the different algorithms for electrical vehicle application under model-free paradigm. 
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Figure 20. Distribution of the different algorithms for energy storage management application under model-free paradigm. 






Figure 20. Distribution of the different algorithms for energy storage management application under model-free paradigm.



[image: Energies 17 05307 g020]







[image: Energies 17 05307 g021] 





Figure 21. State-space representation and policy modeling in various power system applications under the model-free paradigm. 
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Figure 22. Distribution of the different algorithms among the different applications under model-free paradigm. 
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Figure 23. Year-wise distribution of publications on reinforcement learning techniques in energy and power system applications. (a) presents articles regarding both model-based and model-free paradigms, while (b) shows papers focusing on model-free approaches. 
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Figure 24. Classification of papers based on the type of application and the reinforcement learning approach. (a) presents the application division for the model-based paradigm, and (b) shows the application division for the model-free paradigm. 
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Figure 25. Classification of papers based on the type of algorithm and the reinforcement learning approach. (a) presents the algorithm division for the model-based paradigm, and (b) shows the algorithm division for the model-free paradigm. 
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Figure 26. Visualization of the relation between the selected reinforcement learning algorithm and optimal control problems in power systems. (a) presents the relation between the control problem and algorithm for the model-based paradigm, and (b) shows the relation between the control problem and algorithm for the model-based paradigm. 
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Figure 27. Exponential growth of problem dimensions as a function of number of storage devices controlled. 
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Figure 28. Explainable reinforcement learning models are easier to trust by power experts and other shareholders. 
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Figure 29. Safe operational subspace containing robust policies. 
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Table 1. Examples of MDP formulation for power system control problems.
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	Problem
	States
	Actions
	Reward





	EM
	System operator decides upon a power flow distribution
	Firms set their bid
	The firms’ rewards are the net profit achieved



	GSAC
	Voltage levels at different nodes
	Adjusting the output of power generators
	Cost of deviating from nominal voltage levels



	BEM
	Indoor temperature and humidity levels
	Adjusting thermostat set-points for heating and cooling
	Cost of electricity



	EV
	Traffic conditions and route information
	Selecting a route based on traffic and charging station availability
	Cost of charging, considering electricity prices and charging station fees



	ESS
	Battery state of charge and current consumer power demand
	The controller decides how much power to produce using the generator
	The power generation cost the controller must pay










 





Table 2. Model-based approaches for different applications in energy market management and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset & Simulator





	 [49]
	ET
	AC
	Continuous
	Deterministic
	[57]



	[51]
	ET
	AC
	Discrete
	Stochastic
	[58]



	[52]
	ET
	QL
	Continuous
	Deterministic
	[59]



	[54]
	ET
	Other
	Discrete
	Stochastic
	Simulated data



	[55]
	ET
	PG, other
	Continuous
	Deterministic
	Real data



	 [50]
	Dispatch
	PG
	Continuous
	Deterministic
	Simulated data



	[53]
	Dispatch
	AC, other
	Continuous
	Deterministic
	[60,61]



	 [56]
	DR, microgrid
	QL
	Continuous
	Deterministic
	Real data, [62]










 





Table 3. Model-based approaches in different power systems’ grid stability and control applications and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset





	 [63]
	Voltage control
	Other
	Continuous
	Stochastic
	IEEE 300,

IEEE 9, [66]



	[64]
	Voltage control
	Other
	Continuous
	Stochastic
	IEEE 300



	[65]
	Voltage control
	AC
	Continuous
	Deterministic
	IEEE 123



	[66]
	Voltage control
	QL
	Continuous
	Stochastic
	IEEE 39, [66]



	 [67]
	Microgrid
	Other
	Discrete
	Deterministic
	HIL platform “dSPACE MicroLabBox”



	[68]
	Microgrid
	PPO
	Continuous
	Stochastic
	Empirical measurements



	 [70]
	Power flow, microgrid
	AC
	Continuous
	Stochastic
	[71,72]



	[69]
	Power flow
	PG
	Continuous
	Stochastic
	IEEE 118










 





Table 4. Model-based approaches for different applications in energy management in buildings and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset





	 [73]
	HVAC
	AC
	Discrete
	Deterministic
	[80]



	[74]
	HVAC
	AC
	Continuous
	Stochastic
	Real data [Upon request]



	[76]
	HVAC
	Other
	Discrete
	Deterministic
	Simulated data



	[78]
	HVAC
	Other
	Discrete
	Deterministic
	Simulated data



	[77]
	HVAC
	QL, other
	Discrete
	Deterministic
	[81]



	[75]
	HVAC
	PPO
	Discrete
	Stochastic
	“EnergyPlus”



	 [79]
	Dispatch
	QL, other
	Discrete
	Deterministic
	[82], Simulated data










 





Table 5. Model-based approaches for different applications in electrical vehicles and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset





	 [83]
	Power flow
	QL
	Discrete
	Deterministic
	MATLAB simulation



	[84]
	Charge control
	QL
	Mixed
	Deterministic
	Historic prices



	[85]
	Charge control
	PG
	Continuous
	Deterministic
	Simulated



	[86]
	Charge control
	AC
	Continuous
	Deterministic
	Simulated



	[87]
	Charge control
	QL
	Discrete
	Deterministic
	Open street map, ChargeBar



	[88]
	Charge control
	QL
	Discrete
	Deterministic
	Simulated



	[90]
	Charge scheduling
	AC
	Continuous
	Deterministic
	Simulated



	[91]
	Charge control
	AC
	Continuous
	Stochastic
	Historic prices



	 [89]
	Load balancing
	QL
	Continuous
	Deterministic
	Simulated










 





Table 6. Model-based approaches for different applications in energy storage management and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset





	 [100]
	Smart grid
	QL
	Discrete
	Stochastic
	Simulated data



	[92]
	Smart grid
	Other
	Discrete
	Stochastic
	Simulated data



	[98]
	Smart grid
	Other
	Discrete
	Stochastic
	[101,102]



	 [94]
	EV
	QL
	Discrete
	Stochastic
	Simulated data



	[103]
	EV
	QL, other
	Discrete
	Deterministic
	Simulated data



	[95]
	EV
	QL
	Continuous
	Deterministic
	Simulated data



	[96]
	EV
	QL, other
	Discrete
	Stochastic
	Simulated data



	 [93]
	Renewable energy
	Other [104]
	Discrete
	Stochastic
	Simulated data



	[97]
	Battery ESS, frequency support
	PG, AC
	Continuous
	Deterministic
	Simulated data



	[99]
	Energy system modeling
	Other
	Discrete
	Stochastic
	Simulated data










 





Table 7. Model-free approaches for different applications in energy market management and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset





	 [112]
	ET
	PG
	Continuous
	Deterministic
	Real data



	[113]
	ET
	QL
	Discrete
	Deterministic
	[122,123]



	 [115]
	ET
	PG
	Continuous
	Deterministic
	[124]



	[116]
	ET
	AC
	Continuous
	Stochastic
	Simulated data



	[117]
	ET
	QL
	Continuous
	Deterministic
	Real data



	[119]
	Microgrid, dispatch
	QL
	Continuous
	Stochastic
	[125]



	[120]
	Microgrid
	PG
	Continuous
	Stochastic
	Simulated data



	[121]
	Microgrid
	Other
	Continuous
	Deterministic
	Real and simulated data










 





Table 8. Model-free approaches in different power systems’ grid stability and control applications and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset





	 [126]
	Voltage control
	PG
	Continuous
	Stochastic
	Powerflow and Short circuit Assessment Tool (PSAT), 200-bus system [135]



	[127]
	Voltage control
	AC
	Continuous
	Stochastic
	IEEE 33-, 123-, and 342-node systems



	[128]
	Voltage control
	QL
	Discrete
	Stochastic
	IEEE 14-bus system



	 [129]
	Frequency control
	QL
	Discrete
	Deterministic
	Stimulated data



	[130]
	Frequency control
	PG
	Discrete
	Deterministic
	Kundur’s 4-unit-13-bus system, New England 68-bus system, [136]



	 [131]
	Microgrid
	QL
	Continuous
	Stochastic
	7-bus system and the IEEE 123-bus system



	[132]
	Microgrid
	Other
	Discrete
	Deterministic
	Simulated data



	 [133]
	Power flow
	PPO
	Continuous
	Stochastic
	Illinois 200-bus system



	[134]
	Power flow
	PPO
	Continuous
	Stochastic
	Simulated data, West Denmark wind data










 





Table 9. Model-free approaches for different applications in energy management in buildings and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset





	 [137]
	HVAC
	QL
	Discrete
	Deterministic
	Simulated data



	[146]
	HVAC
	PPO
	Continuous
	Deterministic
	“EnergyPlus”



	[141]
	HVAC
	QL
	Continuous
	Stochastic
	“EnergyPlus”



	[143]
	HVAC
	QL
	Discrete
	Deterministic
	Simulated data



	[145]
	HVAC
	PG
	Continuous
	Stochastic
	[148,149]



	[142]
	HVAC
	AC
	Continuous
	Stochastic
	[150]



	 [138]
	HVAC,DR
	PPO
	Continuous
	Deterministic
	“EnergyPlus”



	[140]
	HVAC, DR
	QL, PG
	Continuous
	Stochastic
	[150]



	[139]
	DR
	QL, PG
	Discrete
	Deterministic
	[151]



	 [112]
	Dispatch
	PG
	Continuous
	Deterministic
	Simulated data



	[147]
	Dispatch
	QL
	Continuous
	Stochastic
	[61,152]










 





Table 10. Model-free approaches for different applications in electrical vehicles and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset





	 [153]
	Scheduling
	QL
	Discrete
	Deterministic
	“Open street map”, “ChargeBar”



	[154]
	Scheduling
	QL
	Continuous
	Deterministic
	Simulated



	[155]
	Scheduling
	Other
	Continuous
	Deterministic
	Historic data



	[156]
	Scheduling
	Other
	Continuous
	Deterministic
	Simulated



	[158]
	Scheduling
	QL
	Discrete
	Deterministic
	“ElaadNL”



	 [157]
	Cost reduction
	Other
	Mixed
	Deterministic
	Simulated



	[159]
	Cost reduction
	QL
	Continuous
	Deterministic
	Simulated



	[162]
	Cost reduction
	QL
	Discrete
	Deterministic
	Simulated



	 [161]
	DR
	QL
	Discrete
	Deterministic
	Simulated



	 [160]
	SoC control
	QL, PG
	Continuous
	Deterministic
	Historic data










 





Table 11. Model-free approaches for different applications in energy storage management and the MDP setting.
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	Ref.
	Application
	Algorithm
	State Space
	Policy
	Dataset





	 [164]
	Microgrids
	QL
	Continuous
	Deterministic
	Simulated data



	[165]
	Microgrids
	QL
	Discrete
	Deterministic
	Simulated data



	[168]
	Microgrids
	QL
	Continuous
	Deterministic
	Simulated data



	[169]
	Microgrids
	QL
	Continuous
	Deterministic
	[125]



	 [167]
	Frequency control
	Other
	Continuous
	Deterministic
	Simulated data



	[97]
	Frequency control
	PG, AC
	Continuous
	Deterministic
	Simulated data



	 [163]
	Energy trading
	QL
	Continuous
	Deterministic
	[171]



	[166]
	Energy trading
	QL
	Continuous
	Deterministic
	Simulated data



	 [170]
	EV
	QL
	Continuous
	Stochastic
	Simulated data










 





Table 12. Keywords for different application areas of the model-based and model-free paradigms.
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	RL Expressions
	Power Systems Application Expressions





	“model-based”
	“energy market management”



	OR
	OR



	“model learning”
	“voltage control”



	OR
	OR



	“model-free”
	“frequency control”



	OR
	OR



	“data-driven”
	“reactive power control”



	AND/OR
	OR



	“reinforcement learning”
	“grid stability”



	
	OR



	
	“microgrid”



	
	OR



	
	“building energy management”



	
	OR



	
	“building”



	
	OR



	
	“electrical vehicles”



	
	OR



	
	“EV”



	
	OR



	
	“energy storage control problems”



	
	OR



	
	“battery energy storage system”



	
	OR



	
	“local energy trading”










 





Table 13. Relations [in %] between common reinforcement learning algorithms and optimal control problems, as shown in Figure 26.
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	QL
	
	PG
	
	AC
	
	PPO
	
	Other
	





	
	MB
	MF
	MB
	MF
	MB
	MF
	MB
	MF
	MB
	MF



	ESS
	5
	7
	1
	1
	0
	1
	0
	0
	6
	1



	EV
	5
	7
	1
	1
	3
	1
	0
	0
	0
	2



	BEM
	2
	6
	0
	4
	2
	1
	1
	2
	3
	0



	GSAC
	1
	3
	1
	2
	2
	1
	1
	2
	3
	1



	EM
	2
	3
	2
	3
	3
	1
	0
	0
	3
	2










 





Table 14. Open challenges for application of RL algorithms in power system control problems.
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	Category
	Challenges





	Lack of standardization
	
	
Lack of real-world data for different control tasks in power systems.



	
No qualitative simulator to efficiently integrate between accurate physical models of energy systems and reinforcement learning libraries.



	
No standardized benchmark algorithms or datasets that represent a quality norm for various reinforcement learning algorithms.








	Lack of generalization
	
	
Lack of data causes limited generalization ability in model-free algorithms.



	
Complex models in power systems are difficult to learn; thus, model-based algorithms converge to an inaccurate model, which does not generalize well.



	
As the state or action variables increase, there is an exponential growth in the computational requirements of the model.








	Limited safety
	
	
Model-free methods produce suboptimal policy due to small acquired data, which may not perform well when unexpected events occur.



	
The complexity of the environment’s dynamics causes model-based algorithms to produce suboptimal policies, jeopardizing the stability of the system when uncertainty is encountered.



	
During training, the models focus on exploration and perform mainly random actions; in real-time applications for power systems, this may be catastrophic and lead to blackouts.








	Nonstationarity environments
	
	
Decomposition into different hierarchical levels representing distinctive modes.



	
Use RNN/LSTM to process sequential data and analyze temporal dependencies.



	
Use online learning with adaptive parameters of the transition network.



	
Incorporate prior knowledge, such as symmetries, to reduce state–action space size.



	
Design transition function that evolves in time.



	
Balance exploration–exploitation and forget outdated information.








	Reward shaping
	
	
Define global objective and local rewards to adjust reward horizon.



	
Adjust rewards dynamically to combine gained experience and prior knowledge.



	
Reward shaping to incorporate physical and safety constraints.
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