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Abstract: Leading edge (LE) erosion is a type of damage that inhibits the aerodynamic performance
of a wind turbine, resulting in high operation and maintenance (O&M) costs. This paper makes use
of a small dataset consisting of 50 images of LE erosion and healthy blades for feature extraction
and the training of four types of classifiers, namely, support vector machine (SVM), random forest,
K-nearest neighbour (KNN), and multi-layer perceptron (MLP). Six feature extraction methods were
used with these classifiers to train 24 models. The dataset has also been used to train a convolutional
neural network (CNN) model developed using Keras. The purpose of this work is to determine
whether classical machine learning (ML) classifiers trained with extracted features can produce higher-
accuracy results, train faster, and classify faster than deep learning (DL) models for the application
of LE damage detection of wind turbine blades. The oriented fast and rotated brief (ORB)-trained
SVM achieved an accuracy of 90% ± 0.01, took 80.4 s to train, and achieved inference speeds of
63 frames per second (FPS), compared to the CNN model, which achieved an accuracy of 79.4% ± 2.07,
took 4667.4 s to train, and achieved an inference speed of 1.3 FPS. These results suggest that classical
ML models can be more accurate and efficient than DL models if the appropriate feature extraction
method is used.

Keywords: machine learning; damage detection; feature extraction; offshore devices

1. Introduction

Offshore wind turbines are susceptible to surface damage over time. The blades of the
structure are particularly affected, and damage is worsened by exposure to extreme envi-
ronmental conditions [1]. Such damages include delamination, which is the degradation
of the resin between the laminate plies covering the blade that is mostly found along the
tip of the blade. Weakened areas of delamination are exposed to further cracking due to
the fatigue load on the wind turbine blade [2]. Splitting of the two blade halves along the
trailing edge can result in longitudinal cracks where these halves are bonded. This type of
damage is mostly found at the base and tip of the blade and is a result of reduced blade
stiffness [3]. LE erosion is another type of damage caused by particulates, such as rain and
hail, removing material from the blade’s leading edge. This has become an important issue
for the offshore industry, as LE erosion can negatively impact the aerodynamic efficiency of
the turbine [4].

Operation and maintenance (O&M) costs for offshore farms account for almost a
quarter of the total life cycle cost. If offshore wind turbines are damaged and need repair, the
limited options are either to tow the device to port for repairs or deploy installation vessels
offshore [5]. Both methods are costly and time-consuming and cannot be sustained with
the growing number of offshore wind farms. Offshore wind farms are particularly costly
compared to onshore wind farms. This is due to the limited accessibility caused by the vast
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distance to shore and high water depths [6]. With the operation and maintenance (O&M)
cost of these offshore renewable energy (ORE) devices being so high [7], it is important
to facilitate the identification of LE erosion so that repairs can be made. Computer vision
and deep learning have proven their worth by allowing for faster and safer inspections of
surface damage on wind turbine blades, as opposed to more conventional practices with
crewed teams [8]. Drones fitted with cameras are more able to retrieve data, which can be
further analysed. CNNs are neural networks designed for image analysis [9], and they are
an effective tool for many vision-based applications, already making significant impacts in
the application of ORE device inspection. The issue with this approach is that these DL
models require a significant amount of data to train them to be effective [10]. Secondly,
they are computationally expensive [11].

In the case of Shihavuddin et al. [12], they were provided with a non-public inspection
dataset from the private company EasyInspect ApS (Brøndby, Denmark), which contained
4000 × 3000-pixel images of different types of wind turbine blade damage. With this,
they trained faster region-based CNN (faster R-CNN) models with different backbones,
such as InceptionV2, Inception-ResNet-V2, ResNet-50, and ResNet-101. For comparison,
the dataset was used to train and evaluate single-shot detectors (SSD) and region-based
fully convolutional networks (RFCN). Their results showed that faster R-CNN models
outperformed in terms of accuracy when real-time processing was not needed, and they
concluded that larger models generally resulted in higher mean average precision (mAP)
scores. The largest model, Inception-ResNet-V2, achieved an accuracy of 81.1%, compared
to 71.67%, 71.93%, and 72.86% for Inception-V2, ResNet-50, and ResNet-101, respectively.
For their work, they chose four classes of surface damage, which include LE erosion, a
vortex generator (VG) panel, a VG panel with missing teeth, and a lightning receptor.
Their reasoning for choosing these was because the classes produce visual traits that are
identifiable by humans rather than the significance of the damages’ impact on the operation
of the wind turbine.

Aird et al. [13] specifically describe the significance of LE erosion, stating that this
damage type is responsible for decreasing blade performance and longevity, increasing
maintenance costs, and causing reductions in annual energy production (AEP). They
worked with a small dataset of 140 images containing deep and shallow LE erosion classes.
These data were used to train and evaluate two ML models. The first was a supervised
ML model that employed CNNs for feature extraction from an annotated training dataset.
The second was an unsupervised ML model that aggregated pixel intensity thresholding
through the calculation of pixel-by-pixel shadow ratio to identify the features within the
image [14–16]. Both models were used to determine the percentage area of the blade that
was damaged, with both models successfully identifying approximately 65% of the surface
damage area. Deeper damage was easier to detect for both models; however, the supervised
model proved more successful at identifying shallow damage types. The paper explains the
choice of LE erosion as the focus damage type because it is an important contributing factor
to the wind turbine lifespan. In addition, the use of machine learning, both supervised and
unsupervised, was explored to identify two different instances of LE erosion.

Similarly, Deng et al. [17] have used machine learning to classify blade surface damage.
They used a dataset of 1200 images, with each of the four classes containing 300 images.
The four damage types were nick, crack, blister, and spot. The authors used an improved
particle swarm optimisation (PSO) method to allow for adaptive image filtering before
applying the Log-Gabor filter to extract edge features [18,19]. The resulting features were
used to train an SVM that would discriminate among the four classes. The SVM trained
with features extracted without PSO achieved a mean accuracy of 87%, whereas with PSO,
the trained SVM achieved a mean accuracy of 94%. The paper highlights the importance
of image preprocessing prior to feature extraction because the quality of the features is
affected by the quality of the image.

Yang et al. [20] have also pre-processed images prior to feature extraction. Their work
is more concerned with the issue of visual noise generated by the background of the image
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as opposed to the clarity of the image. They used a maximum inter-class variance threshold
segmentation method known as the Otsu method to eliminate the background in the image,
leaving only the blade [21]. The binary image containing just the blade is superimposed
onto the original image, in which all background pixels are set to black. This method allows
just the blade to contain noticeable features.

Feature extraction using the histogram of oriented gradients (HoG) approach was
used by Wang and Zou [22]. This method extracted texture features from 507 images
containing crack and non-crack damage classes. The dataset was split 70:30 for training and
testing, and extracted features were used to train an SVM classifier. The authors reported a
training accuracy of 89.02% and a test accuracy of 33.99%. The paper compares the results
of the trained SVM to a CNN trained on the same dataset. The DL model achieved a
training accuracy of 96%; however, there was no report for testing accuracy to make a true
comparison between the two methods. The paper further mentions how larger datasets are
needed for training DL models compared to ML models.

These papers have explored limited techniques for feature extraction, achieving vary-
ing results. Because of this, it is difficult to determine whether alternative feature extraction
methods would have been more appropriate for their application. Model efficiency is an
issue that has been seemingly overlooked and should be seriously considered for practical
implementations. Insufficient data for training deep learning models is also an issue echoed
by multiple papers. The purpose of this work is twofold. The first aim is to identify
which feature extraction method and classical ML classifier produces a model with a high
classification accuracy, short training time, and low inference latency using a small dataset
of 50 images given in [23]. The second aim is to compare the accuracy and efficiency of this
ML model to a CNN model to determine whether it is more beneficial to use classical ML
approaches instead of deep learning for the application of wind turbine LE erosion classifi-
cation. DL models can be computationally expensive and require a significant amount of
data to be useful; therefore, ML classifiers have been used as an alternative approach and
have been provided with features that have been manually extracted using different feature
extraction techniques. Using a limited dataset, the classifiers will discriminate between
healthy blades and blades with LE erosion.

The structure of this paper is as follows: Section 2 explains the methods used for this
work. The first is how image preprocessing has been applied to the small dataset. The
second is which feature extraction methods have been used to collect training features.
The third is which classical ML models have been used for classification, and finally, the
parameters and conditions for training and inference are described for all classical ML
models and a CNN model. Section 3 lists the accuracy results, training times, and inference
performance of each classical ML model and CNN model. The robustness of the ORB-SVM
model is tested on various noise-induced images. A comparison is made between the
ORB-SVM algorithm and current existing algorithms. Lastly, the discussion and conclusion
are contained within Section 4.

2. Materials and Methods
2.1. Data Preprocessing

A small dataset [23] containing 50 images, 25 images of wind turbine blades with LE
erosion and 25 healthy blades, was created from selected images from online sources [24–30].
All images were first converted to grayscale to reduce the image dimension from 3 channels
to 1, and they were resized to 160 × 160. TensorFlow’s (version 2.11.0) ImageData-Generator
class has been used to expand the dataset from a total of 50 images to 500 images during
runtime, with an equal number of class samples. This is important because too few images
may appear similar and not fully represent the class to which they belong. By applying
image augmentations, the intra-class variance is increased, which allows for a greater gen-
eralisation of the classification model. The types of augmentation that occur include width
and height shifts of 10% of the original image size (after resizing), rotations of 0–45 degrees,
vertical and horizontal flipping, channel shifts from 0 to 20% of the original pixel values,
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zoom ranging from 0 to 150% of the original image, and shear ranging from 0 to 20 degrees.
Figure 1 shows a selection of both LE erosion and healthy blade samples included in the
dataset after augmentation.

Energies 2024, 17, x FOR PEER REVIEW 4 of 19 
 

 

a greater generalisation of the classification model. The types of augmentation that occur 
include width and height shifts of 10% of the original image size (after resizing), rotations 
of 0–45 degrees, vertical and horizontal flipping, channel shifts from 0 to 20% of the orig-
inal pixel values, zoom ranging from 0 to 150% of the original image, and shear ranging 
from 0 to 20 degrees. Figure 1 shows a selection of both LE erosion and healthy blade 
samples included in the dataset after augmentation. 

 
Figure 1. Dataset samples of LE erosion (top row) and healthy blades (bottom row). 

2.2. Feature Extraction Methods 
A selection of feature extraction techniques was used for this dataset to process the 

images and reduce the dimensionality of the data. The chosen feature extraction methods 
are well-known and have been used for image processing in numerous applications, par-
ticularly for damage detection. 

2.2.1. Two-Dimensional Discrete Wavelet Transform (2D-DWT) 
Wavelet analysis is used to divide signal information within an image into two com-

ponents, which are approximation and detail coefficients. The image is passed through 
two filters, a high-pass and a low-pass filter. The 2D discrete wavelet transform splits an 
image into four coefficients, namely, cA, cH, cV, and cD. The decomposition creates an 
approximation of the original image, represented as cA, which is the result of the low-
pass filter and is equal to the original image without the remaining coefficients (cH, cV, 
and cD) [31]. These remaining coefficients represent the detail of the original image and 
are the result of the high-pass filter, with each containing different details: horizontal de-
tails (cH), vertical details (cV), and diagonal details (CD). The approximation can be fur-
ther decomposed into another four coefficients in the same way [32]. This technique can 
continue through multiple levels; however, for this paper, a 3-level decomposition was 
chosen. The goal was to extract sparse coefficients containing only important details orig-
inating from the original input image, much like the feature maps obtained from convo-
lutional layers in a CNN. Figure 2 shows the three level 3 detail coefficients extracted from 
the original image. 

Figure 1. Dataset samples of LE erosion (top row) and healthy blades (bottom row).

2.2. Feature Extraction Methods

A selection of feature extraction techniques was used for this dataset to process the
images and reduce the dimensionality of the data. The chosen feature extraction meth-
ods are well-known and have been used for image processing in numerous applications,
particularly for damage detection.

2.2.1. Two-Dimensional Discrete Wavelet Transform (2D-DWT)

Wavelet analysis is used to divide signal information within an image into two com-
ponents, which are approximation and detail coefficients. The image is passed through two
filters, a high-pass and a low-pass filter. The 2D discrete wavelet transform splits an image
into four coefficients, namely, cA, cH, cV, and cD. The decomposition creates an approxi-
mation of the original image, represented as cA, which is the result of the low-pass filter
and is equal to the original image without the remaining coefficients (cH, cV, and cD) [31].
These remaining coefficients represent the detail of the original image and are the result of
the high-pass filter, with each containing different details: horizontal details (cH), vertical
details (cV), and diagonal details (CD). The approximation can be further decomposed
into another four coefficients in the same way [32]. This technique can continue through
multiple levels; however, for this paper, a 3-level decomposition was chosen. The goal was
to extract sparse coefficients containing only important details originating from the original
input image, much like the feature maps obtained from convolutional layers in a CNN.
Figure 2 shows the three level 3 detail coefficients extracted from the original image.
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2.2.2. Discrete Fourier Transform (DFT)

Discrete Fourier transform was used to decompose each image into its sine and cosine
components. The spatial information was transformed into the frequency domain at
which each point in the transform magnitude represents a certain frequency contained
within the spatial image. Only a set sample of frequencies is contained within the image,
which is enough to describe the spatial image and its important features whilst removing
unnecessary frequencies. The DFT of a spatial image f with size M × N can be represented
as an image F of the same size, as defined by the following equation:

F(u, v) = ∑M−1
m=0 ∑N−1

n=0 f (m, n)e−j2π( um
M + vn

N ) (1)

Figure 3 shows the magnitude of the DFT of the original image. Low-frequency
signals are concentrated around the centre of the image and represent areas in which
pixel intensities slowly evolve from one pixel to the other. High-frequency signals are
represented near the boundary of the image and correspond to pixels within the image
with sharp-intensity transitions. Due to the shape and intensity of the low-frequency signal
near the horizontal axis, we can deduce that the image contains a distinct contrast in pixel
values along a vertical area of the image. This most likely represents the difference in pixel
intensity between the leading edge and the background.
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2.2.3. Laplacian of Gaussian (LoG)

To extract features using the Laplace transform, each image is passed through a Gaus-
sian filter to remove noise. A Laplacian filter is then used to detect edges by computing the
second derivatives of each image. This technique determines whether a change in adjacent
pixel value is from an edge or not. The resulting extracted features contain key points,
which represent regions with sudden changes in pixel intensity. The Laplacian L(x, y) of
an image with pixel intensity values I(x, y) are given by the following equation [33]:

L(x, y) =
∂2 I
∂x2 +

∂2 I
∂y2 (2)

When combined with a Gaussian smoothing filter, the 2D LoG(x, y) of an image can
be represented as the following equation, with Gaussian standard deviation σ centred
on zero:

LoG(x, y) = − 1
πσ4

[
1 − x2 + y2

2σ2

]
e−

x2+y2

2σ2 (3)

Figure 4 shows the original image with the applied LoG filter. The edges from erosion
are highlighted by this feature extraction method, which are fine details represented in the
original image.
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2.2.4. Histogram of Oriented Gradients (HoG)

For this method, the gradient is calculated for the pixel intensities in both the vertical
Gy and horizontal Gx directions of the image [34]. These two feature maps are used to
calculate the gradient magnitude G and direction θ using the following equations:

G =
√

G2
x + G2

y

θ = arctan
(

Gy
Gx

) (4)

Each image is then split into cells of size 8 × 8, whereby the histogram of the gradient
is calculated for each cell. The sum of the magnitudes with corresponding gradient angles
is represented by 9 bins before concatenating all cells into a single array for normalisation
using the L2 Norm. HoG features are finally collected from all 2 × 2 blocks and concatenated
to form a final feature vector representing the entire image. Figure 5 shows the HoG
descriptor for the original image. The 400 cells contain both magnitude and direction for
each gradient. Intense magnitudes along the leading edge show the contrast between blade
and background pixel intensities, whereas the varying directions of the middle cells suggest
a disturbance of the leading edge surface.
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2.2.5. Oriented FAST and Rotated BRIEF (ORB)

ORB is a feature extraction technique developed at OpenCV Labs by Rublee E. et al. It
was created as a viable opponent to SURF and SIFT because these are patented algorithms.
ORB builds on the features from accelerated segment test (FAST) key point detector and
binary robust independent elementary feature (BRIEF) descriptor algorithms. First, FAST
with a multiscale image pyramid is applied to the image to identify scale-invariant key
points. A rotation-aware BRIEF (rBRIEF) method is then used to group all identified key
points and convert them into a binary feature vector [35]. Figure 6 shows the detected key
points of the original image. Many of the key points chosen by the algorithm are heavily
concentrated around the leading edge of the blade. This area of interest is likely caused by
surface erosion differing from the appearance of the remaining blade surface.
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2.2.6. Canny Edge

An adaptive canny edge feature extraction method was used to automatically select
appropriate upper and lower pixel thresholds. The first step of this process is to smooth
the image using a Gaussian filter, which will help to remove noise from the image. The
second step involves a pair of convolution masks applied to the image to detect vertical
and horizontal details. The gradient magnitude and direction are then calculated using the
same equation used for HoG [36]. Finally, adaptive thresholding was used to determine
appropriate upper and lower thresholds for hysteresis thresholding, and the median pixel
intensity was calculated for each image. The thresholds were then determined around
this median value and controlled by a fixed variable σ. These thresholds are shown by
the following equations, where M is the median pixel intensity of the image and σ is a
fixed variable:

Upper Threshold = (1 + σ)M
Lower Threshold = (1 − σ)M

(5)

Figure 7 shows the original image after the adaptive thresholding canny edge has been
applied. The thresholding has successfully retained detail of interest, showing detected
edges of the LE erosion.
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2.3. Classical Machine Learning Methods
2.3.1. Support Vector Machine (SVM)

The support vector machine is currently one of the most widely used supervised ML
models. This algorithm can be used for both regression and classification problems. For
this paper, it is used for image classification. The SVM works by finding the hyperplane
that separates the different classes in the feature space. The idea is to maximise the
distance between the closest points of the different classes so that input data can be better
distinguished. These feature points closest to the hyperplane are known as support vectors
because without these points the hyperplane would shift [37]. Figure 8 shows an example
of an SVM using a linear kernel. This type of SVM is useful for classifying between two
classes; however, there are also polynomials, radial basis functions (RBFs), and sigmoid
kernels, which can be used to solve more complex non-linear problems.
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2.3.2. Random Forest

The random forest algorithm is a machine learning technique that creates numerous
decision trees during training. The decision tree is a supervised learning branched model
that consists of a hierarchy of decision nodes. Each node splits the data based on a specific
test of an attribute, creating branches to further nodes until a decision leaf is reached. This
decides the resulting label. Training a decision tree consists of a greedy selection of the
best splits, which minimises a cost function. With random forest, each tree is trained on a
random subset of the input features. For classification, the majority class identified by all
decision trees is represented as the final output class [37]. By forcing a subset of data to
each decision tree and analysing collective decisions, the random forest algorithm becomes
more robust to overfitting. Figure 9 shows the general structure of a random forest model.
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2.3.3. K-Nearest Neighbour (KNN)

KNN is a supervised learning classification model that uses proximity to assign class
labels to feature points. It works by taking a new feature point and calculating the distance
of this point to all prior classified points. The value of K represents the number of nearest
neighbouring points that are included when deciding the majority class of surrounding
points. The new feature point is then assigned to this class. For image classification, the
majority class assigned to the total feature points of an image decides the overall class of
the input image [40]. Figure 10 shows an example of KNN with K = 3, where two of the
surrounding three neighbours belong to class B, which results in the new feature point
adopting the same label.
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2.3.4. Multi-Layer Perceptron (MLP)

The multi-layered perceptron is a type of artificial neural network (ANN) that consists
of an input layer, an output decision layer, and a variable number of fully connected hidden
layers that connect the input to the output [42]. Each hidden layer is made up of neurons,
with an associated weight that determines its connection strength to the proceeding layers.
As training commences, input features pass through the network, in which an output
is generated by the last layer. The predicted output from the MLP is measured against
the true output using a cost function to produce a network error, which is the difference
between the two values. Backpropagation is the process whereby this error is propagated
back through the network to tune the neuron weights and minimise the error value. As
training continues, this process is repeated until the error can no longer be further reduced,
thus producing a predicted output close to that of the true output. Figure 11 shows the
structure of a simple MLP with a single hidden layer.
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2.4. Training and Inference
2.4.1. Machine Learning Models

Training for all models was performed using all 8 cores of an Intel(R) Core(TM) i7-
7820X CPU @ 3.60 GHz, 3600 Mhz, manufactured by Intel and sourced from Hsinchu,
Taiwan. The data was first pre-processed by resizing and grey-scaling to produce single-
channel 160 × 160 × 1 images before data augmentation was used to expand the dataset.
Feature extraction for each method took place after data pre-processing. The extracted
features were used as input to all four classifiers. Nested Kfold cross-validation (CV) was
used for training each classifier using 4 folds for both inner and outer CV. Outer CV would
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split the dataset into 4 folds, consisting of 3 training and 1 testing fold. The 3 training
folds were further split into 4 folds in the same manner using inner CV. Here, Halving
GridSearchCV was used across the inner folds to determine the optimal hyperparameters
for the first outer fold. This process took place for each of the outer folds. The mean
and standard deviation for all outer fold accuracies have been measured per model. The
accuracy can be determined using the following formula, where true positive (TP) is the
correct detection of the positive class; true negative (TN) is the correct detection of the
negative class; false positive (FP) is the incorrect detection of the positive class; and false
negative (FN) is the incorrect detection of the negative class:

Accuracy =
TP + TN

TP + TN + FP + FN
(6)

The training time of the nested Kfold CV for each model was recorded in seconds. The
inference FPS was measured using a Jetson Nano 2gb developer board, manufactured by
NVIDIA and sourced from Shenzhen, China.

2.4.2. CNN Model

The dataset was further used to train a convolutional neural network so that a compari-
son could be made between deep learning and classical machine learning models. Figure 12
shows the structure of a simple convolution neural network implementation using Keras.
The model is composed of five convolutional layers using the activation function ReLU,
with a 3 × 3 kernel, zero padding, and a stride of 1. Each convolutional layer outputs dou-
ble the number of input channels, whilst the output feature map dimensions are affected
by the following formulas, where W and H are the width and height of the feature map,
respectively, K is the kernel size, S is the stride, and P is the padding:

Wout =
Win−K+2P

S + 1
Hout =

Hin−K+2P
S + 1

(7)

The input size for the network is 160 × 160 × 1, which allows for the greyscale images
in the dataset to be used. Two stacked convolutional layers follow the input layer before a
maximum pooling layer is applied. This is to allow for a richer feature extraction before the
spatial information is reduced further into the network [44]. The maximum pooling layers
in the network have a pool size of 2 × 2, which reduces the input feature dimensions by
half. Finally, the output feature maps are flattened and passed through a fully connected
layer consisting of 256 units, followed by a 25% dropout layer, which temporarily removes
25% of the previous nodes during both forward and backward propagation. This method
helps avoid model overfitting by creating a new network architecture from the parent
network [45]. Finally, an output layer containing a single unit with a sigmoid activation
function is used for the binary classification. The fully connected layers in the model are
responsible for classifying the inputs and tuning the model’s weights.

For training the model, an Adam optimiser with a learning rate of 0.00002 and a binary
cross entropy loss function were optimised parameters predetermined by a hyperband
parameter tuner used on each fold of 4-fold cross-validation. A batch size of 32 was used
to train for 100 epochs per fold. The mean and standard deviation for all fold accuracies
were measured. After cross-validation, the final model was trained on 80% of the entire
dataset, leaving 20% for validation using the same predetermined parameters. The training
time for the 4-fold cross-validation was measured in seconds. Inference was measured on a
Jetson Nano 2gb developer board where the trained model was deployed.
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3. Results
3.1. Machine Learning Results

Table 1 shows the mean and standard deviation of the nested fourfold cross-validation
accuracies obtained for each classification model trained with different extracted features.

Table 1. Accuracy (%), mean, and standard deviation across all outer folds of each model.

Feature Extraction Canny Edge DWT DFT Laplace HoG ORB

MLP 69.2 ± 0.06 50.8 ± 0.02 59 ± 0.05 74.8 ± 0.03 62.4 ± 0.03 75.6 ± 0.08
SVM 72.6 ± 0.06 72.6 ± 0.03 83.8 ± 0.01 72.8 ± 0.006 67 ± 0.06 90 ± 0.01

Random Forest 68.6 ± 0.03 76.4 ± 0.03 81.2 ± 0.05 70 ± 0.03 70 ± 0.03 74.6 ± 0.05
KNN 50 ± 0.004 50.2 ± 0.007 78.2 ± 0.04 53.6 ± 0.01 69.4 ± 0.04 78 ± 0.02

The SVM trained with ORB features obtained the highest accuracy of 90%, with a low
standard deviation of 0.01. The best parameters were found to be the polynomial kernel,
C = 0.1, and gamma = 0.001.

The receiver operation characteristic (ROC) is a two-dimensional measure of classifica-
tion performance [46]. The curve plots the probability of correctly classifying the positive
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class compared to the rate of falsely identifying the positive class at varying thresholds. The
area under the curve (AUC) value is a key measure obtained from the curve that represents
how well the classifier distinguishes between classes. Figure 13 shows the ROC curves
for each fold of the ORB-SVM, which gave the best mean accuracy of 90%. Here we can
observe that the difference between the curves is marginal, which is representative of a
robust model. The red dotted line equates to a 50% chance of positive classification. The
mean curve is close to the vertical axis, which is further above this line and means that the
model has a high chance of positive classification. This can also be deduced by the high
average AUC value. The ROC analysis shows that the model successfully identifies more
of the positive class with fewer false positives.
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Table 2 shows the time taken for each model to complete training using fourfold cross-
validation. In most cases, the random forest classifiers took less time than the remaining
three types of classifiers, whereas the MLP models took considerably longer to train. DWT
produced the least extracted features, which is why the training times for each model are
much smaller than others. There is a correlation between training time and the number of
extracted features used to train the model.

Table 2. Training times in seconds for each model.

Feature Extraction Canny Edge DWT DFT Laplace HoG ORB

MLP 865.2 36.3 672.1 978.4 470.3 540.8
SVM 139.2 8.7 125.2 142.4 70.0 80.4

Random Forest 40.0 38.5 63.3 41.1 47.8 49.6
KNN 184.4 12.7 228 130.2 106.5 136.4

The inference results displayed in Table 3 show that the MLP models classify images
faster than the remaining machine learning models, with most KNN models producing the
lowest FPS. Again, ML models trained using DWT features classify significantly faster due
to the small number of extracted features.

Table 3. Inference times of models represented as frames per second (FPS).

Feature Extraction Canny Edge DWT DFT Laplace HoG ORB

MLP 59 526 135 91 77 182
SVM 17 303 37 13 63 63

Random Forest 12 13 43 16 13 45
KNN 0.83 100 6 1.6 4 3
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To ensure the ORB-SVM algorithm showed robustness to image interference, various
types of noise were added to a test image of LE erosion. The types of noise reflect conditions
that may be faced by a drone whilst collecting images such as brightness, cloud cover, and
wind turbulence. Figure 14 shows the test image with different applied noise. To simulate
brightness, all pixels were increased by the value of 100. Similarly, to simulate cloud cover,
all pixels were decreased by 100 to create a ‘dimming’ effect. Vertical and horizontal motion
blur was added to simulate heavy turbulence caused by winds. Each image was classified
using the ORB-SVM algorithm, which provided a class label and confidence value. Despite
the simulated interference, the algorithm correctly identified that the image contained
LE erosion with minimal change in confidence. Vertical motion blur has decreased the
model’s prediction confidence the most. This can be explained by the reduction in pixel
intensity changes within the image, resulting in fewer FAST key points detected by the
ORB algorithm. Overall, the ORB-SVM algorithm has shown robustness to image external
interference and proves a level of reliability for practical use in an industrial setting.
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3.2. CNN Results

After 100 epochs per fold, the mean accuracy attained by the model was 79.4% ± 2.07,
with an average validation loss of 0.44 in a total of 4667.4 s. The results for validation loss
and validation accuracy per fold are represented in Figure 15. The accuracy of the model is
likely limited by the size of the dataset; however, the variation between folds is visible but
not vast, which suggests that the dataset is consistent, and the model is not dependent on
specific train-split configurations to achieve a higher accuracy.

Table 4 shows the comparison between the CNN and ORB-SVM in terms of accuracies
and speeds for both training and inference. From Table 4, ORB-SVM achieved an accu-
racy 10.6% higher than that of the CNN model, with a lower cross-validation variance,
suggesting a more efficient generalisation of the training data. Using the system CPU, the
CNN took longer to train at 4667.4 s compared to the ORB-SVM at 327.5 s. For inference
on the embedded system, ORB-SVM achieved an FPS rate of 63, compared to 1.3 from the
CNN model. From this comparison, the ORB-SVM algorithm would be more suitable for
deployment on an embedded system.

Table 4. Comparison between ORB-SVM and CNN model.

Algorithm Accuracy (%) Training Time (s) Inference (FPS)

ORB-SVM 90 ± 0.01 327.5 63
CNN 79.4% ± 2.07 4667.4 1.3
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3.3. Comparison Experiments

To demonstrate the effectiveness of the ORB-SVM algorithm, a comparison was made
with a selection of advanced lightweight algorithms, namely, EfficientNetB0, MobileNetV2,
and DenseNet121. For this comparison, computations were made using an AMD Ryzen 9
CPU, NVIDIA Geforce 3050 Ti laptop, manufactured by ASUS and sourced from Suzhou,
China. All four algorithms used the same number of images (500) with the same augmenta-
tions. Fourfold cross-validation accuracies, training times, and inference FPS can be found
in Table 5.

Table 5. Comparison between ORB-SVM, EfficientNetB0, MobileNetV2, and DenseNet121.

Algorithm Accuracy (%) Training Time (s) Inference (FPS)

ORB-SVM 90 ± 0.01 327.5 20,134.2
EfficientNetB0 78.4 ± 0.8 1051 24.8
MobileNetV2 85.2 ± 5.32 560.6 29.8
DenseNet121 91 ± 0.35 1283 29.9

In Table 5, ORB-SVM shows an accuracy that is 11.6% higher than that of Efficient-
NetB0 and 4.8% higher than that of MobileNetV2, with a lower cross-validation variance,
which suggests the model generalises more efficiently to the training data. DenseNet121
showed an increase of 1% to that of the ORB-SVM algorithm but showed significantly less
inference FPS in comparison. ORB-SVM shows an improvement in inference speed at a
minimal cost to classification accuracy. Figure 16 shows the memory consumption during
training and inference for ORB-SVM (green), EfficientNetB0 (blue), MobileNetV2 (red), and
DenseNet121 (black).
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In Figure 16, ORB-SVM shows a fraction of the memory consumption when compared
to the other algorithms during training. It consumed approximately 1000 MiB, compared
to DenseNet121, which consumed the highest amount of over 7000 MiB. For inference,
ORB-SVM consumed 600 MiB compared to the remaining three algorithms, which all
consumed approximately 1500 MiB. The significant reduction in memory consumption
suggests that ORB-SVM is more efficient than the remaining models.

4. Discussion

In this study, a small dataset was created to classify LE erosion. The dataset, consisting
of 50 images, was small and sought to address the challenges associated with insufficient
data. Four types of ML classifiers were selected, including MLP, SVM, random forest, and
KNN, and trained on various feature extraction methods to produce 24 models. A CNN
model was also trained on the dataset for comparison. This was to identify how each
classifier would perform given different features as input.

From the results in Table 1, the model with the highest accuracy was the ORB-trained
SVM, which achieved 90% accuracy. This suggests that reducing the dimensionality of
the image to only key features can prove beneficial to classification performance. This
result suggests that the model has a small percentage of incorrect predictions, with most
predictions correctly detecting instances of LE erosion and no LE erosion. The reliability
of correct classifications is crucial for operational decisions. Alerting to damage on the
blade when there is none could waste time if the decision is made to act on the incorrect
classification. Similarly, undetected damage that is left unattended may cause further
damage to the structure of the blade in the future and increase maintenance costs. Both
scenarios demonstrate why minimising the FNs and FPs of the classification model is
important. The selection of both the classifier and feature extraction method is important.
In Table 1, it can be seen that the canny edge, LoG, and DWT features have produced
underperforming KNN models, with the lowest accuracy of 50%. These models would be
inappropriate for industrial use because an accuracy of 50% means that there is an equal
chance that a false classification is made as a correct one, which results in a ‘guessing’ model.
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When trained from scratch on the dataset, the CNN model achieved a mean accuracy of
79.4%, which is 10.6 percentage points lower than that of the ORB-SVM. This result further
backs the conclusions of other researchers that deep learning models require a large amount
of data to achieve a higher accuracy. Although this is not an underperforming result, the
margin for error is higher than that of the ORB-SVM, which could prove more costly,
especially if the model would be used to analyse a large volume of images. With respect
to cost and safety, the rate of FNs should be considered more carefully compared to FPs
because missed damages can result in destructive errors further down the line. This would
not only prove more costly but may increase the risk of danger to those nearby, whereas
non-existent detected damage may cause an unnecessary further inspection, but this would
be the extent of the consequence caused by the incorrect classification.

With a training time of 4667.4 s, the CNN model took considerably longer to train
than all machine learning classifiers, with the DWT-SVM having the lowest time taken to
train at 8.7 s. High training times can be problematic if there is a limited timeframe for an
inspection to take place. Any changes to the model or added training images requiring the
model to be re-trained would result in a lengthy wait each time; therefore, it is important
for this process to be minimised. For inference, the MLP models were the fastest, with the
highest FPS of 526 from the DWT-MLP. Whether inference takes place offline or in real time,
it will affect the overall processing time. If inference takes place onboard a drone, then
fast and efficient detection is even more important to allow for all frames to be processed
within the given flight time and reduce the processing power needed to process each
frame. It is important to find the appropriate trade-off between accuracy and efficiency
when evaluating a model. For example, the ORB-SVM, with an accuracy of 90%, achieved
63 FPS during inference compared to the fastest inference of 526 FPS by the DWT-MLP
model. This model only achieved an accuracy of 50.8%, which is poor; therefore, it would
be best to select the ORB-SVM model. Indubitably, the accuracy of the model should take
more priority over efficiency because an accuracy that is too low can cause further delays
to the damage detection process, as mentioned.

The conclusion of this work suggests that machine learning methods can compete
with current state-of-the-art deep learning models, especially when training data are a
limiting factor. This is a common issue, and public data are scarcely made available by
private companies. This is largely due to the difficulties faced when obtaining the images.
For the most part, the wind turbine would need to be shut down to allow the drone to
approach close enough to the blades to attain detailed images. The weather conditions
can further limit this opportunity, specifically, strong winds and heavy rain, which would
require waterproofing and a robust control system. Situations in which the turbine is in
motion introduce the issue of motion blurring to captured images, and these would need
pre-processing first before being used in a dataset.

With the recent advances in AI, realistic images can be generated from key phrase
inputs to aid with dataset building. This can be a strong tool for collecting images of
damaged blades that closely resemble those of a real damaged blade. This is a unique
way for a model to learn trends and patterns exhibited in real-world images and learn to
classify based on this; however, real-world images would be more desirable because these
would be 100% representations of what the model would be exposed to during inference,
including not just the blade and damage itself but also the effects of environmental factors,
such as weather, lighting, and noise.

This work shows that less computationally expensive approaches can be used in this
domain while still providing competitive performance. This is becoming more important
as the focus shifts more toward real-world applications of this technology [47]. It is useful
to experiment with cutting-edge systems to discover new possible solutions; however,
if these findings cannot be translated into scalable, practical solutions, then their use is
limited. Refining existing technology and ensuring its reliable and efficient use in the field
is what is needed for the technology to achieve its intended purpose. Since the batteries of
a drone can only allow for short flights at a time [48], it is crucial to maximise this flight
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time when possible, which includes reducing the onboard computer power requirements
whilst minimising the impact on performance. For damage detection, this could further be
improved by looking at which features contribute to a certain class more than others. The
interpretation of a classifier’s output may give more insight into the true effects of selected
features and allow us to make informed decisions for model tuning or feature filtering and
further reduce unnecessary computations. Future work should be developed and tested on
real-world scenarios that emulate the true environment to ensure efficiency and feasibility
on a larger scale.

5. Conclusions

In this paper, four machine learning classifiers were trained using six different feature
extraction methods to create a total of 24 models. The combination of ORB features and the
support vector machine created the model with the highest accuracy of 90%. The model
was tested on an image with different interferences applied to simulate environmental
challenges. The model correctly classified the images with little change in model confidence,
proving adequate robustness. It was then compared with a CNN model trained on the
same dataset. The ORB-SVM produced a classification accuracy that was 10.6% higher than
that of the CNN model. The ORB-SVM classified images faster at 63 FPS, compared to the
1.3 FPS speed of the CNN model. The model was further compared with three current
advanced algorithms, namely, EfficientNetB0, MobileNetV2, and DenseNet121. ORB-SVM
was found to classify images significantly faster, with little impact on classification accuracy,
and, for both training and inference, ORB-SVM consumed less memory than the other
three models.
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