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Abstract

:

This study introduces a computationally efficient urban building energy model (UBEM) to assess decarbonization strategies for the residential sector at the regional level. The model considers a range of inputs, including building characteristics, climate data, technology penetration, and occupant behavior. The model provides an economic analysis associating emission reduction potential with economic returns through an abatement cost curve, which is critical to designing cost-effective solutions. The model was validated at its full scale in Portugal, using actual consumption data from all municipalities. Key findings showed that lighting upgrades (100% LEDs) are the most cost-effective measure, offering the lowest abatement cost (−521 EUR/tonCO2eq) and a low discounted payback period of 2 years, while heat pumps for water heating provide the highest emission reduction potential, with an annual reduction of 863 tonnes of CO2eq annually, equivalent to a 20% reduction in national emissions. Additionally, behavioral measures achieved an annual reduction of 147 tonnes of CO2eq. The analysis further reveals that, while some measures might have a negative abatement cost at the national level, their economic viability varies locally, with certain municipalities incurring positive abatement costs, highlighting how local context affects the economic viability of decarbonization strategies.
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1. Introduction


In recent years, the effects of global warming have become increasingly worrying for humanity as climate change continues to intensify. It has led to the creation of plans and agreements by governments worldwide to address the issue, such as the Paris Agreement, which aims to limit global warming by limiting global temperature increase to well below 2 degrees Celsius [1]. Achieving these climate targets requires coordinated efforts across multiple sectors, each facing its own set of challenges. While sectors like transportation struggle with the complexity of energy consumption and carbon reductions, the building sector has been recognized as having the potential to make a greater contribution to energy and emission reductions [2].



Within the European Union (EU), buildings account for approximately 40% of the total energy consumption and 36% of greenhouse gas (GHG) emissions [3,4]. As a result, the residential sector holds significant potential for energy savings and emission reductions. Addressing this potential is essential to reach the EU’s ambitious climate targets. Policies promoting energy efficiency in buildings, combined with the transition to renewable energy, are seen as crucial steps towards reducing emissions and improving energy performance.



In this context, urban building energy models (UBEMs) are essential tools for analyzing residential energy consumption and emissions, supporting the development of effective policies at scales ranging from individual buildings to neighborhoods or cities [5]. UBEMs enable researchers and policymakers to simulate alternative scenarios for evaluating decarbonization measures, such as energy efficiency upgrades, retrofitting, and renewable integration [6,7].



Several UBEM tools have become widely adopted for urban applications [5]. For example, CityBes, developed by Hong et al. [8], is a platform intended to simulate the energy performance of building stocks across cities, supporting the evaluation of retrofit strategies and energy-saving interventions. In a recent study, Li et al. [9] expanded CityBes capabilities to include district heating and cooling systems, enabling city planners to model district-level energy configurations and assess their impact on energy demand and emissions. Additionally, Fonseca and Schlueter [10] developed CEA, a UBEM designed to simulate energy consumption and emissions at the urban scale, with a case study in Zurich. Their model integrates spatial and temporal data, providing detailed insights into urban districts’ potential for reducing emissions through a range of energy efficiency measures and interventions. Other widely used UBEM platforms include UMI, SimStadm, and CitySIM [5].



While these UBEM platforms offer valuable insights at the neighborhood, district, and city levels, extending them to regional or national applications remains a significant challenge due to several key factors. Johari et al. [11] highlight significant data requirements and computational complexity for UBEM even at the city scale. These challenges suggest that scaling such models to a national level would be substantially more difficult. Additionally, Ali et al. [12] point out that models based on detailed simulations require substantial computational resources, thereby limiting their scalability to larger regions or national levels. Sola et al. [13] similarly note that, while detailed UBEM simulation engines predict the operational energy use of individual buildings very well, it is common for difficulties to appear when scaling up to modeling at larger scales. These difficulties, along with the increased computational requirements, make it challenging for traditional UBEMs, designed primarily for single cities or districts, to maintain efficiency at larger scales, often leading to significantly longer run times.



For instance, Chen et al. [14] simulated 940 buildings in San Francisco using CityBES, which required hours to days, depending on the level of detail and available computational infrastructure. For larger simulations, like the 177,023 buildings across the entire city of San Francisco, the computational demands became even more pronounced.



While current UBEMs perform well at the city or district level, they often lack the computational efficiency necessary for national-scale deployment without the support of high-performance infrastructure. A study by Beltrán-Velamazán et al. [15] further underscores this limitation, highlighting that national-scale UBEMs, though valuable for estimating energy consumption across a country’s building stock, demand supercomputing capabilities to handle simulations efficiently.



This paper addresses this gap by presenting a computationally efficient model capable of simulating multiple regions within a country, accounting for each region’s specific context, and even extending to national-scale simulations. The model was designed to be computationally efficient, enabling simulations at a national scale in less than one minute while still maintaining the necessary detail for the analysis of cost-effective building solutions. This allows the model to bridge the gap between highly localized urban models and broader national models, providing insights into energy consumption and emissions across larger geographical areas without the typical computational constraints of more detailed models.



In addition to its computational efficiency, the model introduces an economic analysis through the use of abatement cost curves. This feature links environmental performance with economic feasibility, providing policymakers with critical insights into the cost-effectiveness of various building solutions designed to reduce CO2eq emissions.



To demonstrate its applicability, the model was applied to Portugal with desegregated data at the municipal level, covering all 308 municipalities. Portugal was selected as a case study to highlight the model’s adaptability in accounting for diverse regional factors, such as local climate variations, building characteristics, and penetration technologies. The simulation of decarbonization measures reveals valuable information about the energy savings, CO2eq emission reductions, and cost-effectiveness of various strategies, helping to design the most effective approaches across different contexts. These findings are crucial for guiding resource allocation and informing targeted policy decisions.




2. Materials and Methods


The methodology for developing a regional residential energy model is outlined in this chapter. It includes the analytics used to determine energy consumption in each end use of a dwelling, which are derived from established research.



The model takes into account a variety of inputs, such as the building attributes, climate, and occupant behavioral trends. This hybrid approach is expected to provide an accurate estimate of residential energy consumption by combining both physical and behavioral factors. The model was implemented in Python (version 3.10).



Figure 1 showcases the diagram of the regional residential energy model, providing a visual representation of its various components and their interconnections.



The model estimates the useful energy consumption of residential buildings using inputs such as building constructive solutions, climate data, and occupant behavior. Useful energy refers to the amount of energy required to meet a specific demand (e.g., heating a space or providing hot water), while final energy is the amount of energy consumed via the system to fulfill that demand, considering the efficiency of the equipment.



When evaluating energy consumption for cooking and household appliances, it is important to understand that these calculations are based on final energy consumption, not useful energy. To calculate the useful energy for these two end uses would require detailed information on factors like the types of food being prepared and the materials and efficiency of each appliance. These details are necessary because different foods and cooking methods consume varying amounts of energy, and appliances made from different materials operate at different efficiencies. Collecting these comprehensive data on a national scale is unfeasible, so final energy consumption was adopted for these two end uses as a more practical approach.



Space heating and water heating are often the biggest contributors to overall dwelling energy consumption [16]; according to the IEA, space and water heating accounts for 46% of the energy consumed in buildings [17]. In Portugal, water heating consumption accounts for 20% of the total residential energy consumption, while space heating accounts for 23% [18].



The thermal dynamics of a building involve heat-transfer processes that determine how energy is gained and lost. Heat gains include solar radiation, which heats building surfaces like windows, walls, and roofs, and internal gains from occupants, appliances, lighting, and cooking. The solar heat gains can reduce space heating needs but may cause thermal discomfort during warmer periods.



Heat losses occur through the building envelope (e.g., walls, windows, and roofs), driven by the temperature gradient between the interior and exterior. In cold conditions, heat is lost through conduction, convection, and air infiltration, while in warm conditions, heat can flow inward, increasing cooling demand. Understanding these thermal dynamics is essential to accurately estimating the space heating and cooling demands of the residential building stock.



In the following sections, the model formulation is presented in detail, outlining the mathematical equations and methodologies used to estimate the final energy demand for various end uses in residential buildings. The model covers space heating, space cooling, water heating, lighting, household appliances, and cooking. Each subsection delves into the specific factors and parameters influencing energy consumption for these end uses, such as thermal losses, solar gains, equipment efficiency, and occupant behavior.



2.1. Space Heating


The equations required to compute space heating final energy were adapted from the Regulation on the Energy Performance of Residential Buildings (REH) [19] and other studies [20,21].



Equation (1) was used to calculate space heating’s final energy demand.


   Q  S H   =     Q  t , s h   +  Q  v , s h   −  Q  g , s h     η  T , s h      



(1)




where   Q  t , s h    (kWh) represents the losses through transmission,   Q  v , s h    (kWh) is the quantity of heat lost as a result of the ventilation system of a building,   Q  g , s h    (kWh) represents the heat gains, and   η  T , s h    is the space heating technology efficiency.



The heat losses through transmission are calculated through Equation (2).


   Q  t , s h   = 0.024 · H D D ·  H t   



(2)




where HDD (°C· Day) represents the heating degree days, and   H t   (W/°C) is the global heat coefficient.



The heating degree days are a measure of the severity of the outdoor temperature in a given location during a specified time period. The use of heating degree days from the REH ensures that the energy model represents the typical heating demands of buildings in Portugal.



The global heat coefficient is calculated through Equation (3).


   H t  =  U  w a l l   ·  A  w a l l   +  U  w i n d o w   ·  A  w i n d o w   +  U  f l o o r   ·  A  f l o o r   +  U  r o o f   ·  A  r o o f    



(3)




where   U  w a l l   ,   U  w i n d o w   ,   U  f l o o r   , and   U  r o o f    (W/m2·°C) are the overall heat transfer coefficient of the walls, windows, floors, and roofs of a dwelling, and   A  w a l l   ,   A  w i n d o w   ,   A  f l o o r   , and   A  r o o f    (m2) are the respective areas of each of the elements.



The heat losses through ventilation are calculated with Equation (4).


   Q  v , s h   = 0.024 · H D D ·     c p  · ρ  3600   · A C H · V o l  



(4)




where ACH is the air changes per hour (h−1),   C p   (1.005 kJ/kg· K ) is the specific heat of air,  ρ  (  1.2    k g   m 3     ) is the density of air, and   V o l   (m3) is the volume of the building under analysis.



The heat gains are calculated using Equation (5).


   Q  g , s h   =  η  g u   ·   Q  i n   +  Q  s o l , s h     



(5)




where   Q  i n    (kWh) are the internal heat gains,   Q  s o l , s h    (kWh) is the solar irradiation heat gains, and   η  g u    is the gain utilization factor.



The gain utilization factor is a ratio of the thermal gains and losses of a building in the heating season, and it is calculated through the following Equation (6).


   η  g u   =      i f γ ≠ 1 ∧ γ > 0       1 −  γ a    1 −  γ  a + 1           i f γ = 1      a  a + 1         i f γ < 0      1 γ        



(6)






  γ =    Q g    Q t  +  Q v      



(7)




where “a” can take the values of 1.8, 2.6, or 4.2, according to buildings’ weak, average, and strong thermal inertia [19].



Thermal inertia, which represents a building’s capacity to store and gradually release heat, is influenced by the U-value of the building envelope. Lower U-values, typically found in well-insulated buildings, enhance thermal inertia by reducing the heat transfer through the envelope [22]. A study by Giama et al. [23] showed that older buildings tend to have lower U-values due to outdated construction materials and methods, such as less insulation and single-pane windows, resulting in poorer thermal performance and lower thermal inertia.



Internal heat gains can significantly affect a building’s energy balance and indoor thermal environment, and they are calculated through Equation (8).


   Q  i n   = 0.72 ·  q  i n t   ·  M  s h   ·   A  f l o o r   ¯   



(8)




where   q  i n t    (W/m2) are the internal gains,   M  S H    represents the duration of the heating season, measured in months, and    A  f l o o r   ¯   (m2)) is the average floor area.



The internal heat gains are assumed as 4 W/m2 [24]; this value is used in energy performance calculations, and it represents the average heat generated via human occupation, cooking, and electrical and lighting equipment.



  Q  s o l , s h    (kWh) is the solar heat gains, and it is calculated with Equations (9)–(11).


   Q  s o l , s h   =  G  s o u t h   ·  ∑  w     X i  ·  F h  ·  F o  ·  F f  ·  A w  ·  F g  ·  g i   ·  M  s h    



(9)






   F s  =  F h  ·  F o  ·  F f   



(10)






   A s  =  A w  ·  F g  ·  F i   



(11)




where   G  s o u t h    (kWh/m2· month) is referred to as the average monthly solar radiation through the heating season on a vertical south-facing surface,   X i   is the window orientation coefficient,   F h   is the horizon window obstruction factor,   F o   and   F f   are window obstruction factors from horizontal and vertical elements, respectively.   A w   (m2) is the window area,   F g   is the glassed fraction of the window, and finally,   g i   is the solar factor, a coefficient that accounts for properties of the glass and shading elements, while   F s   is the total obstruction factor, and   A s   (m2) is the effective area.



The majority of the coefficients utilized were obtained from [19]. The coefficients that required calculations will be discussed in the following subsections.




2.2. Space Cooling


In the case study through which the model was tested, space cooling consumption accounted for a very small (<5%) [18] portion of the total energy consumption. However, since the intention was to create a replicable methodology, it was still important to include space cooling consumption in the analysis. In other contexts where the model may be applied, this end use may not be negligible, and modeling it ensures the model’s adaptability to different contexts.



The space cooling final energy demand of a building is provided via Equation (12).


   Q  S C   =     ( 1 −  η  g u   )  ·  Q  g , s c     η  T , s c      



(12)




where   η  T , s c    depicts the efficiency of the cooling technology,   η  g u    is the gain utilization factor for the cooling season, and   Q  g , s c    (kWh) are the solar gains.



Thus, the following Equation (13) is employed to calculate the solar gains:


   Q  g , s c   =  ∑  w     G  s o l a r   ·  F s  ·  A  s , w    +  ∑  o     G  s o l a r   ·  F s  ·  A  s , o     



(13)




where   G  s o l a r    (kWh/m2) is the solar gains coefficient,   A  s , o    (m2)) is the effective area of the opaque elements, and   A  s , w    (m2)) is the effective area of the glazed elements.



The first parcel of the formula refers to the windows, while the second parcel refers to the opaque elements. The solar gains of the window elements for space cooling are computed in exactly the same manner as for space heating.



The solar gains coefficient is an assessment of how effectively a window or other building material transmits solar radiation into a structure. It represents the percentage of incident solar radiation that passes through a medium and can be used to heat or cool the inside environment. This coefficient is dependent on a variety of parameters, such as the glazing’s material characteristics, the angle at which solar radiation impacts the building, and the existence of shading devices or other building components that might reflect or obstruct solar radiation.



The effective areas are calculated with Equations (14) and (15).


   A  s , w   =  A w  ·  F g  ·  g i   



(14)




where   A w   (m2)) is the window area,   F g   is the glassed fraction of the window, and   g i   is the solar factor.


   A  s , o   = U . α ·  A o  ·  R  e s    



(15)




where   A o   (m2) is the surface area,  α  is the solar radiation absorption coefficient,   R  e s    (m2·°C/W) is the external surface thermal resistance of opaque element, and U (W/m2·°C) is the overall heat transfer coefficient.



In order to compute the heat gain utilization factor, it is first necessary to calculate the heat transmissions using transmission, ventilation, and infiltration from Equations (16) and (17), respectively.


   Q  t , s c   = 0.72 .  M  s c   ·  H t    T  r e f   −  T  e x t     



(16)






   Q  v , s c   = 0.72 ·  M  s c   · A C H ·     C p  · ρ  3600     T  r e f   −  T  e x t    · V o l  



(17)




where   M  s c    is the duration of the cooling season, usually expressed in months,   T  r e f    (°C) is a reference temperature set for the cooling season, and   T  e x t    (°C) is the average outside temperature in the cooling season. The   T  r e f    (°C) for space cooling is set to 25 °C, according to the REH [19].




2.3. Water Heating


The energy needed to heat the water used in a residential building is referred to as the water heating energy demand.



The water heating energy demand for the residential building stock is calculated through Equation (18).


   Q  W H   =     C  p , w   ·  ρ w  · Δ T · d ·  n r  ·  V w  ·  f w    3600 ·  η  T , w h       



(18)




where   C  p , w    (4.186 kJ/kg·K) is the specific heat of water,   ρ w   (1 kg/l) is the density of water,   Δ T   (°C) is the water temperature difference desirable,   n r   is the number of residents in the dwelling,   V w   (l/person.day) is the volume of water required daily for each resident,   f w   is a factor for hydraulic efficiency, and finally,   η  T , w h    represents the water heating technology efficiency.




2.4. Lighting


The lighting requirements for a dwelling can fluctuate, depending on the size of the home, how the rooms are organized, and the individual requirements of the occupants. The same formulation as in [21,25] was used. Equation (19) calculates the annual energy demand for lighting in a dwelling.


   Q L  = 0.001 · A F A ·  ∑  T l       S  T l    η  T l      · L · T  



(19)




where   Q L   (kWh) is the annual energy demand for lighting for a single dwelling,   A F A   (m2) is the average floor area of the dwelling,   S  T l    is the share of the lighting technology, and   η  T l    (Lm/W) is the corresponding lighting efficiency.



Finally, L (Lux) is the lighting requirement, and T (hours/years) is the equivalent amount of lighting hours required per year. According to Daioglou et al. [26], the combination of the last two factors can be expressed as the average lighting requirements, measured in lumen hours per square meter.




2.5. Cooking


The quantity of energy required for cooking depends on an array of factors, such as the type of cooking appliance used, the frequency and duration of cooking, and the efficiency of the cooking appliances used.



Most dwellings include more than one piece of equipment for food preparation; thus, the total amount consumed for cooking is the sum of all the appliances’ consumption [25], given by Equation (20).


   Q C  = ∑  P  c , e q u i p   ·  S  c , e q u i p    



(20)




where   Q C   (kWh) is the annual final energy consumption for cooking,   P  c , e q u i p    (units/dwelling) is the equipment penetration, and   S  c , e q u i p    (kWh/year) is the specific energy consumption of given cooking equipment.




2.6. Abatement Cost


The CO2eq cost of abatement is the amount spent to reduce GHG emissions, usually expressed in terms of how much it costs per tonne of CO2eq that is prevented from being released into the atmosphere. It represents the cost of implementing measures or technologies to reduce emissions. Measures with a negative abatement cost on an abatement curve are often referred to as “no-regret” measures since they simultaneously provide economic and environmental benefits. This can be the result of energy efficiency improvements that lead to cost savings that exceed the costs associated with implementing them [27].



Equation (21) was employed to calculate the net abatement cost of each measure under examination.


  A C =    I −  ∑  1  n    S t    ( 1 + r )  n     Δ E     



(21)




where   A C   (EUR/tonCO2eq) represents the abatement cost, I (EUR) is the total investment cost to implement the given measure,   S t   (EUR) denotes the annual energy cost savings achieved by the measure, and n is the lifetime of the measure, expressed in years; this represents the expected operational duration of the measure before it needs to be replaced or upgraded. In other words, it is the number of years during which the measure will generate energy savings and emission reductions, r is the discount rate applied to adjust future savings to their present value, and   Δ E   (tonCO2eq) refers to the total emission reductions achieved through the measure over its lifetime.



The discount rate, r, is a key factor in evaluating the economic feasibility of measures, as it determines how future costs and benefits are valued in present terms [28]. Over time, the discount rate applied in energy efficiency and decarbonization projects has generally decreased, both at the European level and globally [29]. This reflects a growing recognition of the importance of long-term environmental sustainability and societal benefits. Historically, higher discount rates reflected short-term financial returns, often devaluing projects with significant future environmental and social gains. However, with an increasing focus on climate change and the transition to low-carbon economies, the rate has been progressively lowered, incentivizing investments in measures with longer payback periods but substantial future benefits.



According to the European Commission’s Guide, Economic Appraisal Vademecum 2021–2027—General Principles and Sector Applications, the use of lower discount rates is recommended for evaluating decarbonization and energy efficiency projects [30]. This approach emphasizes the need to account for the long-term societal and environmental benefits that such projects deliver. Specifically, by applying discount rates between 3% and 5%, the EU ensures that the future benefits, including reduced greenhouse gas emissions and improved air quality, are adequately reflected in cost–benefit analyses [30]. These benefits often take several decades to materialize, particularly in projects with long lifetimes, such as building renovations and renewable energy systems.




2.7. Model Validation


A validation step in an energy model is essential to ensure the model’s accuracy and reliability. The error (%) was calculated for each region with the following Equation (22).


   Error i   ( % )  =    (   C ^  i  −  C i  )   C i    × 100  



(22)




where i represents each of the regions modeled,    C ^  i   (kWh) represents the consumption estimated by the model for the i-th region, and   C i   (kWh) is the actual consumption for the i-th region.





3. Case Study


In the case study section, the focus is on characterizing the specific context to which the model was applied, namely at the municipality level in Portugal. This section provides an overview of the building stock, climate data, and occupant behaviors, offering a detailed understanding of the conditions under which the model operates. However, while this case study focused on Portugal, the methodology is designed to be replicable for other contexts, provided that the necessary input data are available. This flexibility demonstrates the model’s adaptability and its potential application to diverse geographical areas for energy and emissions assessments.



3.1. Demographic and Geographic Characteristics of Portugal


According to INE [31], as of 2021, the population of Portugal is distributed as 9,855,909 in the Portuguese mainland, 236,413 in the Azores autonomous region, and 250,744 in the Madeira autonomous region.



Therefore, the population of Mainland Portugal is by far the largest, accounting for 95.30% of the total population of the country. The remaining 4.7% is divided between the two autonomous regions of Portugal, with the Madeira autonomous region having a slightly larger population than the Azores autonomous region.



With a total area of approximately 92,212 km2, the mainland region occupies approximately 89,015 km2, while the two autonomous regions—Azores and Madeira—span 2322 and 801 km2, respectively.



The mean annual temperature for mainland Portugal is approximately 17 °C, some variations may occur, depending on the location and season. Particularly in the Southern regions, such as Algarve, where mean temperatures can range between 18 °C and 20 °C throughout the year. The cooler climates like the ones observed in northern areas like Porto and the Douro Valley experience an average temperature of 13 °C to 17 °C [32].




3.2. Portugal’s Residential Building Stock


A comprehensive characterization of the residential building stock in Portugal is critical for a successful energy model because the energy performance of buildings is largely determined by their physical and thermal properties. Factors such as building age, construction materials, insulation quality, window types, and heating or cooling systems directly impact how buildings gain and lose heat, and consequently, their energy consumption for space heating and cooling.



An accurate characterization of the building stock is the first step to developing an accurate energy model. By reflecting the diversity of building types and conditions across different regions, this characterization allows the model to perform precise simulations and provide reliable predictions of energy consumption, potential energy savings, and emission reductions.



In Portugal, there are currently 4,142,581 dwellings that are primary residences, according to the 2021 Census [31]. The term primary residence refers to a dwelling or housing unit where a resident usually lives or stays for the majority of the year.



Figure 2 represents the number of dwellings of primary residence per year of construction; the data were extracted from [31].



From Figure 2, it is clear that the majority of primary dwellings in Portugal were constructed between 1961 and 1980. This period is described as the “construction boom”, which occurred as a result of the country’s economic and demographic growth. There was a high demand for housing, resulting in the construction of a large number of buildings that are now part of the existing building stock. Additionally, from Figure 2, it is possible to conclude that approximately 90% of primary dwellings were constructed before 2006.



The maintenance and repair needs of a building can also have substantial ramifications for energy consumption, resulting in an increase in energy usage. For example, if the building envelope (e.g., roof, walls, windows, and doors) is not properly maintained, it can lead to heat losses. This will cause heating and cooling systems to work harder to maintain comfortable indoor temperatures, resulting in an increase in energy usage.



Figure 3 represents the number of buildings that require maintenance or repairs per year of construction; the data were extracted from [31].



From Figure 3, it is possible to conclude that the buildings built between 1961 and 1980 are the ones that require more maintenance. According to Almeida et al. [33], the 20th century saw marked growth in the implementation of reinforced concrete construction in Portugal, which was principally seen between 1960 and 1980. This increase reflected an effort to augment the longevity and resistance to earthquakes of such structures. However, it was later found that the reinforcement bars used in these constructions had inadequate protections against moisture and saltwater exposure, resulting in corrosion and swelling that caused damage to their structure.




3.3. Building Regulations and Legislation in Portugal


The REH is a set of regulations and technical specifications that establishes the energy performance requirements for residential buildings in Portugal [19]. The REH was first published in 2006 and has subsequently undergone multiple updates to reflect advancements in renewable energy and building energy efficiency technologies.



The REH establishes minimum energy performance standards for a number of building envelope components, including walls, roofs, floors, and windows, as well as for heating, cooling, ventilation, and lighting systems. It is suitable for both new and old residential buildings. It also creates guidelines for determining a building’s energy performance and issuing energy performance certifications, both of which are necessary for all newly constructed buildings, as well as for any existing buildings that are sold or rented [19].



The Portuguese Regulation for Energy Performance of Buildings (RCCTE) [24] RCCTE specifies the standards for the thermal performance of buildings. This guidelines were initially established in 1990, and since then, multiple improvements have been made [24].



Weather plays a vital role in the energy performance of buildings, as it directly influences heating, cooling, and overall energy demands. In the Portuguese legislation, the country is classified into six climate zones: three for winter (I1, I2, and I3) and three for summer (V1, V2, and V3) [24]. Index 1 zones have a milder climate, whereas index 3 zones have a harsher climate [34].



The classification of winter climate zones is not based solely on HDD values; it is also influenced by the elevation of each municipality. While HDD captures the heating requirements over time, elevation plays a critical role in determining local temperature variations. Higher elevations tend to experience lower temperatures, which can significantly increase heating needs, even in regions where the HDD values alone might not reflect such extreme conditions.



To address this, the winter zone classification uses a weighted approach, combining both HDD values and the elevation of municipalities. This ensures a more accurate understanding of the heating demands in different areas. For instance, municipalities at higher elevations may fall into harsher winter zones due to colder temperatures that result from elevation, even if their HDD values suggest milder conditions. This classification acknowledges the dual influence of sustained cold temperatures and elevation, where milder zones (I1) are typically characterized by both lower HDD values and lower elevations, and harsher zones (I3) reflect both higher HDD values and greater elevations. The combination of these factors provides a more comprehensive reflection of heating demands across different regions, accounting for both long-term temperature patterns and the local impact of elevation.



The summer zones are determined on the basis of the average outside temperature for the cooling season. This classification helps in understanding the cooling requirements of buildings across different regions. In milder summer zones (V1), lower average temperatures reduce the need for cooling, while in harsher summer zones (V3), higher average temperatures indicate a greater need for cooling to maintain indoor thermal comfort.




3.4. Model Inputs


In this section, some of the required inputs for the energy model used in this study are presented and clarified. The simplifications and assumption made in the model are also presented throughout this section. This includes the simplifications and approximations made in the modeling process, as well as the uncertainties in the input data. Acknowledging these limitations is important for ensuring a transparent and thorough analysis of the results, helping to contextualize the model’s findings within the scope of its design and the data available.



3.4.1. Residential Building Stock


In developing the energy model for this study, certain considerations were made regarding the physical and thermal characteristics of the residential stock. Specifically, it was assumed that all dwellings have a standard wall height of 2.7 m, which, according to Appolloni and D’Alessandro [35], is the minimum wall requirement in Portugal, and the ratio of a dwelling’s length to its side is 1.




3.4.2. Average Floor Area


Based on census data, it is possible to determine the average floor area of the Portuguese residential stock in each municipality. The overall number of residences in each municipality, as well as the number of residential buildings classified according to their area, are both taken into consideration. The average floor area (m2)) for every municipality is determined using Equation (23).


    A ¯   f l o o r   =     ∑  i = 1  n    A ¯  i  ·  N i    N  d w e l l i n g s      



(23)




where    A ¯  i   (m2)) represents the average floor area for each interval,   N i   represents the number of dwellings in each corresponding interval, and   N  d w e l l i n g s    is the total number of dwellings.




3.4.3. Number of Floors


The number of floors in residential buildings is also a crucial parameter for assessing the energy consumption in the Portuguese residential building stock. To this end, Equation (24) was developed to estimate the number of floors in each municipality.


   N  f l o o r s   =  ∑  1  x  x ·  N  R B , x f    



(24)




where x represents the number of floors in a given building, and   N  R B , x f    is the number of buildings with x floors.



Data from the Portuguese 2021 census on the number of residential buildings categorized by the number of floors were used. These data indicate the number of buildings in each municipality, ranging from those with just one floor to those with seven or more floors.



Finally, Equation (25) calculates the average number of dwellings per floor in each municipality.


    N ¯   d / f l o o r   =    N  d w e l l i n g s    N  f l o o r s      



(25)




where    N ¯   d / f l o o r    is the average number of dwellings per floor.




3.4.4. Overall Heat Transfer Coefficient


The overall heat transfer coefficient (U-value) is a key factor in evaluating the energy performance of residential buildings. It measures how quickly heat is lost through the building’s envelope, taking into account the thermal resistance of building components like walls, floors, roofs, and windows.



One significant factor that can influence the U-value is the period of construction of buildings. This is because building materials and construction practices have improved over time, largely due to advancements in regulations and laws. As a result, newer buildings have better building envelope performance and are better equipped to prevent heat losses. Conversely, older buildings have less thermal insulation or single-pane windows that allow heat to escape more easily.



Figure 4 presents the U-values considered for each envelope element based on the period of construction; the data were extracted from [36].



In this case study, 11 archetypes were used to represent the building stock by construction period, simplifying the modeling process but assuming uniform characteristics within each period. This introduces uncertainty, as it may not fully capture the diversity of construction techniques and materials across buildings.




3.4.5. Glazing Area Percentage


The glazing area percentage (GAP) refers to the proportion of a building’s exterior envelope that is made up of windows or glass surfaces. GAP is an important parameter to consider because it directly impacts a building’s thermal performance, affecting both heat loss and solar gains.



In older buildings, there is a tendency to have less glazing area due to architectural styles and design preferences, which often prioritize solid walls over windows. These solid walls are also more prevalent in historical buildings. As a consequence, older buildings GAP is smaller than that of newer buildings [37].



The following figure, Figure 5, presents the GAP values based on the period of construction considered in this study; the data were extracted from [37].



The variance in GAP across different periods of construction is not as pronounced as in some other building parameters. However, the trend of an increasing GAP over time is still noticeable, indicating a gradual shift toward incorporating more glazing in building designs, especially in post-2000 constructions.




3.4.6. Air Changes per Hour


The (ACH) is a measurement of how many times the air in a room is fully replaced with outdoor air in an hour. It is an essential metric for assessing indoor air quality and energy efficiency in buildings. The following figure, Figure 6, presents the evolution of the ACH based on the period of construction; the data were extracted from [21].




3.4.7. Window Orientation Coefficient


The window orientation coefficient (  X i  ) is a parameter that, unlike some of the other factors presented in the model formulation section, was not directly obtained from the Portuguese legislation. Therefore, it is important to explain how this coefficient was calculated in order to ensure clarity and accuracy in the model’s methodology.



To compute this parameter, it is first necessary to know the distribution of windows orientation for each climatic zone, which was obtained from [38] and is presented in Table 1.



Secondly, the orientation factor for different exposures is required. This factor takes into account the orientation of the facade of a building with respect to the cardinal points, and it determines the amount of solar radiation received by the building. The values for this parameter were sourced from the RCCTE [24].



Finally, the window orientation coefficient by climate zone is calculated using Equation (26).


   X i  =  ∑  j = 1  n   D  i j   ·  F j   



(26)




where   X i   is the window orientation coefficient for climate zone i,   D  i j    is the distribution of windows’ orientation for climate zone i and orientation j,   F j   is the orientation factor for orientation j, and n is the total number of orientations considered.




3.4.8. Solar Gains


Solar gains (  G  s o l a r   ) are the thermal energy a building receives from solar radiation, which affects its internal temperature. They can reduce heating needs in colder months but increase cooling demand in warmer periods, significantly influencing a building’s overall energy performance. However, they are not directly obtainable from the legislation, requiring calculations based on solar irradiation data and building orientation to accurately estimate their contribution to the building’s energy balance.



The equation used to calculate solar gains (  G  s o l a r   ) is as follows:


   G  s o l a r   =  ∑  i = 1  n   I i  ·  D i   



(27)




where   G  s o l a r    (kWh/m2), the solar gains, represent the overall thermal energy received in the building from solar energy, and   I i   (kWh/m2) indicates the amount of solar energy incident on a surface for each direction (e.g., north and south) during the specified cooling period (June to September).




3.4.9. Emissions and Costs


In order to accurately calculate the CO2eq emissions of the different sectors, it was necessary to select the CO2eq emission factors associated with each type of energy vector used. Table 2 represents the emissions factors utilized in this work, as well as the price of each energy vector.



Biomass was considered to have no direct emissions, as it is often classified as carbon-neutral due to the assumption that the CO2 released during combustion is offset by the carbon absorbed during the growth of biomass [44].



The CO2eq emissions factors also take into account the emissions resulting from extracting, transporting, and using the energies considered in the model. These additional non-combustion factors are essential to ensure that a complete picture of energy-related CO2eq emissions is taken into account when assessing its true environmental impact.



To obtain the price of the kWh produced via the solar thermal panels, Equation (28) was utilized.


   LCOE solar  =    C solar   E total     



(28)




where   C solar   (EUR) is the capital cost of the solar thermal panel, and   E total   (kWh) is the total energy output produced via the panel over its operational lifetime.





3.5. Equipment and Technology Penetration


In this section, the average penetration of various equipment and technologies across different end uses in residential dwellings in Portugal is presented. The specific penetration for each individual municipality is not shown, as such information would be too extensive, but the national average is provided to suggest an overall idea of the distribution.



3.5.1. Space Heating


The 2021 Census categorizes space heating technologies into four distinct categories: central heating, non-central heating (fixed and movable equipment), fireplaces, and no heating [31]. In the case study, among the total dwellings with access to space heating, movable equipment had the highest penetration at 40.7%, followed by fireplaces at 31.1%, central heating at 20.0%, and fixed equipment at 8.2%.



Additionally between the 2010 and 2021 census, an indicator that provided information on the distribution of space heating technologies by their corresponding energy source was eliminated. As a result, the 2021 census only included data on the distribution of space heating technologies. To obtain the corresponding distribution of space heating technologies by energy source for 2021, a projection was made using the data from the 2010 census [18,45].




3.5.2. Space Cooling


The space cooling technologies considered in the model include air conditioners, fans, and heat pumps. These technologies are commonly used in maintaining comfortable indoor temperatures during hot weather conditions. While heat pumps are a more energy-efficient option, air conditioners and fans are widely available, with fans being the most inexpensive option. It is important to note that, while fans can provide some level of comfort to individuals, they do not have the capability of decreasing the ambient temperature to the desired set point temperature.



The availability of space cooling technologies in residential buildings in Portugal was determined by analyzing the data gathered from the 2021 census, as well as the Energy Consumption Survey in the Domestic Sector 2020 [18,31].



Among the dwellings equipped with cooling technologies, which make up approximately 32.7% of the total, air conditioners are present in around 16.7% of the dwellings with cooling technologies in Portugal. Fans are more widely used, being found in about 58.8% of these dwellings, while heat pumps are available in approximately 45.4% of the dwellings with cooling systems.




3.5.3. Water Heating


The technologies considered for water heating in the model were gas water heaters, electric water heaters, boilers, and solar thermal systems. Each technology was assigned a distribution value between 0 and 1, with the sum of all values in a municipality equal to 1. This approach is based on the assumption that each dwelling has only one piece of water heating equipment, unlike the space cooling and space heating categories, where multiple systems can coexist in a single dwelling or a dwelling may not include any such system at all. This distinction is made because water heating is typically served through a dedicated system, whereas cooling and heating needs may vary, with some dwellings using a combination of devices or none at all, depending on the layout and usage patterns.



In the case study, gas water heaters’ penetration rate was of 57.0%, electric water heaters’ was 14.0%, gas boilers’ was 16.0%, and solar thermal was present in 13% of the dwellings; the data were obtained from [18,46]. According to the data, gas water heaters remain the most widely used technology for water heating in Portugal, while solar thermal systems are the least commonly used.




3.5.4. Lighting


In assessing the lighting technologies present in Portuguese dwellings, several factors were considered. Notably, four different types of light bulbs were taken into account, including incandescent, halogen, fluorescent, and LED bulbs [18]. Notably, in dwellings that had these bulbs present, there were often multiple options available.



The Energy Consumption Survey in the Domestic Sector 2020 [18] indicates that LED lighting is the most widely used technology in the case study, being present in 80.10% of dwellings, with an average of 12.60 bulbs per household. Fluorescent lighting follows, with a presence in 56.60% of dwellings, although with a significantly lower average of 3.20 bulbs. Halogen bulbs are installed in 23.50% of dwellings, with an average of 5.80 bulbs per household, while incandescent bulbs are still found in 35.10% of dwellings, with an average of 5.70 bulbs.




3.5.5. Cooking


In this study, four major cooking technologies were considered: cookers with ovens, cookers without ovens, independent ovens, and cooking robots. Among the technologies assessed, cookers with ovens had the highest penetration at 52.00%, followed closely by cookers without ovens and independent ovens, both at 51.60%. Cooking robots, with a penetration rate of 13.90%, were the least common technology among the options considered in the case study. This distribution highlights the prominence of traditional cooking technologies, while newer technologies, such as cooking robots, are still less widespread. These results were extracted from the Energy Consumption Survey in the Domestic Sector 2020 [18].




3.5.6. Household Appliances


In this study, a diverse number of household appliances were considered, namely fridges, freezers, dishwashers, washing machines, and clothes dryers, among others. These are the appliances most common in a residential setting, and they have a greater impact on the total energy consumption of a dwelling.



It is important to also take into account the energy efficiency of electronic appliances, as it can vary significantly, impacting energy consumption. As the 2020 distribution of efficiency for electronic devices was not available, it was necessary to use the 2010 distribution presented in [45] in this study. It is important to note, however, that electronic devices are not frequently replaced, and thus, the 2010 distribution may still be relevant for many dwellings. Nevertheless, updated data must be made available to improve the accuracy of energy consumption models. Figure 7 presents the energy efficiency share for the case study; the data were extracted from [18,45].



The analysis of household appliances in Portugal revealed that high-efficiency appliances make up a mere 2% of the total. The most common efficiency rating is D, accounting for 43% of appliances, followed by E class with 19%, Class F with 14%, and lower efficiency ratings representing 12% of appliances. This distribution does not account for dryers since they possess their own separate energy efficiency label.



It is also important to note that some of the data used in this study, particularly regarding appliance energy efficiency, originate from the 2010 distribution, prior to the introduction of the new energy efficiency classifications. To ensure consistency with current standards, the data for appliances were updated to match the latest energy classification brochure. As a result, the first four appliances in Figure 7 (fridges, freezers, dishwashers, and washing machines) do not show an “A” rating, reflecting the revised classifications.



The model additionally included electronics related to entertainment, such as television sets and boxes. It was important to include these devices in the model due to their high penetration rate (99.2%) and high usage across dwellings nationally.



Unlike certain end uses for which detailed data on equipment penetration are available at the municipal level, the information for cooking technologies, lighting, and household appliances is only accessible at the NUTS I level.



This presents a limitation because different regions may vary in their cooking habits, access to technologies, and income levels, leading to differences in the actual use of these technologies. However, due to the lack of disaggregated data, assuming a uniform penetration rate for all municipalities was a necessary simplification. This approach allowed for the inclusion of these technologies in the model but may have obscured local differences, potentially leading to less precise estimates at the municipal scale.






4. Results


This section presents the results and findings of the regional residential energy model, providing insights into the energy consumption patterns and dynamics within the residential sector. Firstly, the validation process conducted in this work will be presented, ensuring the accuracy and reliability of the regional residential energy model. Subsequently, an analysis of residential energy consumption, its associated emissions, and costs will be presented and discussed.



4.1. Validation


A comparison and a validation of the regional residential energy model’s results were performed for electricity and natural gas.



Electricity and natural gas consumption data were used to ensure the model’s accuracy and reliability using reference data from the DGEG website [42] for the year 2021. Validating the model using 2021 data is particularly important because the census data from 2021 were used extensively in the model, making it representative of the country’s state during that year.



Figure 8 and Figure 9 display the normal distributions of errors associated with the residential electricity and natural gas consumption estimated via the model, respectively.



Both models demonstrate strong performance, with a slight underestimation of electricity consumption (mean error of −0.36%) and a slight overestimation of natural gas consumption (mean error of 0.70%).



The standard deviation of errors for the electricity model is 17.75%, while the natural gas model involves a slightly higher standard deviation of 17.85%. This indicates that, although the models perform effectively on average, there is variability in their predictions. The electricity model’s error typically ranges between −18.11% and +17.39%, and the natural gas model’s error spans from approximately −17.15% to +18.55%. These ranges represent the spread of errors in the model’s predictions, meaning that, while the average error is close to zero, individual predictions can vary considerably from the actual values. The variability is likely due to the complex and diverse factors that influence energy consumption across municipalities, such as differing household behaviors, appliance usage patterns, and the unpredictability of certain local factors that the model may not fully capture.



Although these models are not without limitations, they offer a robust representation of overall consumption trends. The relatively low mean errors suggest that the models are largely unbiased at a national scale, although some deviations may occur for individual municipalities. Given the complexities involved, the performance of both models is well within acceptable ranges for this type of analysis, as supported by other UBEM studies where acceptable error ranges for energy consumption predictions typically fall between 1% and 19%, with this range reflecting the absolute error calculated from comparisons of predicted energy use against real-world utility data [47].



Additionally, Chen et al. [14] noted that deviations at smaller scales, such as individual municipalities, are acceptable as long as UBEMs remain effective in capturing broader consumption trends. Their study emphasized that these deviations are considered a necessary trade-off, given the need to balance model complexity with computational efficiency.



In this case study, some data, such as the equipment penetration of cooking appliances, were only available at the multi-municipal level, and they were assumed to be homogeneous across all the municipalities at this level. Should more granular data become accessible in the future, they would enhance the precision of localized results and further strengthen the model ability to support decarbonization strategies tailored to municipal contexts.




4.2. As-Is Scenario


Characterizing the current state of the case study is important for understanding its energy consumption and emissions patterns. This baseline not only offers insight into how energy is being used and where emissions are originating from but also serves as a reference point for evaluating the impact of future interventions.



Figure 10 and Figure 11 depict a characterization of energy consumption patterns across the various end uses in the residential dwellings within the case study, offering insights into both the proportional distribution of energy consumption and the energy use per dwelling.



The figures illustrate that, in this specific case study, space heating and cooking represent the largest portions of energy consumption. The high standard deviation observed in space heating (Figure 11) is largely a consequence of each municipality’s specific weather conditions. More specifically, municipalities in the northern regions of the country exhibit the highest energy consumption for space heating, which is closely associated with higher HDD values.



Space heating consumption is also influenced by other factors, such as building age, envelope thermal insulation quality, and heating system efficiency, and this combination of factors, with HDD playing a significant role, directly contributes to the larger standard deviation observed in space heating consumption throughout the case study.



For cooking, household appliances, and lighting, the low standard deviations can be explained by the lack of detailed municipal-level data for these end uses. In the absence of such data, assumptions had to be made at the national level. For instance, lighting requirements, including hours of usage and the types of appliances used, were standardized across all municipalities. These generalized inputs contribute to less variability in the model’s outputs, as they assume similar consumption behaviors across regions. This results in relatively low standard deviation values, as there is little differentiation between municipalities in terms of these energy uses.



In the case of water heating, while detailed information on equipment penetration is available at the municipal level, the actual usage patterns—such as the amount of water consumed and the temperature settings—were assumed to be constant across all households. This decision, while necessary due to data limitations, contributes to the medium level of standard deviation observed.



For space cooling, despite the relatively low average energy consumption, there is a higher standard deviation compared to other end uses. This can be attributed to the climatic variability across the case study area. Municipalities in the interior of the country, which experience higher outside temperatures during the cooling season, tend to have greater energy consumption for space cooling, while coastal or cooler regions have lower space cooling needs. This geographic disparity introduces greater variability in the energy consumption for space cooling, even though the overall demand remains low compared to other end uses.



Finally, understanding the total emissions per end use in the case study is crucial for identifying which energy-consuming activities contribute the most to overall GHG emissions. This breakdown allows for a more targeted approach when developing decarbonization strategies, as it highlights the specific areas where emission reductions can be most impactful.



Figure 12 presents the energy source distribution by end use, and Figure 13 presents the total emissions per end use across the case study, providing a clearer picture of how energy consumption translates into CO2eq emissions.



Although space heating is one of the most energy-intensive end uses, a significant portion of its consumption comes from biomass, which in this study is considered to produce no emissions. This assumption explains why space heating, despite its high energy consumption, contributes less to the total emissions when compared to other end uses.



Unlike other energy-intensive end uses like household appliances, water heating, and cooking, which exhibit consistently high consumption across all municipalities, space heating exhibits significant regional variation. As previously discussed, this is largely due to differences in HDD, where northern regions with higher HDD values experience much greater demand for space heating compared to their lower HDD counterpart. This regional disparity means that space heating plays a major role in energy consumption and emissions in colder areas while contributing relatively little in warmer regions.



Space cooling and lighting are the least-emitting sectors, which aligns with the fact that these end uses rely solely on electricity and represent a smaller share of overall energy use, as shown in Figure 10 and Figure 12.




4.3. Decarbonization Scenarios


In this section, various decarbonization measures are explored with a focus on reducing emissions across different building types and energy systems. These measures are evaluated to highlight potential energy savings, environmental benefits, and economic considerations.



The next step is particularly important, as it transforms the model from only estimating emissions and energy consumption into a design tool. By providing detailed insights into the cost-effectiveness and environmental impact of different measures, the model enables stakeholders make informed decisions about solutions that balance sustainability and investment returns.



Although the number of potential measures to test is extensive, a set of scenarios has been carefully selected based on their appropriateness for the case study. These measures represent a diverse mix of passive design improvements, active technological upgrades, and behavioral changes tailored to the specific needs and context of the study area.



Table 3 provides a comprehensive overview of the measures and design scenarios evaluated in this study.



This study tested three distinct categories of scenarios: passive, active, and behavioral. Passive measures focus on improving the energy efficiency of buildings by enhancing the design and characteristics of the building envelope. The building envelope refers to the physical barrier between the conditioned indoor space and the external environment, including elements like walls, roofs, windows, and floors. These measures are generally non-mechanical and focus on reducing the building’s energy demand by leveraging design principles that naturally maintain thermal comfort. Active measures, in contrast to passive ones, involve the use of mechanical or electrical systems to manage energy demand and improve the energy efficiency of a building. These systems typically include HVAC, and lighting, among others. Active measures often focus on upgrading equipment to more energy-efficient alternatives or integrating renewable energy sources into a building [48].



In addition to passive and active measures, behavioral measures focus on influencing the behavior of building occupants to promote energy-efficient practices. Unlike passive and active measures, which are related to physical upgrades or equipment, behavioral measures aim to reduce energy consumption by changing how people use energy.



Despite biomass being recognized as a renewable energy source, it was not included in the decarbonization measures. This decision was based on concerns that incentivizing its use could promote deforestation, as increased demand for biomass may lead to unsustainable harvesting of forests, ultimately undermining the environmental goals of the study.



For each measure, a base investment cost was established, which reflects the specific characteristics of the case study that are presented in Table 4. While tailored to the conditions of this case study, the costs can be adjusted and adapted for application in other geographical or socioeconomic contexts.





5. Discussion


An abatement cost curve was utilized to support the design of cost-effective solutions by comparing decarbonization measures. The abatement cost curve illustrates the relationship between the cost per tonne of CO2eq avoided (vertical axis) and the annual emission reductions achieved via each measure (horizontal axis). This enables a clear comparison of different strategies based on their financial cost and their ability to reduce emissions on a yearly basis.



By applying this method, we can identify measures that are both cost-effective and capable of contributing significantly to overall emission reductions.



When interpreting an abatement cost curve, measures can appear on either the negative or positive side of the cost axis, which has different implications for their cost-effectiveness. Measures on the negative axis (below zero on the cost axis) represent negative abatement costs. These measures not only reduce emissions but also save money over time. The savings they generate, typically through lower energy use or increased efficiency, more than offset their initial costs. Measures on the positive axis represent positive abatement costs, meaning they require a net investment for each tonne of CO2eq reduced.



While the abatement cost curve is a valuable tool for assessing cost-effectiveness, it is important to recognize that it does not capture additional benefits that certain measures may provide. For instance, measures such as building insulation or renewable energy installations can improve thermal comfort, enhance indoor air quality, or offer energy security through local production. Additionally, measures like investments in renewable energy infrastructure might yield future financial gains, especially if energy prices fluctuate or carbon pricing becomes more stringent. Thus, while a measure with a positive abatement cost may seem less attractive from a purely financial perspective, its broader societal and environmental contributions should not be disregarded. These extra benefits can play a crucial role in long-term decarbonization strategies, making such measures essential in achieving comprehensive climate goals.



An abatement cost curve serves as a design tool to assist decision-makers in interpreting cost-effectiveness alongside other objectives, such as maximizing emission reductions or addressing societal benefits. Factors such as policy goals, long-term sustainability, and the specific context of the region or sector should all play a role in shaping decisions. Ultimately, the curve provides valuable insight into the relative costs of different strategies, but the final choice depends on the balance between economic feasibility, environmental impacts, and other strategic priorities that are unique to each decision-making scenario.



Figure 14 presents the abatement cost curve for the measures tested in the case study on a national level.



The passive measures, E1 and E2, which involve the installation of thermal insulation and the upgrading of windows in I3 winter-zone municipalities, both show a positive abatement cost on the abatement cost curve. Moreover, they demonstrate relatively marginal emission reductions when compared to some of the other measures. This can largely be attributed to the nature of passive measures, which typically involve high upfront investment costs for materials, labor, and installation, particularly for building-envelope upgrades.



Additionally, the effectiveness of these passive measures in reducing energy consumption for space heating and cooling can be limited in certain cases. For example, while thermal insulation and upgraded windows reduce heat transfer, their impact on actual energy consumption depends on the existing efficiency of the heating and cooling systems. If the heating and cooling systems in place are already efficient, the marginal energy savings from insulation upgrades can be lower, thus resulting in a higher cost per tonne of CO2eq reduced. This is especially true in cases where the baseline energy consumption for space heating is not as high, making the reduction in consumption smaller relative to the investment.



It is important to note that space heating is largely dependent on biomass, which accounts for approximately 60% of the energy used. Biomass is often regarded as carbon-neutral, meaning measures aimed at reducing energy consumption for space heating, such as improved insulation or window upgrades, have a limited direct impact on emission reductions in this scenario. However, the remaining 40% of energy used for space heating comes from electricity, natural gas, LPG, and heating oil, which do contribute to emissions. As results passive measures, while they are beneficial in terms of energy efficiency, they have a reduced overall impact on emissions in cases where biomass dominates the heating mix.



However, this does not diminish the importance of such measures in improving thermal comfort and ensuring energy efficiency, even in situations where the direct emissions impact may be less significant. To assess whether these benefits are truly justified or worthwhile, an additional and more detailed analysis would be necessary.



All the active measures in this study demonstrated a negative abatement cost, indicating that they result in net economic gains over their lifetimes.



Among the active measures, W2, which involves the installation of heat pumps to replace fossil fuel-based water heating systems on a national level, is the most impactful in terms of direct emission reductions. Heat pumps are an energy-efficient technology that significantly reduces dependence on fossil fuels, offering substantial reductions in CO2eq emissions; however, W2 presents a higher abatement cost compared to other measures in this study, primarily due to the high upfront costs associated with purchasing and installing heat pump systems. Despite these costs, the measure still offers a positive return on investment over time, making it financially viable in the long term.



Although W2 offers substantial emission reduction potential, implementing it on a national scale presents significant challenges. Replacing all fossil fuel-based water heating systems with heat pumps across the country would require a large financial investment and logistical coordination, making it unfeasible in the short term. However, this measure provides a valuable perspective on the long-term environmental gains that could be achieved.



Measure L2, which involves converting the entire residential sector to LED light fixtures, stands out as the measure with the lowest abatement cost and offers the best economic returns, along with considerable emission reductions. In the case study, a large portion of residential lighting still relies on non-LED lights, leaving substantial room for improvement. The low abatement cost associated with this measure can be attributed to the affordability of LED technology and its high efficiency, making it an attractive option for decarbonization efforts in this region.



The higher efficiency of LED lights, coupled with their relatively low cost, underscores their potential as a key technology in the future decarbonization plans for this case study. Although replacing all lighting fixtures on a national scale at once may not be feasible, a gradual approach could be taken. This could include phasing out non-LED fixtures from the market and incentivizing the adoption of LEDs. Given the already low price and long lifespan of LEDs, this transition would likely be easy to implement as older lighting systems naturally phase out, ensuring a smooth and cost-effective shift toward energy-efficient lighting.



Finally, it is important to closely examine the behavioral measures. In these measures, the investment required was based on the cost per resident, which represents the education needed to shift behaviors. These costs include expenses for education campaigns aimed at informing the population. Both B1 (water conservation) and B2 (reduced TV watch time) achieved a negative abatement cost, indicating that they result in net economic gains over time; however, the abatement cost for B1 is lower than that for B2. This difference arises because water conservation leads to more significant energy savings by reducing the amount of hot water needed, which lowers the energy demand for heating. In contrast, reducing TV watch time has a smaller impact since the energy used by TVs is much lower than the energy required for water heating.



These measures demonstrate that behavioral changes can have a substantial impact on the emissions of the residential sector. Encouraging shifts in daily activities, such as conserving water or reducing unnecessary energy use, can effectively lower household emissions. However, while promoting behavioral changes has clear benefits, achieving a nationwide shift in behavior is challenging, and such changes require persistent and well-designed education campaigns to ensure long-term adoption.



While the proposed decarbonization measures offer significant insights, certain practical aspects, such as physical space requirements for the installation of technologies, were not considered in this analysis. These limitations, although important for real-world implementation, fall outside the scope of this study.



In addition to analyzing the cost-effectiveness of the measures, the discounted payback period was also evaluated for each intervention. The discounted payback period refers to the amount of time it takes for the cumulative discounted savings from a measure to equal its initial investment. This period accounts for the time value of money, meaning that future savings are discounted to reflect their present value. By doing so, it provides a more accurate representation of how long it takes for the benefits of a measure to outweigh its costs.



Table 5 presents the discounted payback period for the decarbonization measures under study.



The analysis in Table 5 reveals that the highest discounted payback periods were found in the passive measures, particularly in Measure E2. Notably, the discounted payback period for E2 is significantly longer than the expected lifetime of windows (≈25 years), indicating that the financial returns from energy savings will not cover the initial investment within the useful lifespan of the measure. As discussed earlier, passive measures are generally less effective at reducing energy consumption, which means that their high upfront costs are harder to recover through savings.



Most of the active measures, with the exception of L1 (LED lighting), demonstrated medium to high discounted payback periods. Despite this, these payback periods are still within the expected lifespan of the equipment. With proper maintenance, systems such as solar thermal panels and heat pumps can last significantly longer than their discounted payback periods, ensuring that the initial investment is recouped before the equipment reaches the end of its useful life. This makes these measures both financially viable and effective in the long run, as they continue to provide energy savings and emission reductions even after the payback period has passed.



In contrast, L1 (LED lighting) achieved a short discounted payback period, primarily due to the low cost of LED technology. LEDs are relatively inexpensive to install and operate, which allows for faster financial returns. Moreover, LED lights are known for their long lifespans, often lasting up to 50,000 h of use, which translates to several years of continuous service. This combination of low cost, high efficiency, and long life makes LED lighting an essential component of any decarbonization strategy, offering both immediate financial savings and long-term emission reduction.



Finally, behavioral measures showed the lowest discounted payback periods, largely due to the immediate energy savings that result from changes in daily habits. These measures require minimal upfront investment, as the primary costs are associated with education and awareness campaigns, while the energy savings are realized quickly. Actions such as reducing unnecessary energy consumption, like optimizing appliance use or conserving water, lead to significant reductions in household energy demand, translating into rapid monetary savings.



Because behavioral shifts can be implemented without costly infrastructure changes, the financial return is seen almost immediately. This makes them highly cost-effective in the short term while also contributing to emission reductions. These measures underscore the importance of engaging residents in decarbonization efforts, showing that even small adjustments in energy use habits can have a notable impact on overall energy consumption and emissions. Behavioral measures, therefore, play a vital role in achieving immediate gains while laying the foundation for broader decarbonization strategies.



The final analysis aimed to assess whether the abatement cost of a specific measure remained consistent across different municipalities or regions.



At the municipal level, the measure evaluated was W2, which has the highest abatement potential, and it involved the replacement of gas water heaters with heat pumps. The municipal-level abatement cost and emissions savings for measure W2 are presented in Figure 15.



As shown in the previous figure, Figure 14, the national-level abatement cost for measure W2 was found to be slightly negative. Now, at the municipal level, Figure 15 reveals that the abatement cost is not uniform across municipalities, showing significant variability. In some cases, the negative abatement cost observed at the national level shifts to a positive abatement cost locally, indicating that the measure does not perform as efficiently in all municipalities.



A potential factor influencing the variability in abatement costs could be the number of residents per household. Larger households typically use more hot water, increasing energy consumption; as a result, upgrading to more efficient systems, such as heat pumps, can lead to substantial cost savings and emission reductions. On the other hand, smaller households may have lower energy demands, making the transition less impactful and, therefore, less cost-effective.



For the regions NUTS II, Norte and Azores abatement cost curves were created to assess the decarbonization measures that are applicable to each region from the set analyzed, and these curves are presented in Figure 16 and Figure 17.



As depicted in Figure 16 and Figure 17, the abatement cost curves for NUTS II, Norte and Azores, illustrate notable differences in the performance of the decarbonization measures across these two regions. The most striking contrast is with measure H1, which demonstrates a negative abatement cost in Norte, indicating that the investment is recovered within the equipment’s lifetime due to the region’s harsher winter climate. In contrast, the same measure in the Azores has a positive abatement cost, suggesting that the milder climate makes this measure less economically viable. Furthermore, the abatement potential of H1 also differs substantially between the two regions, highlighting the influence of local conditions on the effectiveness of decarbonization measures.



Given this variability, it is important to explore how different municipal-level factors drive abatement costs and measure performance. The variability in the penetration rates of technologies, building characteristics, and other local conditions shows that a uniform approach may not be effective across all municipalities; therefore, future work should focus on conducting sensitivity analyses to understand how different parameters and variables affect the abatement cost of decarbonization measures.



Sensitivity analyses are valuable because they give decision-makers a clearer idea of how a measure’s abatement cost might change under different conditions. By understanding local factors like building stock, population density, and the use of fossil fuel-based equipment’s, municipalities can prioritize which measures to focus on without running extensive simulations for each one. Identifying the most influential variables helps authorities prioritize measures, simplifying decision-making and optimizing resource use. This approach allows municipalities to adopt more effective, scalable strategies and make smart, cost-efficient decisions that fit their specific local needs.




6. Conclusions


A computationally efficient regional residential energy model was developed and validated with a full-scale demonstration in Portugal. The model offers insights into both economic and environmental impacts, helping design decarbonization strategies by analyzing abatement costs, emission reduction potential, and discounted payback periods.



While the model offers distinct advantages, such as computational efficiency, adaptability, and the inclusion of a cost-effectiveness analysis, it also faces certain limitations. These limitations include the necessity of simplifications, assumptions, and the use of archetypes. Despite these limitations, the model demonstrated good performance at the national level, achieving a mean electricity and natural gas consumption estimation below 1%.



The novelty of this model lies in enabling a nation-wide design of cost-effective building solutions with regional disaggregation, as a consequence of its computational efficiency. This is advantageous when compared to traditional UBEMs, since they lack the computational efficiency necessary for national-scale deployment without the support of high-performance infrastructure.



The results highlight that active measures like LED lighting and heat pumps offer quicker payback periods and larger emission reductions compared to passive measures, such as insulation upgrades, which require higher upfront investments and result in lower energy savings. Specifically, LED lighting achieves a discounted payback period of 2 years, while heat pumps range from 10 to 15 years, depending on the measure. In contrast, thermal insulation has a much longer payback period of 41 years. Additionally, the role of behavioral changes demonstrates that even small adjustments in daily energy use can significantly impact energy savings and emission reductions, achieving annual savings of 147 tonnes of CO2eq and 653 MWh.



The insights provided via this model can contribute meaningfully to a coordinated national decarbonization strategy. By identifying the most effective interventions across diverse municipalities, the model can guide policymakers in designing efficient, regionally tailored approaches to emissions reduction.







Author Contributions


Conceptualization, P.F., P.B., R.G. and M.J.; methodology, P.B., R.G. and M.J.; software, M.J.; validation, M.J.; formal analysis, M.J.; investigation, M.J.; data curation, M.J.; writing—original draft preparation, M.J.; writing—review and editing, P.F., P.B., R.G. and M.J.; visualization, M.J.; supervision, P.F., P.B. and R.G.; project administration, R.G.; funding acquisition, P.F. All authors have read and agreed to the published version of the manuscript.




Funding


This research was funded by Fundação para a Ciência e Tecnologia through the following programs: IN+ Strategic Project (1801P.00962.1.01—IN+ UIDP/EEA/50009/2020—IST-ID) and grant UI/BD/154783/2023.




Data Availability Statement


Data that support the findings of this study are available from the corresponding author, P.F., upon reasonable request.




Acknowledgments


The authors would like to acknowledge the Project BE.Neutral—Agenda de Mobilidade para a neutralidade carbónica nas cidades, contract number 35, funded by the Resilience and Recovery Plan (PRR) through the European Union under the Next Generation EU, and Fundo Ambiental, through Protocol 49—“Plataforma de Apoio à Rede de Cidades Portuguesas climaticamente neutras e inteligentes 2030”.




Conflicts of Interest


The authors declare no conflicts of interest.




Abbreviations


The following abbreviations are used in this manuscript:



	ACH
	Air changes per hour



	DGEG
	Direção-Geral de Energia e Geologia



	EU
	European Union



	GAP
	Glazing area percentage



	GHGs
	Greenhouse gases



	HDDs
	Heating degree days



	IEA
	International Energy Agency



	INE
	Instituto Nacional de Estatística



	LED
	Light-emitting diode



	LPG
	Liquefied petroleum gas



	NECP
	National Energy and Climate Plan



	RCCTE
	Portuguese Regulation for Energy Performance of Buildings



	REH
	Regulation on the Energy Performance of Residential Buildings



	UBEM
	Urban building energy model









References


	



United Nations. Paris Agreement. 2015. Available online: https://unfccc.int/sites/default/files/english_paris_agreement.pdf (accessed on 15 October 2024).

	



Firth, S.K.; Lomas, K.J.; Wright, A.J. Targeting household energy-efficiency measures using sensitivity analysis. Build. Res. Inf. 2010, 38, 25–41. [Google Scholar] [CrossRef]

	



European Commission. Focus on Energy Efficiency in Buildings. 2020. Available online: https://commission.europa.eu/news/focus-energy-efficiency-buildings-2020-02-17_en (accessed on 15 October 2024).

	



Eurostat. Energy, Transport and Environment Statistics. 2020. Available online: https://ec.europa.eu/eurostat/web/products-statistical-books/-/ks-dk-20-001 (accessed on 15 October 2024).

	



Kong, D.; Cheshmehzangi, A.; Zhang, Z.; Ardakani, S.P.; Gu, T. Urban building energy modeling (UBEM): A systematic review of challenges and opportunities. Energy Effic. 2023, 16, 69. [Google Scholar] [CrossRef]

	



Ferrando, M.; Causone, F.; Hong, T.; Chen, Y. Urban building energy modeling (UBEM) tools: A state-of-the-art review of bottom-up physics-based approaches. Sustain. Cities Soc. 2020, 62, 102408. [Google Scholar] [CrossRef]

	



Kamel, E. A Systematic Literature Review of Physics-Based Urban Building Energy Modeling (UBEM) Tools, Data Sources, and Challenges for Energy Conservation. Energies 2022, 15, 8649. [Google Scholar] [CrossRef]

	



Hong, T.; Chen, Y.; Lee, S.H.; Piette, M. CityBES: A Web-Based Platform to Support City-Scale Building Energy Efficiency. 2016. Available online: https://www.researchgate.net/publication/304824985_CityBES_A_Web-based_Platform_to_Support_City-Scale_Building_Energy_Efficiency (accessed on 15 October 2024).

	



Li, H.; Hong, T.; Zhang, W. Modeling and Simulation of District Heating and Cooling Systems Using CityBES. In Proceedings of the 17th Conference of the International Building Performance Simulation Association (BS 2021), Bruges, Belgium, 1–3 September 2021; Available online: https://publications.ibpsa.org/proceedings/bs/2021/papers/bs2021_30155.pdf (accessed on 15 October 2024).

	



Fonseca, J.A.; Schlueter, A. Integrated model for characterization of spatiotemporal building energy consumption patterns in neighborhoods and city districts. Appl. Energy 2015, 142, 247–265. [Google Scholar] [CrossRef]

	



Johari, F.; Peronato, G.; Sadeghian, P.; Zhao, X.; Widén, J. Urban building energy modeling: State of the art and future prospects. Renew. Sustain. Energy Rev. 2020, 128, 109902. [Google Scholar] [CrossRef]

	



Ali, U.; Shamsi, M.H.; Hoare, C.; Mangina, E.; O’Donnell, J. Review of urban building energy modeling (UBEM) approaches, methods and tools using qualitative and quantitative analysis. Energy Build. 2021, 246, 111073. [Google Scholar] [CrossRef]

	



Sola, A.; Corchero, C.; Salom, J.; Sanmarti, M. Multi-domain urban-scale energy modelling tools: A review. Sustain. Cities Soc. 2020, 54, 101872. [Google Scholar] [CrossRef]

	



Chen, Y.; Hong, T.; Piette, M.A. Automatic generation and simulation of urban building energy models based on city datasets for city-scale building retrofit analysis. Appl. Energy 2017, 205, 323–335. [Google Scholar] [CrossRef]

	



Beltrán-Velamazán, C.; Monzón-Chavarrías, M.; López-Mesa, B. A new approach for national-scale Building Energy Models based on Energy Performance Certificates in European countries: The case of Spain. Heliyon 2024, 10, e25473. [Google Scholar] [CrossRef]

	



Pezzutto, S.; Croce, S.; Zambotti, S.; Kranzl, L.; Novelli, A.; Zambelli, P. Assessment of the Space Heating and Domestic Hot Water Market in Europe—Open Data and Results. Energies 2019, 12, 1760. [Google Scholar] [CrossRef]

	



International Energy Agency. Heating. Available online: https://www.iea.org/energy-system/buildings/heating (accessed on 15 October 2024).

	



Instituto Nacional de Estatística, I.P.; Direção-Geral de Energia e Geologia. Inquérito ao Consumo de Energia no Sector Doméstico—2020. 2021. Available online: https://www.dgeg.gov.pt/media/jvfgkejh/dgeg-aou-icesd-2020.pdf (accessed on 15 October 2024).

	



Decreto-Lei n.º 118/2013: Regulamento de Desempenho Energético dos Edifícios Habitação (REH). Diário da República, 20 August 2013; 1st serie, N.º 159. Available online: https://diariodarepublica.pt/dr/detalhe/decreto-lei/118-2013-499237 (accessed on 15 October 2024).

	



Durmayaz, A.; Kadıoǧlu, M.; Şen, Z. An application of the degree-hours method to estimate the residential heating energy requirement and fuel consumption in Istanbul. Energy 2000, 25, 1245–1256. [Google Scholar] [CrossRef]

	



Ximenes, R.F. Energy Demand Model to Support the Definition of Sustainable Energy Systems. Master’s Thesis, Instituto Superior Técnico, Universidade de Lisboa, Lisbon, Portugal, 2015. Available online: https://scholar.tecnico.ulisboa.pt/api/records/r46rO1tHBuxQm6bS3rR-UYUKqRB3hU2F1ys7/file/44b7ccca63770763a22921198b4f2a25820767eb99e53462867b8d83c49e1c6e.pdf (accessed on 15 October 2024).

	



Ounis, S.; Aste, N.; Butera, F.M.; Pero, C.D.; Leonforte, F.; Adhikari, R.S. Optimal Balance between Heating, Cooling and Environmental Impacts: A Method for Appropriate Assessment of Building Envelope’s U-Value. Energies 2022, 15, 3570. [Google Scholar] [CrossRef]

	



Giama, E.; Kyriaki, E.; Papadopoulos, A. U-Value: A Key Role Parameter for Sustainable Buildings 2020. Available online: https://www.researchgate.net/publication/340528428_U-Value_A_key_role_parameter_for_sustainable_buildings (accessed on 15 October 2024).

	



Portuguese Government. Regulamento das Características de Comportamento Térmico de Edifícios (RCCTE); Official Gazette of the Portuguese Republic; Portuguese Government: Lisbon, Portugal, 2006.

	



De Souza, G.B.H. A Multi-Objective Decision Support Methodology for Developing National Energy Efficiency Plans. Ph.D. Thesis, Universidade do Porto, Porto, Portugal, 2011. Available online: https://repositorio-aberto.up.pt/bitstream/10216/64682/1/000151875.pdf (accessed on 15 October 2024).

	



Daioglou, V.; van Ruijven, B.J.; van Vuuren, D.P. Model projections for household energy use in developing countries. Energy 2012, 37, 601–615. [Google Scholar] [CrossRef]

	



Bréchet, T.; Jouvet, P.A. Why environmental management may yield no-regret pollution abatement options. Ecol. Econ. 2009, 68, 1770–1777. [Google Scholar] [CrossRef]

	



Madadizadeh, A.; Siddiqui, K.; Aliabadi, A.A. Review: The Economics Landscape for Building Decarbonization. Sustainability 2024, 16, 6214. [Google Scholar] [CrossRef]

	



Gbadeyan, O.J.; Muthivhi, J.; Linganiso, L.Z.; Deenadayalu, N. Decoupling Economic Growth from Carbon Emissions: A Transition toward Low-Carbon Energy Systems—A Critical Review. Clean Technol. 2024, 6, 1076–1113. [Google Scholar] [CrossRef]

	



European Commission. Economic Appraisal Vademecum 2021–2027—General Principles and Sector Applications. European Union. 2021. Available online: https://ec.europa.eu/regional_policy/sources/guides/vademecum_2127/vademecum_2127_en.pdf (accessed on 15 October 2024).

	



Instituto Nacional de Estatística. Census 2021. 2021. Available online: https://censos.ine.pt/xportal/xmain?xpgid=censos21_main&xpid=CENSOS21&xlang=pt (accessed on 15 October 2024).

	



IPMA, Instituto Português do Mar e da Atmosfera. Área educativa: Clima Portugal Continental. 2023. Available online: https://www.ipma.pt/pt/educativa/tempo.clima/index.jsp?page=clima.pt.xml (accessed on 15 October 2024).

	



Almeida, L.; Silva, A.S.; Veiga, M.d.R.; Vieira, M.; Mirão, J. Physical and Mechanical Properties of Reinforced Concrete from 20th-Century Architecture Award-Winning Buildings in Lisbon (Portugal): A Contribution to the Knowledge of Their Evolution and Durability. Constr. Mater. 2022, 2, 127–147. [Google Scholar] [CrossRef]

	



Coutinho, R.N. Relação Entre o Regulamento de Desempenho energéTico de Edifícios de Habitação com o Conceito de Edifício com Necessidades Quase Nulas de Energia. Master’s Thesis, Universidade do Minho, Minho, Portugal, 2014. Available online: https://repositorium.sdum.uminho.pt/handle/1822/29022 (accessed on 15 October 2024).

	



Appolloni, L.; D’Alessandro, D. Housing Spaces in Nine European Countries: A Comparison of Dimensional Requirements. Int. J. Environ. Res. Public Health 2021, 18, 4278. [Google Scholar] [CrossRef]

	



RELIABLE: Real-Time Risk Warning System for Building Occupants During Extreme Weather Events. Available online: http://reliable.tecnico.ulisboa.pt/ (accessed on 15 October 2024).

	



Sousa, J.; Bragança, L.; Almeida, M.; Silva, P. Research on the Portuguese Building Stock and Its Impacts on Energy Consumption—An Average U-Value Approach. Arch. Civ. Eng. 2013, 59, 29. [Google Scholar] [CrossRef]

	



Quercus—Associação Nacional de Conservação da Natureza. Projecto EcoFamílias—Relatório Final. 2008. Available online: https://www.slideshare.net/slideshow/programa-ecofamlias225/65252138#1 (accessed on 15 October 2024).

	



European Environment Agency. 2022. Available online: https://www.eea.europa.eu/ims/greenhouse-gas-emission-intensity-of-1 (accessed on 15 October 2024).

	



Prussi, M.; Yugo, M.; De Prada, L.; Padella, M.; Edwards, R.; Lonza, L. JEC Well-to-Tank Report v5. In Scientific Analysis or Review, Policy Assessment, Technical Guidance KJ-NA-30269-EN-N; JEC: Luxembourg, 2020. [Google Scholar] [CrossRef]

	



Entidade Reguladora dos Serviços Energéticos. Tarifas e Preços Para a Energia Elétrica de Julho a Dezembro de 2022. Available online: https://www.erse.pt/media/jfphbwng/tarifas-e-pre%C3%A7os-se-2sem2022.pdf (accessed on 12 November 2024).

	



Direcção Geral de Energia e Geologia (DGEG). Energia. Available online: https://www.dgeg.gov.pt/pt/estatistica/energia/ (accessed on 12 November 2024).

	



Direção-Geral de Energia e Geologia (DGEG). Preço dos Combustíveis. Available online: https://precoscombustiveis.dgeg.gov.pt/ (accessed on 12 November 2024).

	



Cherubini, F.; Peters, G.P.; Berntsen, T.; Strømman, A.H.; Hertwich, E. CO2 emissions from biomass combustion for bioenergy: Atmospheric decay and contribution to global warming. Glob. Chang. Biol. Bioenergy 2011, 3, 413–426. [Google Scholar] [CrossRef]

	



Instituto Nacional de Estatística, I.P.; Direção-Geral de Energia e Geologia. Inquérito ao Consumo de Energia no Sector Doméstico—2010. 2011. Available online: https://www.dgeg.gov.pt/media/g5ppb25r/i009949.pdf (accessed on 12 November 2024).

	



Meta-Explorer Database. Available online: http://metaexplorer.tecnico.ulisboa.pt/ (accessed on 12 November 2024).

	



Reinhart, C.F.; Cerezo Davila, C. Urban building energy modeling—A review of a nascent field. Build. Environ. 2016, 97, 196–202. [Google Scholar] [CrossRef]

	



Konstantinou, T.; Hoces, A.P. Environmental Design Principles for the Building Envelope and More: Passive and Active Measures. In Energy—Resources and Building Performance; Reviews of Sustainability and Resilience of the Built Environment for Education, Research and Design; TU Delft OPEN Publishing: Delft, The Netherlands, 2018; pp. 147–180. [Google Scholar]

	



Januário, M. Cost Analysis of National Suppliers for Energy Efficiency Measures. 2024. Compiled Based on National Supplier Searches Conducted in 2024.

	



POSEUR & DGEG. Custos-Padrão Máximos por Tecnologia Definidos Pela DGEG. 2020. Available online: https://poseur.portugal2020.pt/media/39337/anexo-ii-custos-padr%C3%A3o-m%C3%A1ximos-por-tecnologia-definidos-pela-dgeg.pdf (accessed on 12 November 2024).

	



Mazur-Stommen, S.; Farley, K. ACEEE Field Guide to Utility-Run Behavior Programs. 2013. Report Number B132. Available online: https://www.aceee.org/sites/default/files/publications/researchreports/b132.pdf (accessed on 12 November 2024).








[image: Energies 17 05730 g001] 





Figure 1. Regional residential building energy model diagram. 
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Figure 2. Dwellings as primary residences per year of construction. 
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Figure 3. Buildings requiring maintenance or repair per period of construction. 
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Figure 4. Overall heat transfer coefficient (W/m2.°C) per year of construction. Adapted from [36]. 
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Figure 5. Glazing area percentage (%). Adapted from [37]. 






Figure 5. Glazing area percentage (%). Adapted from [37].



[image: Energies 17 05730 g005]







[image: Energies 17 05730 g006] 





Figure 6. Air changes per hour [hour−1] per period of construction. Adapted from [21]. 
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Figure 7. Energy efficiency share. Adapted from [18,45]. 






Figure 7. Energy efficiency share. Adapted from [18,45].



[image: Energies 17 05730 g007]







[image: Energies 17 05730 g008] 





Figure 8. Normal distribution of the electricity error. 
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Figure 9. Normal distribution of the natural gas error. 
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Figure 10. Energy consumption distribution by end use in dwellings. 
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Figure 11. Energy consumption (kWh/dwelling) per dwelling and by end use. 
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Figure 12. Energy source distribution by end use in dwellings. 
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Figure 13. Total emissions (ktonCO2eq) per end use. 
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Figure 14. National abatement cost curve. 
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Figure 15. Municipal−level abatement cost and emission reductions for measure W2. 
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Figure 16. NUTS II Norte abatement cost curve. 
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Figure 17. NUTS II Azores abatement cost curve. 
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Table 1. Window orientation per climate zone. Adapted from [38].
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	Orientation
	I1V1
	I1V2
	I1V3
	I2V1
	I2V2
	I2V3
	I3V1
	I3V2
	I3V3





	W
	0.14
	0.12
	0.21
	0.15
	0.26
	0.12
	0.08
	0.06
	0.19



	SW
	0.08
	0.18
	0.08
	0.12
	0.03
	0.20
	0.09
	0.07
	0.05



	S
	0.06
	0.11
	0.08
	0.15
	0.10
	0.06
	0.17
	0.25
	0.24



	SE
	0.22
	0.12
	0.09
	0.07
	0.03
	0.12
	0.16
	0.18
	0.00



	E
	0.14
	0.18
	0.21
	0.12
	0.25
	0.12
	0.17
	0.05
	0.28



	NE
	0.08
	0.17
	0.08
	0.11
	0.05
	0.20
	0.00
	0.17
	0.00



	N
	0.07
	0.12
	0.17
	0.15
	0.12
	0.07
	0.16
	0.11
	0.24



	NW
	0.21
	0.00
	0.08
	0.13
	0.16
	0.11
	0.17
	0.11
	0.11










 





Table 2. CO2eq emissions factors and energy costs.
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	Emission Factors (kgCO2eq/kWh)
	Electricity
	Natural Gas
	LPG
	Biomass
	Heating Oil
	Solar





	Energy Conversion 1
	0.220 [39]
	0.041 [40]
	0.028 [40]
	-
	0.047 [40]
	-



	Use Phase 2
	-
	0.203 [18]
	0.227 [18]
	0 [18]
	0.267 [18]
	-



	Total
	0.220
	0.244
	0.255
	0
	0.314
	0



	Cost (EUR/kWh)
	0.218 [41]
	0.144 [42]
	0.213 [42]
	0.120 [42]
	0.140 [43]
	0.03







1 Emissions resulting from the various stages of the energy supply chain, including extraction, separation, transport, distribution, and refining if it is applicable. 2 Emissions resulting from the combustion process itself, considering the chemical reactions involved and the release of pollutants into the atmosphere.













 





Table 3. Measures under study overview.
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	Type of Measure
	Measure ID
	Measure Description
	Scope





	Passive measures
	E1
	Window renovations
	I3 Municipalities



	
	E2
	Thermal insulation renovations
	I3 Municipalities



	Active measures
	W1
	Solar thermal
	High-irradiation municipalities 1



	
	W2
	Electrification of water heating
	Nationally



	
	W3
	Electrification of water heating
	High population density *



	
	H1
	Electrification of space heating
	Nationally



	
	H2
	Electrification of space heating
	Highest penetration of fossil fuels *



	
	L1
	100% LED lighting
	Nationally



	
	A1
	More efficient appliances
	Nationally



	
	A2
	More efficient appliances
	High population density *



	
	A3
	More efficient appliances
	High income *



	Behavioral measures
	B1
	Shower water conservation
	Nationally



	
	B2
	Decreased TV consumption
	Nationally







1 Performed in the following NUTS III municipalities: Algarve, Alentejo Central, Baixo Alentejo, Alto Alentejo, and Alentejo Litoral. * Performed in the top 50 municipalities of this scope.













 





Table 4. Base investment costs.
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	Measure ID
	Intervention
	Investment





	E1
	EPS 150 (80 mm thickness)
	45 EUR/m2 [49]



	E2
	Window framing and double glass
	380 EUR/m2 [49,50]



	W1
	Solar thermal panel
	1500 EUR/unit [49]



	W2, W3
	Heat pump water heater
	2200 EUR/unit [49]



	H1, H2
	Heat pump space heating
	2800 EUR/unit [49]



	L1
	LED bulbs
	4 EUR/W [50]



	
	Fridge
	950 EUR/unit [49]



	A1, A2, A3
	Washer
	300 EUR/unit [49]



	
	Dryer
	450 EUR/unit [49]



	B1, B2
	Education and awareness programs
	3.30 EUR/resident [51]










 





Table 5. Discounted payback period.






Table 5. Discounted payback period.





	Measure ID
	Discounted Payback Period





	E1
	41 years



	E2
	47 years



	W1
	10 years



	W2
	15 years



	W3
	15 years



	H1
	11 years



	H2
	10 years



	L1
	2 years



	A1
	16 years



	A2
	15 years



	A3
	13 years



	B1
	1 year



	B2
	1 year
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