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Abstract: Given the inherent volatility and intermittency of photovoltaic power generation, enhancing
the precision of photovoltaic power predictions becomes imperative to ensure the stability of power
systems and to elevate power quality. This article introduces an intelligent photovoltaic power
prediction model based on the Extreme Learning Machine (ELM) with the Adaptive Spiral Dung
Beetle Optimization (ASDBO) algorithm. The model aims to accurately predict photovoltaic power
generation under multi-factor correlation conditions, including environmental temperature and solar
irradiance. The computational efficiency in high-dimensional data feature conditions is enhanced
by using the Pearson correlation analysis to determine the state input of the ELM. To address
local optimization challenges in traditional Dung Beetle Optimization (DBO) algorithms, a spiral
search strategy is implemented during the dung beetle reproduction and foraging stages, expanding
the exploration capabilities. Additionally, during the dung beetle theft stage, dynamic adaptive
weights update the optimal food competition position, and the levy flight strategy ensures search
randomness. By balancing convergence accuracy and search diversity, the proposed algorithm
achieves global optimization. Furthermore, eight benchmark functions are chosen for performance
testing to validate the effectiveness of the ASDBO algorithm. By optimizing the input weights and
implicit thresholds of the ELM through the ASDBO algorithm, a prediction model is established.
Short-term prediction experiments for photovoltaic power generation are conducted under different
weather conditions. The selected experimental results demonstrate an average prediction accuracy
exceeding 93%, highlighting the effectiveness and superiority of the proposed methodology for
photovoltaic power prediction.

Keywords: photovoltaic power generation; extreme learning machine; dung beetle optimization;
correlation analysis; power prediction

1. Introduction

Currently, many countries around the world are facing a challenge to increase energy
demand while achieving environmental sustainability. In this context, to accelerate the
development and popularization of renewable energy provides an effective solution to
addressing global energy crisis and environmental issues. Solar power, as an abundant
and environmentally friendly source of renewable energy, plays a significant role in achiev-
ing the efficient utilization of clean energy through photovoltaic (PV) power generation,
contributing to the sustainability of energy development [1]. Nonetheless, the inherent
randomness of sunlight and the rhythmic day–night cycles introduce fluctuations and
intermittence in PV power generation. Moreover, various factors such as weather and
environmental conditions impact the output of photovoltaic systems, contributing to the
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significant unpredictability of power generation when large-scale PV power is integrated
into the grid [2,3]. Consequently, this unpredictability has a negative impact on the grid
in terms of planning. The accurate prediction of PV power generation that takes into
consideration the impact of multi-factor coupled time-varying characteristics is effective in
improving the stability of the grid, enhancing its ability to consume PV power, and improv-
ing the operating efficiency of PV power plants [4]. Therefore, it has attracted extensive
attention for research. Depending on the exact time scale, PV power prediction is classi-
fied into short-term forecasting, medium-term forecasting, and long-term forecasting [5].
Short-term forecasting plays a crucial role in enhancing the reliability of the power system.
However, it also faces challenges, such as the difficulty in accurately predicting weather
changes and the need for higher precision and timeliness to meet the rapid scheduling
and response demands of the power system. Furthermore, PV systems themselves exhibit
complex nonlinear characteristics, making it difficult to accurately predict their output
using simple mathematical models. Simultaneously, inaccurate predictions can jeopardize
the stability of the power grid, complicating the efficient alignment of electricity supply
and demand within the system. This situation may result in surplus power generation
and avoidable carbon emissions, contributing to adverse environmental consequences.
Consequently, addressing this issue has emerged as a focal point in current research.

Accurate short-term PV power prediction is crucial for optimizing the lifespan of
storage devices such as batteries and for efficiently managing the production, delivery, and
storage systems of the power grid on a daily/hourly basis. Currently, the commonly used
methods of short-term PV forecasting include physical forecasting methods [6,7], statistical
analysis methods, and machine learning methods [8]. Among them, the physical forecasting
method involves the calculation of real-time cloud images of PV power generation and
the conversion of solar energy into electricity. Mandal et al. proposed to achieve ultra-
short-term PV power forecasting by simulating the transmission of solar irradiance and
the generation of photovoltaic component power [9]. Monteiro et al. used the data of the
meteorological forecast in combination with the geographical location of PV power plants
to forecast photovoltaic power [10]. The above-mentioned method necessitates precise
location data for the PV power station, along with numerical meteorological forecasts.
Nevertheless, it exhibits a certain vulnerability to interference in the face of intricate
weather conditions, resulting in a degree of inaccuracy in its predictions. The statistical
analysis method mainly involves the counting, analysis, and processing of historical data
collected from photovoltaic power stations, including Markov chains [11], Grey system
theory [12], linear regression [13], etc. Sperati et al. reduced the error in prediction
by constructing a probability density function for PV power prediction under different
weather conditions [14]. Feng et al. analyzed the state transition matrix of the Markov
chain, showing the different transition trends of solar energy at different intervals [11].
Then, power prediction models were established for different time periods, with good
prediction results achieved in a grid connection. After dividing the past power sequence
seasonally, Ding et al. applied the Grey theory model to reconstruct the original power
data, thus reducing the randomness of the original data and improving the accuracy of
power prediction [12]. However, the prediction results are highly dependent on the data,
and the modeling process is relatively complex and sensitive to model parameters [8]. This
leads to a significant bias in the statistical analysis model.

At present, the commonly used methods of machine learning include Support Vector
Machines (SVMs) [15], neural networks [16], Extreme Learning Machines (ELM) [17], etc.
Meng proposed a method in which a correlation analysis was performed to select the factors
closely correlated with PV power as inputs before a prediction model was constructed
using an improved SVM to enhance the accuracy of prediction [18]. Mellit et al. proposed
to reduce the error in PV forecasting through a PV forecasting model based on an artificial
neural network (ANN), in which such meteorological data as the irradiance, temperature,
and atmospheric pressure were taken as inputs [19]. Chen et al. adopted the Long Short-
Term Memory (LSTM) neural network to make PV power prediction. This method enables
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the short-term prediction of PV power generation, thus reducing the Mean Absolute
Error (MAE) and Root Mean Square Error (RMSE) of the prediction results [20]. The
above-mentioned prediction model takes meteorological and weather factors into account,
effectively reducing prediction errors. However, given its relatively intricate modeling
process, it usually demands multiple iterations to converge to the optimal solution, leading
to a slower training speed. Moreover, the quality of the prediction results is significantly
influenced by the selection of model parameters.

Compared to traditional neural networks, the ELM presents advantages in rapid
learning and a concise model structure. It simplifies the training process by randomly
setting input weights and hidden thresholds, avoiding the need for continuous adjustments.
This reduction in complexity effectively addresses common issues, such as lengthy training
periods [21,22]. However, optimizing the model parameters is crucial due to the significant
impact of the initial random parameters on the prediction outcomes in the ELM model [23].
Currently, scholars primarily employ intelligent algorithms to optimize hyperparameters.
Common algorithms include Grey Wolf Optimization (GWO), War Strategy Optimization
(WSO), the Coati Optimization Algorithm (COA), the Sparrow Search Algorithm (SSA),
the Crow Search Algorithm (CSA), etc. In [24], the SSA was used to enhance the PV power
prediction with the improved Back Propagation (BP) neural network. In [25], the ICSA was
employed to optimize the hyperparameters of the Least Squares Support Vector Machine
for short-term PV power prediction. However, the above algorithms still tend to converge
to local optimal solutions during the search phase.

With the ongoing development of swarm intelligent optimization algorithms, new
algorithms are continually emerging. In 2022, Xue et al. introduced the Dung Beetle
Optimization (DBO) algorithm and successfully applied it to various engineering design
problems [26]. Inspired by the natural behaviors of dung beetles, such as rolling dung balls,
foraging, and breeding, the DBO algorithm optimally allocates diverse survival tasks to
individuals based on the division of labor within the dung beetle population. This results
in rapid convergence and high-precision solutions compared to traditional algorithms.
In [27], the DBO algorithm was applied to wireless sensor networks, introducing a DV-
Hop localization algorithm optimized based on the DBO algorithm. In [28], the DBO
algorithm was utilized to optimize the BP neural network for predicting the debonding
failure of beams. In [29], the Halton sequence was employed exclusively to initialize
the positions of individuals within the population, aiming to control the initial spatial
distribution of the population. However, the mentioned literature either utilized the original
algorithm, or the improvement only exhibited positive effects during the initial stages of
optimization. Nevertheless, there still exists an imbalance between global exploration and
local exploitation capabilities, making it susceptible to local optima [30].

To comprehensively address the challenges outlined, this study employs Adaptive
Spiral Dung Beetle Optimization (ASDBO) to optimize the hyperparameters of the Extreme
Learning Machine (ELM) for enhancing the accuracy of PV power prediction. The over-
arching goal is to mitigate potential energy wastage stemming from inaccurate forecasts,
thereby contributing to the reduction in environmental burdens and advancing sustainable
development in clean energy. In assessing the accuracy of the proposed models, encom-
passing the BP, LSTM, GRU, ELM, DBO-ELM, and ASDBO-ELM, various conditions were
considered for forecasting PV power. The experimental findings underscore the high accu-
racy achieved by the model introduced in this paper, particularly in short-term PV power
prediction. The contributions of this study are outlined as follows:

• The DBO algorithm has been improved. Introducing a spiral search during dung
beetle breeding and foraging altered the search pattern, enhancing the exploratory
capabilities. In the stealing stage, a combined dynamic weighting strategy and Levy
flight mechanism balanced the search diversity and convergence accuracy, preventing
local optima.

• The discussion extensively explored dynamic factors influencing PV power. Em-
ploying the Pearson correlation coefficient for feature selection not only ensures a
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more accurate alignment with real-world scenarios in specific experiments but also
contributes to the advancement of the application and development of clean energy.

• To further improve the predictive performance of the ELM, ASDBO is employed to
finely adjust the initial weights and thresholds. This approach eradicates randomness
in parameter settings, ensuring subsequent sequence predictions are more dependable
and precise.

• The ASDBO-ELM model was introduced to forecast short-term PV power under
various conditions. The experimental results show that this study has the potential to
enhance the accuracy of PV power predictions, thereby mitigating the energy wastage
caused by inaccurate forecasts.

2. Theoretical Analysis
2.1. Extreme Learning Machine

The Extreme Learning Machine, as an innovative feedforward single-hidden-layer
neural network, stands out for its capability to randomly generate biases and input weights
for the hidden layer. This eliminates the necessity for configuring additional parameters.
Specifying the number of hidden layer neurons during training allows for achieving
a globally optimal solution, alleviating typical issues encountered in traditional neural
networks such as slow training and overfitting. The network structure of the ELM is
illustrated in Figure 1.

Figure 1. Structure chart of ELM.

In Figure 1, the input layer consists of n neuron nodes (xi ∼ xn), corresponding to n
input variables. In the hidden layer, there are k neuron nodes. The output layer consists of
m neuron nodes (yi ∼ ym), corresponding to m output variables. wij represents the weight
from the input layer to the hidden layer; v1 ∼ vi represent the threshold of the hidden layer
nodes; and βij represents the weight from the hidden layer to the output layer.

Let there be M samples, where xi = [xi1, xi2, · · · , xin]
T , yi = [yi1, yi2, · · · , yjm]

T , xi is
an n-dimensional input vector, and yi is an m-dimensional output vector. The number
of hidden layer nodes is denoted as k, and the activation function is denoted as G(·). In
the prediction model used in this article, the Sigmoid function is taken as the activation
function, as shown in Equation (1), to compute the hidden layer output matrix Hw,v,x.

G(x) =
1

1 + e−x (1)
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The output obtained through the training of the ELM neural network is expressed
as follows:

yj =
k

∑
i=1

βiG
(
wi · xj + vi

)
, j = 1, 2, · · · , M (2)

where wi represents the weights from the input layer to the hidden layer; vi indicates the
thresholds of the neurons in the hidden layer; βi represents the weights between the hidden
layer and the output layer; and G(wi · xj + vi) denotes the activation function.

If the output of the network is presented as Y = [y1, y2, · · · , yM]m×M, Equation (2) can
be changed into the matrix form:

Hw,v,xβ = Y (3)

where β represents the k × m dimensional output weight matrix, and Hw,v,x refers to the
output matrix of the implied layer. This can be expressed as follows:

Hw,v,x =


G(w1x1 + v1) · · · G(wkx1 + vk)
G(w1x2 + v1) · · · G(wkx2 + vk)

...
...

G(w1xM + v1) · · · G(wkxM + vk)

 (4)

β =


βT

1
βT

2
...

βT
k


k×m

Y =


yT

1
yT

2
...

yT
M

 (5)

where k represents the number of hidden layer nodes, and M denotes the number of training
samples. According to the definition of the generalized inverse matrix, Equation (6) is used
to obtain the result.

β∗ = H+Y (6)

where H+ represents the Moore–Penrose generalized inverse of the output matrix of the
hidden layer.

2.2. Dung Beetle Optimization

The Dung Beetle Optimizer is inspired by the rolling, dancing, foraging, breeding,
and stealing behaviors of dung beetles. Five different updating rules are designed to assist
in finding high-quality solutions. Each dung beetle group consists of four types of agent
beetles: rolling dung beetles, breeding beetles, foraging beetles, and stealing beetles.

2.2.1. Dung Beetle Ball Rolling

In the DBO, the dung beetles need to move in a specific direction within an optimal
range. The rolling dung beetle relies on the Sun for navigation, but the brightness of the
sunlight affects the path determined by the dung beetle. During scrolling, the mathematical
model used to update the position of the dung beetle is expressed as follows:

xi(t + 1) = xi(t) + α × k × xi(t − 1) + b × ∆x

∆x = |xi(t)− Xw|
(7)

where t indicates the count of the current iterations; x(t)i denotes in terms of the position
of the ith dung beetle in the population at the tth permutation; k refers to the deflection
coefficient, and k ∈ (0, 0.2]; b is a constant, and b ∈ (0, 1); α represents the extent of the
deviation from the value of either −1 or 1, with 1 indicating no deviation from the original
direction and −1 indicating otherwise; and Xw means the worst global position in the
present species. ∆x is used to simulate the changes in the intensity of the sunlight.
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When the individual is unable to continue moving, it repositions itself by dancing to
find a new route. To simulate the dancing behavior, the DBO algorithm adopts the tangent
function to determine a new direction of scrolling. At this point, the mathematical model
used to update the position of the dung beetle is expressed as follows:

xi(t + 1) = xi(t) + tan(θ)|xi(t)− xi(t − 1)| (8)

where θ represents the deflection angle, and θ ∈ [0, π]. When θ = 0, π/2, and π, no change
occurs in where the dung beetles are positioned.

2.2.2. Dung Beetle Breeding

In nature, dung balls are rolled to a safe location and hidden by dung beetles. To
reproduce more safely, dung beetles need to select a suitable oviposition site. The DBO
algorithm is used to model the oviposition area for dung beetles, which is defined as follows:

Lb∗ = max(X∗ × (1 − R), Lb)
Ub∗ = min(X∗ × (1 − R), Ub)

(9)

where X∗ represents the current best position; Lb∗ indicates the lower limit of the spawning
area; and Ub∗ denotes the upper limit of the spawning area. The lower and upper limits
of the optimization problem are represented by Lb and Ub, respectively. R = 1 − t/Tmax,
where Tmax refers to the maximum number of iterations.

Once the oviposition area is determined, the dung beetles lay eggs within this region.
Each female dung beetle lays only one egg per cycle. In each iteration cycle, the position of
the laid eggs changes constantly, and their mathematical model is expressed as follows:

Bi(t + 1) = X∗ + b1 × (Bi(t)− Lb∗) + b2 × (Bi(t)− Ub∗) (10)

where Bi(t + 1) represents the location of the ith brood ball at the tth iteration; b1 and b2
represent two independent random vectors that contain D components each; and D is
referred to as the dimension parameters of the optimization problem.

2.2.3. Dung Beetle Foraging

Adult dung beetles emerge from the ground to forage. The mathematical models
used to determine the boundary of the optimal foraging area and to update the individual
position are expressed as follows:

Lbb = max
(

Xb × (1 − R), Lb
)

Ubb = min
(

Xb × (1 − R), Ub
) (11)

where Xb represents the local best positions of the previous population. The other parame-
ters are defined in Equation (9).

xi(t + 1) = xi(t) + C1 ×
(

xi(t)− Lbb
)
+ C2 ×

(
xi(t)− Ubb

)
(12)

where C1 represents a random number that conforms to normal distribution, and C2 refers
to a random vector falling into the range of (0, 1).

2.2.4. Dung Beetle Stealing

There is a type of dung beetle known as the thief beetle, as it steals dung balls from
other beetles. According to Equation (11), Xb is the optimal source of dung. Therefore,
it is assumed that the area surrounding Xb is the best location to compete for food. The
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mathematical model used to update the position of the thief beetles during the iteration
process is expressed as follows:

xi(t + 1) = xb + S × g ×
(
|xi(t)− X∗|+

∣∣∣xi(t)− Xb
∣∣∣) (13)

where g represents a vector of dimension D that is randomly chosen, conforming to normal
distribution, and S is a constant.

3. Proposed Method
3.1. Adaptive Spiral Dung Beetle Optimization

Currently, the DBO algorithm has been applied to address various issues related to
engineering design, and its effectiveness and feasibility have been validated. However, the
algorithm still has some limitations, including poor global search capability and a tendency
to prematurely converge to local optima. To address these drawbacks, this paper proposes
an enhanced Dung Beetle Optimization strategy.

3.1.1. Path Diversity

The reproduction of dung beetles is updated in real time with the position of the
scrolling ball. Due to the continuous update on the position of the reproductive dung
beetles, the foraging area of the dung beetles changes as well, thus leading to a single
mode of the behavior position update. Inspired by the rotational operation of the Whale
Optimization Algorithm [31,32], the spiral search strategy is introduced, which allows the
dung beetles to conduct a search in a spiral form in space. This expands the reproductive
and foraging areas, enhances the individual ability to explore unknown regions, and
provides a more flexible path for the position update. Therefore, the capability of the
local search is improved for both behaviors. The reproductive and foraging formulas
updated after the introduction of the spiral position-updating strategy are presented as
Equations (14) and (15), respectively.{

Bi(t + 1) = X∗ + ezl · cos(2πl) · b1 · (Bi(t)− Lb∗) + ezl · cos(2πl) · b2 · (Bi(t)− Ub∗)
z = ek cos( πt

max t )
(14)

{
xi(t + 1) = ezl · cos(2πl) · xi(t) + C1 ×

(
xi(t)− Lbb

)
+ C2 ×

(
xi(t)− Ubb

)
z = ek cos( πt

max t )
(15)

where the parameter z, which varies with the number of iterations, is composed of an expo-
nential function based on e. The coefficient of variation, denoted as k, is set to k = 5, which
ensures that the algorithm operates within an appropriate range. Also, l is a uniformly
distributed random number in the range of [−1, 1].

As a crucial parameter used in this strategy, the spiral parameter z is not supposed to
be a fixed value because this would lead to the monotonous methods of the reproductive
and foraging position update for the dung beetles, thus trapping the strategy in local
optima. Therefore, z is a dynamic variable used to adjust the size and amplitude of the
spiral curve, which enhances the capabilities of exploration for both behaviors in unknown
regions. As dung beetles engage in reproductive and foraging activities with positions
varying in a spiral pattern, their search area expands, resulting in the identification of more
high-quality solutions. With each iteration, progressively superior values are acquired,
thereby enhancing the algorithm’s search capabilities to some extent.

3.1.2. Dynamic Update on Positions

As can be seen clearly from Equation (13), Xb and its vicinity represent the best
location to compete for food. Concerning the thief dung beetles, they update their positions
continuously to find the optimal location to compete with others for food. However, when
there are individuals conducting a search through the method shown in Equation (13),
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they tend to linger around the local optima, which causes the failure in achieving a better
performance in local optimization. Therefore, the introduction of the weight improves the
individual position, enabling the convergence toward those better search areas.

xi(t + 1) = Xb + S × g ×
(
|xi(t)− X∗|+

∣∣∣xi(t)− ωXb
∣∣∣)

ω =
e2×(1− t

maxt ) − e−2×(1− t
maxt )

e2×(1− t
maxt ) + e−2×(1− t

maxt )

(16)

where S is a constant; t denotes the count of the current iterations; and g indicates a random
vector that conforms to normal distribution.

Introducing a real-time weight adjustment for the behavior and position of the thief
dung beetles enables the algorithm to operate in different modes, enhancing the search
flexibility. With an increasing number of iterations, the thief individuals continuously
update their positions toward the optimal location, competing for food. Consequently, the
algorithm experiences an improved convergence speed.

Although the introduction of dynamic weights to the thief dung beetle individuals is
effective in improving the performance in convergence, it is still possible for the algorithm
to get trapped in local optima when facing high-dimensional problems. Levy flight refers
to a random walk with a probability distribution of step lengths with heavy tails, which
means there is a relatively high probability that large steps are taken during the random
walk process [33].

For this reason, another update of individual positions is performed using the Levy
flight after adaptive weights are introduced into the formula for the thief dung beetles.
This improvement is advantageous in allowing for both small and occasional large step
movements, which prevents the dung beetle individuals from taking hold of one position
repeatedly. This enhances the randomness of the solutions found by the algorithm and
enables it to get out of local optima.

The position-updating formula used to introduce the Levy flight is expressed as follows:

xi(t + 1) = levy(λ) · Xb + S × g ×
(
|xi(t)− X∗|+

∣∣∣xi(t)− ωXb
∣∣∣) (17)

where levy(λ) represents the random step length and conforms to the Levy distribution,
which satisfies the conditions that Levy ∼ u = t−λ and 1 < λ ≤ 3.

Given the intricacies associated with the Levy distribution, the Mantegna algorithm is
frequently employed for simulation purposes [34]. The formula used to calculate the step
size is expressed as follows:

S =
u

|v|1/β
(18)

where u and v conform to normal distribution, u ∼ N(0, σ2
u) and v ∼ N(0, σ2

v ).

σu =

Γ(1 + β) sin
(

βπ
2

)
Γ
(

1+β
2

)
β × 2

β−1
2


1
β

σv = 1

(19)

where β usually takes the value in the range of [0, 2] and it is set to 1.5 in this context.
With the incorporation of the Levy flight mechanism, dung beetles exhibit increased

flexibility in this stage, enabling them to guide other individuals toward better positions.
Consequently, the amalgamation of the Levy flight mechanism and weight strategy brings
balance to the algorithm, resulting in a noteworthy enhancement in each solution.
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3.1.3. Performance Analysis of the Algorithm

To verify the optimization performance of the ASDBO algorithm, 8 widely used
benchmark functions are selected in this study for the evaluation of performance, as shown
in Table 1. Among them, f1 ∼ f5 are unimodal functions, the focus of which is on testing
the convergence speed and optimization accuracy of the algorithm. f6 ∼ f8 are multimodal
functions, the focus of which is on reflecting the ability of the algorithm to get rid of local
optima. The performance was evaluated on the 8 benchmark functions listed in the table for
dimensions d = 30, d = 50, and d = 100. A comparison was performed against the standard
DBO algorithm. Table 2 shows the comparison of the optimization performance for each
algorithm, and Figure 2 shows the convergence of the functions of each algorithm. To
ensure the objectivity in the experiments, all the tests were conducted independently, with
the total number of iterations T set to 500 and the population size N set to 30. To enhance the
reliability of the experimental results and remove the impact of chance events, the minimum
value, average value, and standard deviation of each algorithm were statistically analyzed.
These metrics reflect the optimization performance and stability of each algorithm. The
average value represents the accuracy of the optimization, while the standard deviation
reflects the robustness of the algorithm.

The improvement in the convergence speed and accuracy of the ASDBO algorithm
compared to the DBO algorithm is evident from Figure 2. The global optimum refers to
the optimal value attained by the objective function across the entire domain. For the
functions f1 ∼ f4, ASDBO demonstrates optimal optimization performance, consistently
achieving stable global optimal solutions. In the case of f6 and f7, it consistently identifies
the optimal values in each test, while for f5, it converges to an optimization accuracy close
to 0. Additionally, as shown in Table 2, for the standard deviation test results, except for f4,
f5, and f3 in the case of dimension 100, the standard deviation of the ASDBO algorithm
is 0, indicating its strong robustness. The experimental results confirm that the ASDBO
algorithm outperforms the DBO algorithm in the success rate of optimization, whether
in low-dimensional or high-dimensional scenarios. The graphical representation also
reveals that, for some test functions, ASDBO converges to the global optimum earlier in
the iteration process, while the standard DBO algorithm exhibits stagnation in the fitness
curve at later stages, indicating difficulty in escaping local optima. Therefore, the ASDBO
algorithm significantly excels in the overall convergence speed compared to the standard
DBO algorithm. The introduction of multiple strategies allows the algorithm to break
through limited search patterns during the optimization process, enabling a more flexible
and meticulous search. Consequently, the convergence performance of the algorithm
is enhanced.

Table 1. Benchmark functions.

Function Expression Interval Min

Sphere f1(x) = ∑n
i=1 x2

i [−100, 100] 0
Schwfel2.22 f2(x) = ∑n

i=1|xi|+ ∏d
i=1|xi| [−10, 10] 0

Schwfel1.2 f3(x) = ∑d
i=1

(
∑i

j=1 xj

)2
[−100, 100] 0

Schwfel2.1 f4(x) = maxi{|xi|, 1 ≤ i ≤ d} [−100, 100] 0
Quartic f5(x) = ∑d

i=1 ix4
i + random[0, 1) [−1.28, 1.28] 0

Rastrigin f6(x) = ∑d
i=1

[
x2

i − 10 cos(2πxi) + 10
]

[−5.18, 5.12] 0

Ackley f7(x) = −20 exp
(
−0.2

√
1
d ∑d

i=1 x2
i

)
− exp

(
1
d

√
∑d

i=1 cos(2πx1)

)
+ e + 20 [−32, 32] 0

Griewank f8(x) = 1
4000 ∑d

i=1 x2
i − ∏d

i=1 cos
(

xi√
i

)
+ 1 [−600, 600] 0
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Table 2. Comparison of ASDBO and DBO test results.

Function Algorithm
d = 30 d = 50 d = 100

Best Aver Std Best Aver Std Best Aver Std

F1
DBO 5.08 × 10−174 5.43 × 10−104 2.91 × 10−103 5.66 × 10−160 4.51 × 10−115 2.93 × 10−114 1.78 × 10−160 9.00 × 10−113 4.93 × 10−112

ASDBO 0 0 0 0 0 0 0 0 0

F2
DBO 3.78 × 10−80 1.72 × 10−60 9.42 × 10−60 4.10 × 10−87 2.22 × 10−52 1.22 × 10−51 1.74 × 10−82 3.29 × 10−56 1.02 × 10−55

ASDBO 0 0 0 0 0 0 0 0 0

F3
DBO 9.25 × 10−145 2.41 × 10−69 1.32 × 10−68 1.62 × 10−136 1.48 × 10−4 8.01 × 10−4 1.07 × 10−163 3.68 × 10−8 2.02 × 10−7

ASDBO 0 9.02 × 10−197 0 0 4.42 × 10−171 0 0 7.32 × 10−158 3.97 × 10−157

F4
DBO 2.31 × 10−75 1.42 × 10−55 6.86 × 10−55 7.76 × 10−80 3.29 × 10−53 1.80 × 10−52 2.32 × 10−82 3.68 × 10−31 2.01 × 10−30

ASDBO 0 1.76 × 10−93 9.64 × 10−93 0 1.73 × 10−79 9.48 × 10−79 0 6.17 × 10−67 3.38 × 10−66

F5
DBO 1.06 × 10−4 9.84 × 10−4 5.56 × 10−4 3.15 × 10−4 1.44 × 10−3 1.36 × 10−3 1.21 × 10−4 1.16 × 10−3 1.06 × 10−3

ASDBO 6.79 × 10−5 9.11 × 10−4 5.93 × 10−4 1.99 × 10−4 1.20 × 10−3 6.18 × 10−4 7.25 × 10−5 9.21 × 10−4 6.68 × 10−4

F6
DBO 0 1.33 × 100 5.37 × 100 0 6.21 × 10−1 3.35 × 100 0 2.94 × 10−1 1.61 × 100

ASDBO 0 0 0 0 0 0 0 0 0

F7
DBO 4.44 × 10−16 5.42 × 10−15 0 4.00 × 10−15 4.44 × 10−16 0 4.44 × 10−16 5.63 × 10−16 6.49 × 10−16

ASDBO 4.44 × 10−16 4.44 × 10−16 0 4.44 × 10−16 4.44 × 10−16 0 4.44 × 10−16 4.44 × 10−16 0

F8
DBO 0 0 0 0 0 0 0 0 0

ASDBO 0 0 0 0 0 0 0 0 0
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Figure 2. Comparison of the convergence performance of the test functions of the two algorithms.
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3.2. Establishment of the ASDBO-ELM Prediction Model

Improving the predictive accuracy of short-term PV power forecasting models is
crucial for achieving economic dispatch and advancing the development of clean energy
generation technologies. However, inappropriate values set for the input weights and
hidden thresholds in the ELM can lead to a decline in predictive performance. These
randomly generated initial values directly impact the final prediction results. Therefore,
this study employs the ASDBO algorithm to optimize the parameters of the ELM model.
During the optimization process, each dung beetle’s position represents a set of ELM
parameters, and the input weights and hidden thresholds are optimized through 5-fold
cross-validation and the ASDBO algorithm. Simultaneously, the fitness function is defined
as the Mean Square Error (MSE) obtained from 5-fold cross-validation on the training set:

eMSE =
1
N

N

∑
t=1

(ya(i)− yb(i))
2 (20)

where ya(i) represents the real value; yb(i) represents predicted value.
The Process Structure Chart is shown in Figure 3.

• The original PV dataset is partitioned into training and testing sets, followed by a
correlation analysis on the samples to identify the input feature vectors.

• The parameters of the ASDBO algorithm are initialized, including the number of
dung beetles, the maximum number of iterations, and the individual positions of the
dung beetles.

• Based on the calculated objective function values for each individual dung beetle in
the population, we obtain the global optimum position Xbest corresponding to the
minimum objective function value and the worst position Xworst corresponding to the
maximum objective function value.

• If the individual belongs to the rolling dung beetle category, the next behavior of
this dung beetle is determined, whether it continues rolling or switches to dancing,
through a probabilistic method. This process is then used to ascertain the current local
optimal position.

• The positions of the other three sub-populations of dung beetles are updated. If an
individual belongs to the breeding beetles category, its position is updated according
to Equation (14). If the individual belongs to the foraging beetles category, its position
is updated according to Equation (15). If the individual belongs to the stealing beetles
category, its position is updated according to Equation (16).

• Based on the positional parameters of each dung beetle, the fitness of each individual is
calculated by performing 5-fold cross-validation on the training sample set. The fitness
value is determined by calculating the Mean Square Error (MSE) of the prediction
results using Formula (20).

• It is determined if the iteration termination condition is met and output the optimal
model value. Subsequently, we retrain the model with the optimized parameters,
predict on the test dataset, and analyze and evaluate the results.
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Figure 3. Process Structure Chart.

4. Influential Dynamic Factors on PV Power
4.1. Analysis of the Impact of Different Weather

The output of PV power is greatly influenced by weather conditions, with varying
degrees of impact on PV power generation under different weather conditions. Therefore,
PV power output exhibits significant fluctuations. In this paper, the research data are based
on the existing data from a PV power station in a specific region of Jiangsu, along with
the corresponding meteorological elements (i.e., the solar radiation, atmospheric pressure,
environment temperature, relative humidity, and PV module temperature). The data points
were sampled at 15 min intervals to accurately capture the operational variations. Given
the absence of power output at night, the analysis centers on the time period from 05:00
to 19:00, considering the daylight hours at the PV power station. As an example, the data
from May 2017 were selected, including the clear sky power data on 7 May, overcast sky
power data on 5 May, and rainy sky power data on 12 May, for further analysis.

As shown in Figure 4, the power output curve of the sunny spell shows relatively
insignificant fluctuations, while the fluctuations become more significant during cloudy
and rainy spells. During the sunny spell, which lasts from 5:00 to 11:00, the PV power
output increases with the rise in the sunlight intensity. At around 12:00, the PV power
generation peaks. In the hours after 13:00, the sunlight intensity decreases gradually, as
does the output of PV power.
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Figure 4. Photovoltaic power curve.

4.2. Analysis of the Impact of Different Meteorological Factors

To a significant extent, PV power generation is influenced by various meteorological
factors that are inherently uncertain and beyond our control. Factors such as solar irradi-
ance, atmospheric temperature, module temperature, wind pressure, humidity, and more
contribute to the dynamic nature of the power output in PV systems. In this experiment, the
discussions and analyses center on the solar irradiance, PV module temperature, ambient
temperature, atmospheric pressure, relative humidity, and power sequence data.

In the realm of PV power prediction, the complexity arises in selecting prediction
features due to the myriad factors affecting PV power and the intricate relationships among
them. Therefore, a thorough analysis of the factors influencing PV power becomes crucial
before venturing into predictions. In this experiment, the Pearson correlation coefficient
method is utilized to scrutinize the correlation between the output power of the selected
data and various meteorological factors. A correlation analysis is applicable to identify the
input variables closely related to PV power, thus avoiding the interference from irrelevant
variables used in the power prediction model and reducing computational complexity.
At the same time, the presence of a correlation lays a foundation for the introduction
of relevant variables as input into the model. The calculation of the Pearson correlation
coefficient is shown in Formula (21).

ρx,y =
∑n

i=1(xi − x̄)(yi − ȳ)√
∑n

i=1(xi − x̄)2
√

∑n
i=1(yi − ȳ)2

(21)
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where |ρ| ≤ 1 represents the correlation coefficient between variables; xi and yi represent
the values of two factors for the i-th data point; and x̄ and ȳ represent the average value of
variables x and y, respectively.

If the correlation coefficient ρ is positive, it suggests a positive correlation present
between the variables. On the contrary, a negative correlation is indicated when the
correlation coefficient is negative. A correlation coefficient of 0 signifies the absence of a
relationship between the variables. The strength of the correlation is typically assessed
based on the range of the correlation coefficient, as illustrated in Table 3.

Table 3. Relevant degree judgment.

ρ Degree of Association

0.8∼1.0 Exceedingly high association
0.6∼0.8 More association
0.4∼0.6 Moderate association
0.2∼0.4 Less association
0.0∼0.2 Exceedingly less or no association

Figure 5 shows a calculation of the correlation coefficients between the power and
environmental temperature, solar irradiance, air pressure, PV module temperature, and
relative humidity. Among these variables, solar irradiance shows the closest correlation
with power, reaching 0.75. According to Table 3, the correlation between these two attributes
reaches a clearly significant extent. The correlation coefficient is 0.53 and 0.29 for the
environmental temperature and module temperature, respectively, indicating a moderate
correlation and a weak correlation, respectively. The relative humidity and air pressure
exhibit very weak and even negative correlations. The analysis indicates that the solar
irradiance, environmental temperature, and PV module temperature significantly impact
PV power, whereas the relative humidity and air pressure exert a minor influence on the
power output.

Figure 5. Pearson correlation coefficient graph.

In this chapter, the weather and meteorological factors influencing PV power are
investigated by analyzing the patterns of variation in the PV curves under different weather
conditions. The solar irradiance, PV module temperature, environmental temperature,
and historical PV power are utilized as the input feature vectors. The relationship curves
between these variables are shown in Figure 6.
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Figure 6. Relationship curve.

5. Case Study
5.1. Data Analysis and Evaluation Metrics

The output power of the PV system varies with different weather conditions and
factors that affect the climate. As shown in Figure 4, the PV power curve is stable with
slight fluctuations on sunny days, while the power curve fluctuates more significantly on
cloudy and rainy days. To validate the predictive performance of the proposed forecasting
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model, the PV power generation is predicted under three different conditions: sunny,
cloudy, and rainy spells. Take the 2017 data as an example. The sunny day power data are
sourced from the samples spanning from 15 May to 30 May, the cloudy day power data
are sourced from the samples spanning from 1 June to 15 June, and the rainy day power
data are sourced from the samples spanning from June 16th to June 30th. Here, 80% of the
samples are treated as the training set, and the remaining 20% are treated as the test set. The
number of hidden neurons is set to 50. For the optimization of the hidden layer weights
and biases, the ASDBO algorithm is applied. The algorithm is set to have a dung beetle
population of 25 and a maximum iteration count of 100. The fitness of each individual is
calculated through cross-validation on the training sample set.

In order to further enhance the predictive performance of our model, this study
employed cross-validation to fine-tune the model’s hyperparameters and strengthen its
robustness. Cross-validation involves dividing the data into multiple training and valida-
tion sets, effectively alleviating the potential validation bias arising from data randomness
and limited training samples. Specifically, this study adopted a 5-fold cross-validation tech-
nique. This method randomly divided the original data into approximately five subsets of
roughly equal size. In each iteration, four of these subsets were used for training, while the
remaining one served as the validation set. This process was repeated five times, resulting
in five independent cycles of model training and validation. The final cross-validation
error was computed as the average of the validation results from these iterations. Through
this approach, this research not only addressed concerns related to overfitting and un-
derfitting but also fine-tuned the model’s hyperparameters to achieve a higher level of
predictive accuracy.

Before making predictions, utilizing feature data with original dimensional scales
in calculations may introduce adverse impacts resulting from disparate dimensions. To
alleviate the influence of varying data scales on prediction outcomes due to multiple factors,
it is crucial to normalize both PV data and influencing factor data. Common normalization
methods encompass the Min-Max, Mean, and Z-score. The Z-score method, a centering
approach, is suitable for situations where the data distribution approximates a normal
distribution. However, PV data may manifest varying distributions under different weather
conditions, deviating from a strict adherence to a normal distribution. The effectiveness of
mean normalization is contingent upon the data distribution, and in instances of significant
skewness, the mean may not precisely represent the central tendency, thereby influencing
the normalization outcome. Additionally, mean normalization does not rectify the scale
differences among distinct features. In scenarios with substantial variations in feature
scales, mean normalization may inadequately scale the data.

For PV data, Min-Max normalization proves particularly advantageous when the
maximum and minimum values are explicitly defined. This method proficiently scales the
data to the [0, 1] range. This strategy contributes to preserving inherent weight relation-
ships, as reflected by the standard deviation. Consequently, it helps mitigate the adverse
effects of scale differences among diverse features during model training, as delineated in
Equation (22). Finally, denormalization is applied to the predicted output power values to
restore their physical significance.

y′i =
yi − ymin

ymax − ymin
(22)

where yi represents the original sample data; y′i indicates the normalized data; ymax repre-
sents the maximum value in the data; and ymin denotes the minimum value in the data.

In order to evaluate the predictive accuracy of the proposed model in this paper against
other models, the Mean Absolute Percentage Error (MAPE), Root Mean Square Error
(RMSE), and Mean Absolute Error (MAE) are used to evaluate the predictive performance
of the models. The coefficient of determination R-squared (R2) is also used to evaluate the
goodness of fit.



Energies 2024, 17, 960 18 of 24

MAE =
1
n

n

∑
i=1

|ya(i)− yb(i)| (23)

MAPE =
1
n

n

∑
i=1

∣∣∣∣ya(i)− yb(i)
ya(i)

∣∣∣∣× 100% (24)

RMSE =

√
1
n

n

∑
i=1

[ya(i)− yb(i)]
2 (25)

R2 = 1 − ∑n
i=1[ya(i)− yb(i)]

2

∑n
i=1[ya(i)− ȳ(i)]2

(26)

5.2. Model Performance Evaluation

To validate the performance of the proposed predictive model, Figure 7 illustrates
the forecast results for different typical days. The graph depicts the relationship between
the actual measurement values and those obtained through testing with the ASDBO-ELM
model. As shown in Figure 7, the predicted PV power by the proposed ASDBO-ELM model
closely aligns with the actual PV power output curve. Additionally, despite significant
fluctuations in the actual PV power curve during the overcast and rainy days, the model
accurately predicts the PV generation. Based on the correlation distribution of the actual
and predicted power in the test samples, the model’s predicted PV power matches the
actual PV power curve consistently. However, it is noteworthy that, despite some errors, the
predicted results achieved by the ASDBO-ELM model closely resemble the actual results
in the majority of cases. At the same time, in extremely rare cases, there is a significant
discrepancy between the predicted and actual values. This further underscores the robust
performance of the model under different weather conditions.

Figure 7. Actual and predicted photovoltaic power generation with correlation.
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5.3. Comparative Analysis of Different Prediction Methods

To further validate the exceptional performance and applicability of the ASDBO-ELM
prediction model, this paper also compares its forecasting results with those of various
weather conditions from the PV power prediction models, including the BP, LSTM, GRU,
SVM, ELM, and DBO-ELM.

Figure 8A–C show the PV power generation predictions made on sunny, cloudy, and
rainy days, respectively. As shown in Figure 8A, in the PV power prediction curve un-
der sunny conditions, the BP model exhibits significant prediction errors between 08:00
and 14:00, deviating from the actual values toward the end. In contrast, the LSTM, GRU,
and ELM models show continuous fluctuations between 6:00–14:00 and 15:00–18:00. Al-
though the DBO-ELM model has some deviations, such as insignificant fluctuations in
predictions between 06:00 and 08:00 and 11:00–14:00, inconsistent with actual values, it
still demonstrates good predictive performance. In comparison with the other models, the
prediction curve of the ASDBO-ELM model is much more consistent with the actual values,
showing the most satisfactory predictive performance. Figure 8B illustrates the PV power
prediction curve on cloudy days. It can be observed that the BP model exhibits the most
significant deviation from the actual values in its prediction curve. The LSTM, GRU, ELM,
and DBO-ELM models show substantial fluctuations in different time periods. According
to the analysis, the predictive curve of the ASDBO-ELM model continues to well reflect
the trend of changes in the actual power values during the cloudy conditions, with the
best fitting effect observed especially between 9:00 and 15:00. In cloudy weather, the PV
power curve displays considerable randomness, and the predicted values of the model
proposed in this paper deviate to some extent from the actual values. However, compared
to the other prediction models, the overall prediction error is relatively small and more
stable, demonstrating the most significant fitting effect with the actual curve. Figure 8C
shows the PV power prediction curve on a rainy day, indicating that the PV power curve
exhibits significant fluctuations on rainy days. Overall, the prediction curves of these
models capture the fluctuation trends in the actual power curve. The ASDBO-ELM model
demonstrates the best predictive performance, effectively mitigating the impact of data
fluctuations on accuracy. The analysis indicates that the proposed predictive model exhibits
strong adaptability to different weather conditions, showcasing high stability and accuracy.

5.4. Error Analysis and Impact

As shown in Figure 9, a boxplot is constructed using the absolute errors between the
predicted results and the actual values as the research object, where the red line represents
the median, the blue dots represent the mean, and the red crosses represent the outliers.
As can be seen from the boxplot on the sunny day, the ASDBO-ELM model exhibits less
significant but more concentrated absolute errors, with fewer outliers. Relative to other
models, the upper and lower boundaries of the box are closer, indicating smaller errors and
greater stability. Based on the boxplots for the cloudy and rainy days, the prediction model
consistently shows shorter box lengths and fewer outliers, attributed to the fluctuations in
the PV curves during these weather conditions. In essence, this indicates that absolute errors
are confined within a narrower range, highlighting the superior accuracy of the ASDBO-
ELM model across diverse weather conditions. In comparison to the alternative models,
the ASDBO-ELM model not only exhibits fewer outliers but also attains higher accuracy.

Based on the prediction results, Table 4 presents the evaluation metrics R2, MAPE,
MAE, and RMSE for the different prediction models. It is noteworthy that the prediction
errors of the model increase due to the uncertainty and randomness of the PV power gener-
ation curve under cloudy and rainy weather conditions. Compared to sunny weather, the
MAE and RMSE obtained under cloudy and rainy weather conditions are relatively larger.
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Figure 8. Prediction results of different models.

On sunny days, the ELM model reduces the MAE evaluation metric by 43.08%, 27.66%,
and 21.33% compared to the BP model, LSTM model, and GRU model, respectively. The
ELM model also decreases the RMSE evaluation metric by 41.47%, 5.29%, and 2.45% for
the respective models. Additionally, in terms of the MAPE, the reductions are 27.86%,
5.94%, and 2.06%, and for the R2, the improvements are 4.11%, 1.92%, and 1.15%.

On cloudy days, the ELM model reduces the MAE evaluation metric by 22.88%,
8.74%, and 4.19% compared to the BP model, LSTM model, and GRU model, respectively.
The reductions in the RMSE are 26.98%, 10.79%, and 9.36%, while the decreases in the
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MAPE are 42.94%, 11.97%, and 2.58%. The improvements in the R2 are 4.31%, 1.36%, and
1.20%, respectively.

Figure 9. Boxplots of absolute errors of different weather forecasts.

Table 4. Evaluation of the prediction effects of different models.

Weather Models
Evaluation Index

R2 (%) MAE RMSE MAPE

Sunny

BP 92.37 4.425 6.714 3.351
LSTM 94.36 3.341 4.534 2.461
GRU 95.07 3.073 3.431 2.387
ELM 96.17 2.417 3.347 2.314

DBO-ELM 98.41 1.741 2.168 2.067
ASDBO-ELM 98.65 1.543 1.963 1.851

Cloudy

BP 90.87 5.631 7.141 8.653
LSTM 94.46 4.759 5.863 5.701
GRU 94.61 4.532 5.546 5.067
ELM 94.80 4.342 5.394 4.936

DBO-ELM 95.17 3.963 4.779 4.086
ASDBO-ELM 97.03 3.615 4.081 3.767

Rainy

BP 91.74 5.741 7.078 9.824
LSTM 93.56 4.521 5.947 6.671
GRU 94.61 4.482 5.821 6.831
ELM 94.76 4.347 6.421 5.627

DBO-ELM 96.41 3.842 6.041 4.953
ASDBO-ELM 97.82 3.462 3.446 5.316
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During the rainy days, the ELM model reduces the MAE evaluation metric by 24.29%,
3.85%, and 2.99% compared to the BP model, LSTM model, and GRU model, respectively.
The reductions in the RMSE are 21.20%, 6.22%, and 4.20%, and the decreases in the
MAPE are 32.37%, 3.57%, and 5.97%. The improvements in the R2 are 3.29%, 1.28%, and
0.16%, respectively.

Despite the further improvement achieved by the ELM model in the accuracy of
predictions under different weather conditions, there still exists room for the continued
enhancement of precision.

Therefore, the ASDBO-ELM model outperforms the other prediction models through
the integration of the ASDBO algorithm with the ELM model and the optimization of the
ELM model parameters employing the ASDBO algorithm. In comparison to the alternative
models, the MAE evaluation metric exhibits a reduction ranging from 11.39% to 63.67%
during sunny spells, 7.87% to 35.13% during cloudy spells, and 9.89% to 39.67% during
rainy spells. This analysis underscores the ASDBO-ELM model’s ability to maintain
prediction errors within a narrow range. The RMSE evaluation metric shows a decrease
from 9.31% to 65.86% during sunny spells, 14.61% to 42.67% during cloudy spells, and
12.40% to 51.34% during rainy spells. The results indicate a high level of prediction stability
for the ASDBO-ELM model. The MAPE evaluation metric witnesses a decrease of 12.22%
to 45.88% during sunny spells, 7.81% to 56.46% during cloudy spells, and 2.40% to 40.18%
during rainy spells. This analysis affirms the ASDBO-ELM model’s high accuracy in power
prediction. The R2 evaluation metric experiences an increase of 0.24% to 6.80% during
sunny spells, 1.74% to 6.56% during cloudy spells, and 1.46% to 6.63% during rainy spells.
These findings emphasize the ASDBO-ELM model’s exceptional performance in fitting
power prediction under three different weather conditions.

In summary, through the analysis of the prediction graphs, error boxplots, and four
evaluation metrics, it can be concluded that the ASDBO-ELM model demonstrates excep-
tionally high accuracy in power prediction under different weather conditions and in the
presence of various influencing factors. It can be effectively applied to simulate the trends
in photovoltaic generation, ensuring accurate predictions across diverse scenarios.

6. Conclusions

In order to ensure the stable and reliable continuous operation of the power system,
accurate forecasting of PV power generation is essential. In this study, an improved Dung
Beetle Optimizer was employed to optimize the hyperparameters of the Extreme Learning
Machine for precise PV power prediction. The experimental results, as demonstrated in the
PV data analysis and model comparison, indicate that the proposed approach significantly
enhances the accuracy of PV power prediction. The main contributions of this research are
outlined as follows:

• Incorporating different strategies into the DBO algorithm to address its shortcom-
ings, the proposed ASDBO exhibits a superior global search capability compared to
traditional DBO.

• Conducting a dynamic analysis of weather and meteorological factors that impact
PV power, and selecting highly correlated variables as model inputs through variable
correlation analysis, this approach not only reduces the computational costs but also
enhances the efficiency of PV prediction under diverse conditions.

• The proposed model showcases formidable predictive capabilities, effectively func-
tioning under diverse weather conditions and environmental scenarios. Through
algorithm adjustments, the model ensures adaptability to different environmental
factors, maintaining reliable performance across a variety of contexts. The introduction
of cross-validation operations further fortifies the model’s reliability, confirming its
predictive accuracy and enhancing its applicability in real-world environments.

• Accurate short-term photovoltaic predictions are crucial for improving the operational
efficiency and management of PV power stations. Serving as guiding tools, these
predictions aid decision-makers in identifying optimal power generation resources and
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configurations to meet future energy demands. This, in turn, propels the advancement
of clean energy.

The accurate prediction of PV power is vital for the grid dispatch department to
devise sound plans and ensure a balance between supply and demand. In the future,
enhancements to the ELM structure will be explored to further elevate the predictive
performance of the ELM model. Moreover, the integration of other emerging deep learning
algorithms will be pursued to enhance the predictive capabilities of the hybrid model.
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Nomenclature

PV Photovoltaic
ELM Extreme Learning Machine
SVM Support Vector Machine
DBO Dung Beetle Optimization
ASDBO Adaptive Spiral Dung Beetle Optimization
wij Connection Weight between Hidden Layer and Input Layer
βij Connection Weight between Hidden Layer and Output Layer
M Samples
G(•) Activation Function
Xw Global Worst Position of DBO
Xb Global Optimal Position of DBO
X∗ Local Optimal Position of DBO
w Weight Factor of ASDBO
z Spiral Parameter of ASDBO
k Coefficient of Variation of ASDBO
ρ Correlation Coefficient
MAPE Mean Absolute Percentage Error
MAE Mean Absolute Error
RMSE Root Mean Square Error
R2 Decision Coefficient
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