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Abstract: With large-scale wind and solar power connected to the power grid, the randomness
and volatility of its output have an increasingly serious adverse impact on power grid dispatching.
Aiming at the system peak shaving problem caused by regional large-scale wind power photovoltaic
grid connection, a new two-stage optimal scheduling model of wind solar energy storage system
considering demand response is proposed. There is a need to comprehensively consider the power
generation cost of various types of power sources, day-ahead load forecasting information, and other
factors and plan the day-ahead output plan of the energy storage system with the minimum system
operation cost as the optimization objective of day-ahead dispatching. The demand response strategy
is introduced into the time-ahead optimal scheduling, and the optimization of the output value of the
energy storage system in each period is studied with the goal of minimizing the system adjustment
cost. The particle swarm optimization algorithm is used to solve the model, and the IEEE33 node
system is used for an example simulation. The results show that using the demand response and the
collaborative effect of the energy storage system can suppress the uncertainty of wind power and
photovoltaic power, improve the utilization rate of the system, reduce the power generation cost of
the system, and achieve significant comprehensive benefits.

Keywords: demand response; energy storage system; two-stage scheduling; particle swarm optimization
algorithm

1. Introduction

With the large-scale integration of new energy into the grid, the instability and anti-
peak regulation of its power generation output greatly increases the adjustment burden of
the system [1]. This indirectly implies that vigorously improving the flexible regulation
capacity of the power system, ensuring the balance of power supply and demand at differ-
ent time scales, as well as the high-level absorption of new energy, is not only inherently
demanded to speed up the construction of a new power system with new energy as the
main body, but it is also an urgent requirement for the promotion of the realization of a
carbon peak in 2030 and carbon neutralization in 2060 [2–4].

With the increase in the proportion of new energy access, the research on respond-
ing to the volatility and randomness of new energy by demand response has increased
sharply [5,6]. In reference [7], a demand response scheduling strategy with multi-time
scale rolling coordination was designed, which calls for a flexible load to track wind power
rolling. In reference [8], a multi-objective optimization model of source–load coordination
was established to maximize the absorption of wind power and minimize the operating
cost of the system. In reference [9], a power system stochastic dispatching model consid-
ering large-scale wind power and demand response was established. In reference [10],
a day-ahead optimization model of the power system was constructed by introducing
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time-sharing electricity price and interruptible load into a large-scale wind power system.
In addition, the effects of two kinds of demand response resources to reduce the reverse
peak regulation performance of wind power and the impact of intermittence on the power
system were compared.

At present, there is almost no research on the analysis and modeling of demand
response uncertainty [11]. Reference [12] analyzed the causes of the uncertainty of demand
response resources and attributed the causes of the uncertainty to the uncertainty of the
model and forecast. Reference [13] established the random response model of price type
load. The uncertainty of price type load response is regarded as a random injection variable
and introduced into the random interactive probabilistic power flow model of source load.
Reference [14] artificially sets the range of uncertain demand response and reserves the
uncertain response within this range so that the economy of the system is the highest.
Reference [15] studied the incentive demand response and price demand response, and
the scheduling cost models under uncertain response were established, respectively. The
above literature provides a good theoretical basis for the uncertainty analysis of demand
response. However, these studies focus on the modeling of the influencing factors of
demand response uncertainty and analyze the relationship between influencing factors and
demand response uncertainty, which cannot provide a more practical reference for power
system dispatching.

In summary, this work constructs a two-stage optimal scheduling model of land-scape
storage considering demand response, analyzes the load characteristics of the user side,
and designs a DR model that integrates direct load control (DLC) and transferable load (TL)
to make the load and new energy generation closer in timing. Subsequently, the scheduling
optimization model of the day-ahead and the first two stages of the landscape storage
system is established, and the demand response strategy is introduced in the pre-time
scheduling phase to realize the comprehensive optimization of load demand distribution
and energy storage output planning. Finally, the IEEE33 node system is taken as the
simulation system to analyze the effect of the proposed model on the landscape ab-sorption
ability of the system.

2. Load Characteristic Analysis and DR Modeling
2.1. User Side Load Characteristic Analysis

According to the way that the power system participates in the demand response,
the customer-side load is divided into four categories [16]: (1) basic load: it belongs to
uncontrollable load, which is fully responsive to the needs of users, and the system cannot
change its energy use mode and time; (2) translational load: the power supply time of
the load can be changed according to the plan, the load needs to be shifted as a whole,
and the power absorption time spans multiple scheduling periods; (3) a load that can
be reduced: it can withstand a certain interruption or power reduction, reduce the load
running for a certain time, and reduce some or all of it according to supply and demand;
and (4) transferable load: the electricity absorption in each time period can be adjusted
flexibly, but the total load in the whole cycle should remain unchanged after transfer and
before transfer.

2.2. Demand Response Modeling
2.2.1. DLC Model of Daily Electricity Absorption

The load of DLC is directly reduced by the load control device of the power company
during the peak load, which is mainly aimed at residential or small commercial users and
other domestic electricity users. The response characteristic of the participating load is that
the load can be reduced, which belongs to peak-cutting resources, such as air conditioners,
electric water heaters, and other loads with cold and hot storage capacity [17]. According
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to the dispatching needs and load distribution, multiple groups of users are involved in the
DLC project, and the load reduction FDLC(t) in the period t is as follows:

FDLC(t) =
I

∑
i=1

αi(t)FDLC,i(t) (1)

where FDLC,i(t) represents the reducible load of i-th group user in the time t, αi(t) represents
0–1 variable, αi(t) = 1 indicates that the load of i-th group is reduced, and αi(t) = 0 indicates
that the load of i-th group is not reduced.

In order to encourage users to implement DLC, power suppliers will give electricity
price compensation to participating users, and the rate of electricity price compensation
that users can obtain when they participate in DLC is proportional to the degree of load
reduction. Let the basic compensation rate of the DLC project be λ0,DLC(λ0,DLC∈(0,1)), then
the actual electricity price compensation rate λi(t) of i-th group users in the time t is

λi(t) = λ0,DLC(t)[
αi(t)FDLC,i(t)

1.2Fi(t)
] (2)

where Fi(t) represents the planned participation load of i-th group users in time t.
The load reduction compensation provided by the power supplier, that is, the DLC

cost, is

CDLC =
I

∑
i=1

T

∑
t=1

λi(t)P1(t)αi(t)FDLC,i(t)∆t (3)

where P1(t) represents the domestic electricity price of the time t, T represents the number
of scheduling periods, and ∆t represents the scheduling step, with a value of 1 h.

2.2.2. TL Model of Industrial Power Absorption

TL entails users controlling themselves after receiving the system instruction signal;
turn out or transfer to the load, mainly for large industrial users and other industrial power
users; and that the response characteristic of the participating load is movable load. It is a
kind of peak-cutting and valley-filling resource, and it is generally the industrial assembly
line load that can be arranged for downtime production. There are K groups of users to
participate in the TL project, and the transfer load FTL(t) in the time t is

FTL(t) =
K

∑
k=1

ρ(t)αk(t)FTL,k(t) (4)

where FTL,k(t) represents the transferable load of k-th group users in the time t, turning in
is negative, turning out is positive; αk(t) is 0–1 variable, αk(t) = 1 indicates that the load is
selected, αk(t) = 0 indicates that the load is not selected, ρ(t) represents the probability that
the user obeys the power grid regulation and control, taking into account the uncertainty
of user obedience, increases the load margin, which is more conducive to the stability of
the system.

Similarly, the participating users of the DLC project are compensated according to the
TL project, and the actual electricity price compensation rate λk(t) and the TL cost CTL are

λk(t) = λ0,TL(t)[

∣∣ρ(t)αk(t)FTL,k(t)
∣∣

1.2Fk(t)
] (5)

CTL =
K

∑
k=1

T

∑
t=1

λk(t)P2(t)
∣∣ρ(t)αk(t)FTL,k(t)

∣∣∆t (6)

where λ0,TL represents the basic compensation rate of TL, Fk(t) represents the planned
participation load of k-th group users in time t, and P2(t) represents industrial electricity
price in time t.
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2.2.3. DR Comprehensive Model

In order to reduce the load more quickly and reliably during the peak hours of power
absorption and to better improve the timing matching between load and new energy
generation, the proposed DR comprehensive model takes into account both DLC and TL
models. Then, the load FDR(t) and the total call cost CDR of DR after the implementation of
DR in time t is

FDR(t) = Finitial(t)− FDLC(t)− FTL(t) (7)

CDR = CDLC + CTL (8)

where Finitial(t) represents the initial load of time t.

2.3. User Satisfaction Degree

Users are important participants in the electricity market, and the implementation of
DR will have an impact on their power comfort. Considering the scale of user participation,
user satisfaction should be taken into account when implementing DR [18]. Customer
satisfaction requires that the electricity demand is met in time, and the lower the load
reduction or transfer, the higher the satisfaction.

MDLC = 1
I

I
∑

i=1

T
∑

t=1
[1 − αi(t)FDLC,i(t)

Fi(t)
]

MTL = 1
K

K
∑

k=1

T
∑

t=1
[1 − |ρ(t)αk(t)FTL,k(t)|

Fk(t)
]

Muser =
1
2 (MDLC + MTL)

(9)

where MDLC and MTL are the average user satisfaction of DLC and TL, respectively, and
Muser is the comprehensive satisfaction of users.

3. Two-Stage Optimal Scheduling Model of Scenery Storage
3.1. Day-Ahead Scheduling Model

With the goal of minimizing the operating cost of the system, the output arrange-
ment of the day-ahead energy storage system is established, and the objective function is
as follows:

minC1 = CH + CW + CPV + CESS (10)

where C1 represents the total operation cost of the whole dispatching cycle of the system,
CH represents the operation cost of the thermal power plant, CW represents the cost of
wind power generation, CPV represents the cost of photovoltaic power generation, and
CESS represents the operation cost of energy storage.

CH =
T1

∑
t=1

nH

∑
i=1

cH,i pH,i(t) (11)

where T1 represents the number of periods in a day-ahead dispatching cycle, nH represents
the number of thermal power units, cH,i represents the coal-fired cost of thermal power
unit i, pH,i(t) represents the active power output of thermal power unit i at time t.

CW =
T1

∑
t=1

nW

∑
i=1

cW,i pW,i(t) (12)

where nW represents the number of wind farms, cW,i represents the power generation cost
of wind farm i, pW,i(t) represents the active power output of wind farm i at time i.

CPV =
T1

∑
t=1

nPV

∑
i=1

cPV,i pPV,i(t) (13)
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where nPV represents the number of photovoltaic power stations, cPV,i represents the power
generation cost of photovoltaic power station i, pPV,i(t)represents the active power output
of photovoltaic power station i at time t.

CESS =
T1

∑
t=1

nESS

∑
i=1

cESS,i[ech,i(t)pESS,i(t)(1 − ηch,i) + edis,i(t)pESS,i(t)(1 − ηdis,i)] (14)

where nESS represents the number of energy storage power stations, cESS,i represents the
operating cost of energy storage power station i, pESS,i(t) represents the active power output
of energy storage power station i at time t, ech,i(t) and edis,i(t) represent the state variables
of energy storage charge and discharge of energy storage power station i at time t, with
values of 0 or 1. When the energy storage is charged, ech,i(t) = 1; when the energy storage is
discharged, edis,i(t) = 1, and ech,i(t)edis,i(t) = 0; ηch,i and ηdis,i are the charging efficiency and
discharging efficiency of the energy storage power station i, respectively.

The constraints of the day-ahead scheduling model are as follows:

(1) Power balance constraints:

pload(t) =
nH

∑
i=1

pH,i(t) +
nW

∑
i=1

pW,i(t) +
nPV

∑
i=1

pPV,i(t) +
nESS

∑
i=1

pESS,i(t) (15)

where pload(t) represents the total load at time t.

(2) Upper and lower limits of power generation output:
pmin

H,i ≤ pH,i(t) ≤ pmax
H,i

0 ≤ pW,i(t) ≤ pmax
W,i

0 ≤ pPV,i(t) ≤ pmax
PV,i

(16)

where pmin
H,i and pmax

H,i represent the minimum and maximum technical output of thermal
power unit i; pmax

W,i and pmax
PV,i represent the maximum theoretical output of wind farm i and

photovoltaic power station i, respectively.

(3) Climbing rate constraint:
Rd

H,i ≤ pH,i(t)− pH,i(t − 1) ≤ Ru
H,i

Rd
W,i ≤ pW,i(t)− pW,i(t − 1) ≤ Ru

W,i
Rd

PV,i ≤ pPV,i(t)− pPV,i(t − 1) ≤ Ru
PV,i

(17)

where Rd
H,i and Ru

H,i represent the lower limit and upper limit of the ramp rate of thermal
power unit i, respectively; Rd

W,i and Ru
W,i represent the lower limit and upper limit of the

ramp rate of wind farm i, respectively; Rd
PV,i and Ru

PV,i represent the lower limit and upper
limit of the ramp rate of photovoltaic power station i, respectively.

(4) Energy storage active output constraints:

pmin
ESS,i ≤ pESS,i(t) ≤ pmax

ESS,i (18)

where pmin
ESS,i and pmax

ESS,i represent the lower limit value and upper limit value of the active
power output of the energy storage power station i, respectively.

(5) Energy storage SOC constraints:

socmin,i ≤ soci(t) ≤ socmax,i (19)

where soci(t) represents the state of charge of energy storage power station i at time t; socmin,i
and socmax,i represent the lower and upper limit of the state of charge of energy storage
power station i, respectively.
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In order to prevent the battery from being overcharged and overdischarged for a long
time and prolong the energy storage life, this paper determines the priority and size of
the output of each energy storage power station according to the SOC real-time status of
the energy storage battery and reasonably arranges the current output plan of the energy
storage system. The charge and discharge margin coefficients C% and D% are introduced
to measure the dispatchability of each energy storage power station. The higher the value
of C% and D%, the greater the dispatchability and the priority output of the energy storage
power station. The calculation equation is as follows:

C% =
socmax,i − soci(t)

socmax,i
× 100% (20)

D% =
soci(t)− socmin,i

socmin,i
× 100% (21)

3.2. Pre-Time Scheduling Model

The pre-time optimal scheduling model is based on the planned output curve of
the day-ahead energy storage system and aims to minimize the system adjustment cost
according to the user-side demand response. The adjustment cost mainly includes the
adjustment cost of load participation demand response and the adjustment cost of modified
energy storage output. The objective function is as follows:

minC2 =
T2

∑
t=1

[CDR(t) +
nESS

∑
i=1

wESS,i(t)
∣∣∣pESS,i(t)− p′ESS,i(t)

∣∣∣] (22)

where T2 represents the number of periods in the pre-scheduling cycle, C2 represents the
adjustment cost of the whole scheduling cycle of the system, CDR(t) represents the total DR
call cost at time t, wESS,i(t) represents the adjustment cost coefficient of the energy storage
power station i, pESS,i(t) represents the active power output of the energy storage power
station i in the pre-time dispatching, p′ESS,i(t) represents the day-ahead dispatching plan
value of the energy storage power station i active power output.

The constraints of the pre-time scheduling model are as follows:
(1)~(5) is similar to the equation in the day-ahead scheduling constraint.

(6) DR model-related constraints:

αi(t)FDLC,i(t) ≤ Fi(t) (23)∣∣ρ(t)αk(t)FTL,k(t)
∣∣ ≤ Fk(t) (24)

(7) User satisfaction constraint:

Muser ≥ Mmin
user (25)

where Mmin
user represents the set minimum user satisfaction.

4. Evaluation Index
4.1. Peak-to-Valley Ratio

The greater the load peak-to-valley ratio, the more frequent the start-up and shutdown
of the thermal power unit or the operation in the state of deep peak regulation, which
affects the economic operation of the unit and interferes with the safety and stability of the
system. Both DR and ESS can cut the peak, fill the valley, and reduce the ratio of peak to
valley. The peak/valley ratio µ is defined as the ratio of the maximum load to the minimum
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load in a statistical period t. The smaller the value of µ, the better the effect of peak-cutting
and valley-filling:

µ =
max[FDR(t)− pESS(t)]
min[FDR(t)− pESS(t)]

(26)

4.2. New Energy Absorption Rate

If the problem of trans-regional energy transmission is not considered, the new en-
ergy absorption is mainly related to the regulation performance of thermal power units
(maximum and minimum technical output, power installation growth rate), load scale
and peak–valley difference, energy storage scale, and maximum charging rate. The new
energy absorption rate is defined as the ratio of the actual output of the new energy to its
theoretical output [19]. The calculation equation is as follows:

RW =
QW,act+QW,ESS

QW,th

RPV =
QPV,act+QPV,ESS

QPV,th

Rnew =
Qnew,act+Qnew,ESS

Qnew,th

(27)

where RW, RPV, and Rnew represent wind, photovoltaic, and total new energy absorp-
tion rate, respectively; QW,act, QPV,act, and Qnew,act represent the direct output of wind,
photovoltaic, and total new energy, respectively; QW,th, QPV,th, and Qnew,th represent
the theoretical output of wind, photovoltaic, and total new energy, respectively; QW,ESS,
QPV,ESS, and Qnew,ESS represent wind power, photovoltaic, and total new energy stored by
ESS, respectively.

5. Case Analysis
5.1. Simulation Scenario Setting

Four kinds of system simulation scenarios are set to analyze the influence of the energy
storage system and demand response on the peak-cutting, valley-filling, and landscape-
absorbing ability of the system.

Case 1: The base scenario, which does not introduce energy storage systems and
demand responses.

Case 2: The energy storage scenario, in which only the energy storage system is
introduced, and four groups of energy storage are set up, each with a capacity of 50 MW·h.
Other parameters are shown in the following section.

Case 3: The demand response scenario, which only introduces demand response. The
proportion of planned participation load of DLC and TL projects to the total load is set to
0.05 and 0.08, respectively.

Case 4: The comprehensive scenario in which both demand response and energy
storage systems are introduced. The specific parameters are the same as in Case 2.

5.2. Basic Data

This work is analyzed by taking the improved IEEE33 system as an example. The
basic data of 10 thermal power units, DR and ESS, are shown in Tables 1–3, respectively. V0
is the initial capacity of ESS.

The installed capacity of wind farms and photovoltaic power stations is 1500 and
500 MW, respectively. As shown in Figure 1, the photovoltaic output curve is set according
to the photovoltaic power generation forecasting model, and the wind power output and
load curve are set according to the historical forecast data. Assuming that the wind farm
and photovoltaic power station are arranged to generate electricity according to the forecast,
the costs of wind power and photovoltaic are 0.42 and 0.63 CNY (kW·h)−1, respectively. In
order to facilitate statistics, it is assumed that the user load changes of each group of DR
projects are equal in one day, and the proportion of planned participation load to the total
load of DLC and TL projects is 0.05 and 0.08, respectively.
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Table 1. The basic data of thermal power unit.

Thermal Power pmin
H,i /MW pmax

H,i /MW Rd
H,i/(MW·h−1) Ru

H,i/(MW·h−1) cH,i/[yuan·(kW·h)−1]

No. 1 150 400 −160 160 0.23
No. 2 120 300 −100 100 0.25
No. 3 120 300 −100 100 0.25
No. 4 100 300 −80 80 0.26
No. 5 100 300 −80 80 0.26
No. 6 100 300 −80 80 0.26
No. 7 50 200 −50 50 0.31
No. 8 50 200 −50 50 0.31
No. 9 50 200 −50 50 0.31
No. 10 50 200 −50 50 0.31

Table 2. The basic parameters of DR.

Period Type Period/h P1(t)
/[yuan·(kW·h)−1]

P2(t)
/[yuan·(kW·h)−1] ρ(t)

Peak Hours [10, 15] and [20, 23] 1.00 1.25 0.8
Valley Period [0, 8] 0.30 0.40 1.0

Normal Period else 0.55 0.80 0.9

Table 3. The basic parameters of ESS.

Energy Storage Parameters ESS1 ESS2 ESS3 ESS4

V0/(MW·h) 20 30 15 25
socmin,i 0.1 0.1 0.1 0.1
socmax,i 0.9 0.9 0.9 0.9

ηch,I, ηdis,i 0.8 0.8 0.8 0.8
cESS,i/[yuan·(kW·h−1)] 0.08 0.08 0.08 0.08
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Figure 1. Load forecasting and theoretical output of wind power photovoltaic.

5.3. Scheduling Optimization Analysis

The hypothesis is to verify the effectiveness and practicability of the proposed model
and to study the impact of DR and ESS on new energy absorption. The power generation
dispatching of the system is divided into several scenarios for optimization analysis by
MATLAB/Simulink 2023b simulation software.

Through the simulation experiment on scenarios 1–4, the corresponding equivalent
load curve is shown in Figure 2, and the system optimization result is shown in Table 4.
According to Figure 2, compared with the original load, the valley value of the equivalent
load of the two-stage coordinated optimal scheduling during the valley period is higher
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than that of the equivalent load with only the energy storage scheduling scheme. It reaches
its peak at about 13:00. At this time, the peak value of the equivalent load of the two-stage
coordinated optimal scheduling is even smaller than that of the equivalent load, with only
the energy storage scheduling scheme and other peak periods having similar effects. This
proves that the two-stage coordinated optimal scheduling improves load curves and has a
better effect on peak-cutting and valley-filling.
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Table 4. Optimization results under different scenarios.

Indicator Scenario 1 Scenario 2 Scenario 3 Scenario 4

DR No No Yes Yes
ESS No Yes No Yes
Suser 1.00 1.00 0.74 0.76

µ 8.29 7.06 6.22 5.91
RW 0.55 0.65 0.68 0.77
RPV 0.97 0.96 0.98 0.99
Rnew 0.63 0.68 0.70 0.81

C1/10 thousand CNY 1174.25 1191.45 1192.11 1185.94
C2/10 thousand CNY 0 58.23 59.76 65.12

According to Table 4, the proposed DR model effectively reduces the peak-to-valley
ratio, which increases the absorption rate of new energy and ensures the smooth operation
of the unit. After cooperating with ESS, the peak-to-valley ratio is further reduced, the level
of new energy absorption is further improved, and the system is more stable. Combined
with Figure 2, the reduction of the peak-to-valley ratio mainly improves the anti-peak regu-
lation characteristics of wind energy, and the wind power absorption rate is significantly
increased. The peak of photovoltaic output is consistent with the first peak of load, and the
characteristic of anti-peak regulation is weak. After considering ESS, the discharge cost of
ESS during the peak load period is much less than that of photovoltaic power generation.
Affected by the lowest total cost of the system, the photovoltaic absorption rate may be
slightly reduced, but the overall new energy absorption level still experiences a high degree
of improvement.

As for the total operation cost, compared with scenario 1, the total cost of scenario 3
increased by CNY 178,600, and the total cost of scenario 4 increased by CNY 116,900; the
new energy absorption level of scenarios 3 and 4 increased significantly, and the power
generation cost was higher than that of thermal power, coupled with the call cost of ESS,
so the total cost increased. The total cost of scenario 1 was low, but the peak and valley
were relatively large, the system was not stable enough, and the safety and reliability were
relatively low. For the problem of system adjustment cost, scenario 1 did not consider
ESS and DR, so the value was 0; the adjustment cost of scenario 4 with comprehensive
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consideration of DR and ESS increases by CNY 53,600 compared with scenario 3, but the
total operating cost of the system was reduced by CNY 61,700, so the overall economy is
better. At the same time, scenario 4 had the lowest peak-to-valley ratio and the highest
new energy absorption rate. To sum up, the comprehensive effect of the proposed model,
namely scenario 4, is optimal.

The comparison of equivalent load and unit output under Scenario 4 is shown in
Figure 3. The DR load change is shown in Figure 4. From 16:00 to 19:00, the actual peak
period of new energy output is also the peak period of electricity load. From 0:00 to 5:00,
the peak period of new energy output no longer corresponds to the trough period of load,
which also makes the output of thermal power units relatively stable and improves the
safety and stability of the system.

Energies 2024, 17, x FOR PEER REVIEW 10 of 13 
 

 

power generation. Affected by the lowest total cost of the system, the photovoltaic absorp-
tion rate may be slightly reduced, but the overall new energy absorption level still expe-
riences a high degree of improvement. 

0 6 12 18 24
Time/h

0

500

1000

1500

2000

2500

3000

3500

Po
we

r/M
W

Scenario 1
Scenario 2
Scenario 3
Scenario 4

 
Figure 2. The curve of equivalent load. 

As for the total operation cost, compared with scenario 1, the total cost of scenario 3 
increased by CNY 178,600, and the total cost of scenario 4 increased by CNY 116,900; the 
new energy absorption level of scenarios 3 and 4 increased significantly, and the power 
generation cost was higher than that of thermal power, coupled with the call cost of ESS, 
so the total cost increased. The total cost of scenario 1 was low, but the peak and valley 
were relatively large, the system was not stable enough, and the safety and reliability were 
relatively low. For the problem of system adjustment cost, scenario 1 did not consider ESS 
and DR, so the value was 0; the adjustment cost of scenario 4 with comprehensive consid-
eration of DR and ESS increases by CNY 53,600 compared with scenario 3, but the total 
operating cost of the system was reduced by CNY 61,700, so the overall economy is better. 
At the same time, scenario 4 had the lowest peak-to-valley ratio and the highest new en-
ergy absorption rate. To sum up, the comprehensive effect of the proposed model, namely 
scenario 4, is optimal. 

The comparison of equivalent load and unit output under Scenario 4 is shown in 
Figure 3. The DR load change is shown in Figure 4. From 16:00 to 19:00, the actual peak 
period of new energy output is also the peak period of electricity load. From 0:00 to 5:00, 
the peak period of new energy output no longer corresponds to the trough period of load, 
which also makes the output of thermal power units relatively stable and improves the 
safety and stability of the system. 

0 6 12 18 24
Time/h

0

500

1000

1500

2000

2500

3000

Po
we

r/M
W

Equivalent load
Thermal power output
Wind and solar output

 
Figure 3. The comparison of equivalent load and unit output under scenario 4. Figure 3. The comparison of equivalent load and unit output under scenario 4.

Energies 2024, 17, x FOR PEER REVIEW 11 of 13 
 

 

0 6 12 18 24
Time/h

-600

Po
we

r/M
W

-400

-200

0

200

400

600

DLC
TL

 
Figure 4. The demand response load changes under scenario 4. 

From Figure 5a, when the load is at a low ebb, both the energy storage ESS1 and the 
energy storage ESS3 are in the charging state, and the charge of the energy storage ESS1 
is less than that of the energy storage ESS3. According to Equation (20), during the whole 
valley period, the charge margin coefficient of energy storage ESS3 is larger than that of 
energy storage ESS1, so the scheduling priority of energy storage ESS3 is higher than that 
of energy storage ESS1. Therefore, when the system allocates power, the power allocated 
by the energy storage ESS3 is more than the energy storage ESS1. 

From Figure 5b, it can be seen that during the peak period of load, both energy stor-
age ESS1 and energy storage ESS3 are in the state of discharge, and the discharge capacity 
of energy storage ESS1 is less than that of energy storage ESS3 during the peak period. 
During the whole valley period, the charging power of the energy storage ESS3 is greater 
than that of the energy storage ESS1, while in the peak period, the electricity of the energy 
storage ESS3 is larger than that of the energy storage ESS1. According to Equation (21), 
the discharge margin coefficient of energy storage ESS3 is larger than that of energy stor-
age ESS1, so the scheduling priority of energy storage ESS3 is higher than that of energy 
storage ESS1. In general, the discharge of energy storage ESS3 is more than that of energy 
storage ESS1. 

2

ESS1
ESS2

3 6 8

0

-5

-10

-15

En
er

gy
 st

or
ag

e 
po

w
er

/M
W

4 5 7

ESS1
ESS2

Time/h
10

15

5

10

0
11 12 13 14 15

En
er

gy
 st

or
ag

e 
po

w
er

/M
W

Time/h
(a) valley period

(b) peak period  
Figure 5. The comparison of energy storage output in different periods. 

In order to reflect the superiority of the proposed DR model for different response 
groups over the conventional DR scheduling mode, generally only one response mode is 

Figure 4. The demand response load changes under scenario 4.

From Figure 5a, when the load is at a low ebb, both the energy storage ESS1 and the
energy storage ESS3 are in the charging state, and the charge of the energy storage ESS1 is
less than that of the energy storage ESS3. According to Equation (20), during the whole
valley period, the charge margin coefficient of energy storage ESS3 is larger than that of
energy storage ESS1, so the scheduling priority of energy storage ESS3 is higher than that
of energy storage ESS1. Therefore, when the system allocates power, the power allocated
by the energy storage ESS3 is more than the energy storage ESS1.
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From Figure 5b, it can be seen that during the peak period of load, both energy storage
ESS1 and energy storage ESS3 are in the state of discharge, and the discharge capacity
of energy storage ESS1 is less than that of energy storage ESS3 during the peak period.
During the whole valley period, the charging power of the energy storage ESS3 is greater
than that of the energy storage ESS1, while in the peak period, the electricity of the energy
storage ESS3 is larger than that of the energy storage ESS1. According to Equation (21), the
discharge margin coefficient of energy storage ESS3 is larger than that of energy storage
ESS1, so the scheduling priority of energy storage ESS3 is higher than that of energy
storage ESS1. In general, the discharge of energy storage ESS3 is more than that of energy
storage ESS1.

In order to reflect the superiority of the proposed DR model for different response
groups over the conventional DR scheduling mode, generally only one response mode
is considered. In this study, the new energy absorption rates of different proportions of
DLC and TL project participation loads are compared, as shown in Figure 6. From Figure 6,
the scheduling result considering different response modes is obviously better than that
considering only one response mode, and the scheduling result is better with the increase
of the proportion of the two response modes.
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6. Conclusions

The reverse distribution of new energy output and load demand time is the main
reason for a large number of abandonments of wind and light. In order to promote the large-
scale grid connection of wind power and photovoltaic, a joint optimal scheduling model of
wind and solar energy storage considering demand response is constructed based on the
two-stage optimization theory. The results of numerical examples show the following:

1. The designed DR model effectively optimizes the demand-side load distribution.
This, coupled with the call to the energy storage system, significantly improved the
anti-peak regulation of new energy and increased the rate of new energy absorption.

2. The two-stage optimal scheduling model of landscape storage can optimize the out-
put of the energy storage system (by modifying the day-ahead scheduling scheme),
promote the energy storage system to participate in the optimal scheduling more
reasonably, and improve the effect of peak-cutting and valley-filling.

3. The load peak-to-valley ratio is reduced through optimal dispatching; the output
of the thermal power unit is more stable; the total cost is reduced; and the safety,
reliability, and economic benefit of the system are improved.

The model proposed in this article has not yet taken into account the uncertainty and
category of the load side, and the energy storage devices are relatively single. In subsequent
research, the uncertainty of the load side and multiple types of energy storage devices can
be added as research objects.
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