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Abstract

:

In the majority of Internet of Things (IoT) applications, persistent and stable operation is a crucial requirement. While environmental energy-harvesting technologies can enhance IoT’s persistence, they do not guarantee stability. Therefore, we aim to address the stability challenges in solar-powered IoT (SP-IoT) by employing wireless power transmission (WPT) through unmanned aerial vehicles (UAVs). This study focuses on determining the optimal charging mobility of drones for WPT to enhance the stability of nodes operating in a wide area network (WAN)-based SP-IoT environment. The proposed scheme identifies nodes with insufficient solar energy harvesting and defines the optimal charging mobility parameters (hovering position, hovering time, and moving path) to efficiently transmit the drone’s energy to these nodes in a balanced manner. The experimental results confirm that the proposed scheme significantly improves the stability of solar-powered IoT nodes by optimally utilizing the limited energy of the drone.
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1. Introduction


Battery-based Internet of Things (IoT) nodes suffer from longevity problems due to the limited battery capacity. There have been many studies aimed at efficiently utilizing the limited energy of batteries. Low-power wireless communication technologies such as long-range wide area networks (LoRaWANs) are one solution [1,2]. Although they improve the energy efficiency to a certain extent, this approach cannot offer a fundamental solution to the battery energy constraint problem. The problem of limited battery capacity can only be addressed by enabling nodes to generate their own energy.



To address this issue and enable the persistent operation of IoT nodes, energy-harvesting IoT nodes using environmental energy are being researched [3,4]. Environmental energy can be harvested from natural processes such as wind, heat, gravity, pressure, and the sun, or harvested from organic components in surface water and soil water using biofuel cells. Among them, solar energy is considered the preferable source of environmental energy for the persistent operation of IoT nodes due to the high energy density, periodic charging, and greater predictability of the harvested energy. Recently, therefore, research on solar-powered IoT (SP-IoT) has been actively pursued.



Solar-powered nodes (SP-nodes) can provide permanence in terms of energy by resolving the fundamental limitation of the energy capacity of the battery-based node; however, this does not imply the assurance of stable operation [5,6]. For example, there is the possibility that the amount of solar energy harvested by a node is not sufficient to operate the system normally due to external factors such as inclement weather or internal factors such as the inefficient operation of software. Among many issues within SP-IoT, therefore, research on the energy-adaptive behavior of SP-nodes has been extensively conducted. These methods try to control the amount of consumed energy by configuring the duty cycle, sensing cycle, or data communication range. These efforts address performance degradation, but it should be noted that there are limits to the extent to which the performance can be compromised. Consequently, the node whose energy is continuously insufficient eventually enters a power outage state (sleep state) and thus cannot operate normally for a certain period. Since most IoT applications need stable operation as well as the persistent operation of nodes, a method to minimize the blackout time of nodes needs to be developed.



To solve this problem, a recent study used wireless power transfer (WPT) technology [7,8,9], which transmits radio frequency (RF) power wirelessly using an unmanned aerial vehicle (UAV) such as a drone. To efficiently supply the limited energy of a drone to the IoT field, the optimization scheme for charging mobility (which includes the movement path, charging location, and charging schedule) should be addressed. Our study addresses this optimization problem with a solution that is specifically tailored to the LoRaWAN-based SP-IoT environment. The proposed optimization method will henceforth be referred to as the max-min residual energy (MmRE) scheme. With our MmRE scheme, the drone transmits an appropriate amount of energy to all nodes that face a potential risk of future blackouts due to a lack of harvested energy, while making the best use of its limited energy. Consequently, the residual amount of energy of all IoT nodes becomes balanced, and more stable operation can be achieved. This contribution is summarized in Figure 1, and the distinctive features of this study can be summarized as follows.



	
Considering the energy model for SP-nodes: The proposed method establishes a threshold, based on existing research, to differentiate between nodes with insufficient energy and nodes with sufficient energy within the SP-nodes. Then, it transmits energy exclusively to nodes with insufficient energy, where the remaining energy falls below the threshold. Nodes with residual energy exceeding the threshold do not require WPT from the drone, as they operate normally with the currently harvested solar energy.



	
Considering the energy model of the drone: The drone’s energy is consumed for both flight and WPT. Therefore, even if the drone transmits energy only to nodes with insufficient energy, it may not be able to visit all of these nodes due to its limited energy.



	
Considering the characteristics of RF-WPT: The RF-WPT technique enables the simultaneous charging of multiple nodes located around a single hovering location. Therefore, the method of transmitting energy by visiting every node for charging is inefficient.






This paper is organized as follows. Section 2 explains the latest relevant studies related to our research. Then, Section 3 describes the proposed MmRE scheme in detail and Section 4 verifies its performance through experiments. Finally, Section 5 presents the conclusions.




2. Related Work


2.1. Solar-Powered IoT


Battery-based IoT devices face operational challenges due to the limited amount of energy. In scenarios wherein a nodes depletes all the energy in a battery, it requires manual replacement or recharging. However, many IoT devices are deployed in natural environments that are inaccessible to humans, used for military tasks, ecological monitoring, and disaster detection, where maintenance is challenging. Maintenance in such environments increases the costs and complicates the large-scale deployment of these devices. To fundamentally address these energy constraint issues, research is underway to utilize rechargeable batteries that harvest environmental energy [10,11].



Energy harvesting involves converting environmental resources such as solar, geothermal, wind, hydro, and biomass energy into electrical energy. Solar energy, among the various sources, exhibits the highest energy density, as illustrated in Table 1. Furthermore, it follows a periodic pattern, allowing for the replenishment of new solar energy at harvesting intervals. Although not entirely precise, there is a certain degree of predictability in the supply. Considering these characteristics and accounting for the power consumption of typical IoT nodes, ranging from hundreds of watts to tens of watts, solar energy can be regarded as one of the most suitable and feasible energy sources for the continuous operation of IoT devices [12].



SP-nodes are periodically recharged, allowing for continuity, but the fluctuation in the harvested energy introduces instability. Such instability can lead to degradation in the quality of service (QoS) for IoT applications or the quality of experience (QoE) for users. To prevent this, well-defined energy-harvesting models or energy usage models are essential. Kansal et al. [14] proposed an energy model and decision algorithm for solar-powered nodes to ensure continuous operation. Moser et al. [15] suggested a method using a moving average model to predict the collected energy quantity. Noh and Kang [16], as well as Zhang et al. [17], proposed time-agnostic balanced energy allocation techniques to reduce the significant fluctuations in the collected energy amount across different time intervals in a day. Moreover, Yang et al. [18] proposed an energy threshold value, enabling nodes to sustain their operation until the next cycle under any harvesting conditions. In our study, this energy threshold value is utilized.




2.2. Wireless Power Transmission for IoT


RF-WPT technology involves wirelessly transmitting electrical energy. Integrating WPT technology into a network proves to be an excellent solution to extend the lifespans of nodes by recharging batteries. In wireless IoT, charging devices are typically mounted on mobile wireless charging vehicles (WCVs) or UAVs to charge the IoT nodes wirelessly. Comparing WCVs, UAVs can reach IoT nodes more easily without using roads. Moreover, their high freedom of movement enables line of sight (LoS) measurement in short distances. Therefore, each device can be charged through this short-range LoS link from the UAV, thus increasing the transmission efficiency of WPT without significant radio frequency losses [19,20].



Regarding WPT using UAVs, numerous studies have aimed to enhance the energy delivery efficiency by designing the charging path. Xu et al. [21] presented a UAV trajectory optimization mechanism to maximize the RF energy delivered to ground IoT devices based on the UAV’s flight speed constraints. In this study, a continuous hover-and-fly trajectory was designed for the UAV to hover over a series of coordinates and fly in a straight line at maximum speed between each coordinate. Jiang et al. [22] addressed the joint optimization problem of the UAV path and time for wireless information and power transfer systems, which falls under the category of NP-hard problems. To tackle this complexity, they simplified the optimization process by making various assumptions. Recent studies [23,24] have analyzed one-dimensional and two-dimensional network trajectories of continuous hovering and flying. These studies propose solutions for the best use of WPT based on optimal trajectories.



While these studies can be applied to large-scale battery-based IoT, they face practicality challenges as they require UAVs with very large battery capacities to achieve long flight times and high WPT. However, our study is directed towards a LoRaWAN-based SP-IoT environment, where continuous operation is already viable from an energy standpoint. In this specific environment, our approach is designed to maximize stability of the IoT, based on the work of Xu et al. [21].





3. Proposed Method


This study introduces the max-min residual energy (MmRE) method to determine the optimal charging mobility of a drone. The MmRE scheme operates by predicting the residual energy of nodes that receive energy from the drone through WPT, aiming to maximize the smallest amount of remaining energy among them. Figure 2 provides an overview of the proposed method. Initially, as depicted in Figure 2a, the base station periodically gathers location and energy information, including the need for WPT charging and the current quantity of residual energy, from each node. Given the small size of this information, it can be piggybacked on RoLaWAN packets when each IoT device transmits sensory data to the base station. Therefore, the overhead resulting from this additional information transfer is negligible. Then, utilizing this information, the base station assesses the charging mobility of a drone for optimal WPT. Initially, it employs the MmRE method to choose hovering locations and determine the hovering time at each location. Subsequently, it calculates the path by which the drone can visit all hovering locations using the shortest path algorithm. Following this, as illustrated in Figure 2b, the drone moves to each hovering location along the path, simultaneously charging the nodes for the specified hovering time. By cyclically executing this process, the blackout time of the nodes is minimized, contributing to the stable and reliable operation of the nodes.



3.1. Energy Model


3.1.1. Energy Model of SP-Nodes


This section discusses the energy threshold for an SP-node to determine whether it requires energy from a drone. The energy threshold is associated with the energy-harvesting rate, the energy consumption rate, and the current residual energy of the node. The energy-harvesting rate is influenced by factors such as the solar panel type and size, location, weather, and season, while the energy consumption rate is affected by the data sensing rate, transmission range, and duty cycle. However, accurately predicting these factors is challenging. This study adopts a simple yet efficient energy model that does not require the precise prediction of these factors [12].



Let    P solar   ( i )    represent the average harvesting power of SP-node   n i  , and let    P sys   ( i )    denote its average consumption power. The value of    P sys   ( i )    can be determined by continuously profiling the energy consumption during operation, while    P solar   ( i )    can be derived by profiling the harvested energy amount. Let the current available energy at node   n i   be    E residual   ( i )   ; the expected time until the battery of node   n i   is fully charged with    E residual   ( i )    can be expressed as follows:


   T full   (  E residual   ( i )  )  =   C  ( i )  −  E residual   ( i )     P solar   ( i )  −  P sys   ( i )    ,  



(1)




where   C ( i )   denotes the total battery capacity of the node. Note that the battery is charged only if the condition    P solar   ( i )  >  P sys   ( i )    is satisfied. In this context,    P solar   ( i )    cannot be adjusted, but    P sys   ( i )    can be changed to the desired value by appropriately adjusting the system parameters, such as the duty cycle or transmission range of node   n i  . Therefore, the condition    P solar   ( i )  >  P sys   ( i )    can be satisfied by adjusting    P sys   ( i )   .



In the meantime, accurately predicting the harvested energy amount is challenging due to the continuous variations in solar energy charge, influenced by the weather and time. However, a blackout will not occur from the current time until the battery is fully charged if the remaining energy in the battery meets the following condition:


   E residual   ( i )  ≥  P sys   ·   T full   (  E residual   ( i )  )  .  



(2)







In other words, a node fulfilling (2) can function without experiencing a blackout until the subsequent battery is completely charged, even in adverse conditions. The application of (1) results in the derivation of (2) as follows:


   E residual   ( i )  ≥    P sys   ( i )     P solar   ( i )    C  ( i )  .  



(3)




To summarize, the system operates normally despite unforeseen circumstances, such as changes in weather or season, if the battery has an energy level greater than      P sys   ( i )     P solar   ( i )    C  ( i )   . In this study, this condition is referred to as energy threshold    E threshold   ( i )    and is expressed as follows:


   E threshold   ( i )  =    P sys   ( i )     P solar   ( i )    C  ( i )  .  



(4)




Assuming that a node possesses residual energy    E residual   ( i )   , which is less than    E threshold   ( i )   , there is a risk of a blackout at node   n i  . Consequently, this node requires an additional energy charge through WPT from the drone to ensure stable operation. Therefore, each node should transmit information regarding the need for WPT and the current residual energy amount, enabling the base station to calculate the optimal charging mobility.




3.1.2. RF-WPT Energy Model


To elucidate the RF-WPT energy model [21,25,26], we assume that each node   n i   (  i ∈ I  ) is stationary at the coordinate   (  x i  ,   y i  ,  0 )   on the ground, while the drone hovers at a fixed altitude H at time   t ∈ T   before movement. Here, I represents the set of all nodes, and T is the total charging time. The changing location of the drone over time is denoted by   ( x ( t ) ,  y ( t ) ,  H )  .



In this study, we employ the free space path loss model as the power transfer model for each node and the drone, assuming that most wireless channels between the drone and each node exhibit LoS. In this model, the channel power gain    h i   ( t )    between the drone and each node   n i   at time t can be expressed as    β 0   d  i   − 2    ( t )   . Here,   β 0   denotes the channel power gain at the standard distance, and    d i   ( t )    represents the distance between node   n i   and the drone at time t, denoted as      ( x  ( t )  −  x i  )  2  +   ( y  ( t )  −  y i  )  2  +  H 2    . Assuming that the drone has a constant transmission power   P T  , the RF power received by node   n i   at time t can be defined as follows:


      Q i   ( x  ( t )  ,  y  ( t )  )       =  h i   ( t )   P T           =    β 0   P T      ( x  ( t )  −  x i  )  2  +   ( y  ( t )  −  y i  )  2  +  H 2    .     



(5)




Utilizing Equation (5), the aggregate energy received by node   n i   over the total charging time T can be formulated as follows:


   ∫  0  T   Q i   ( x  ( t )  ,  y  ( t )  )  d t .  



(6)




Finally, the remaining energy of node   n i   after total charging time T is expressed as follows:


   E i   (  { x  ( t )  ,  y  ( t )  }  )  = m a x  { C  ( i )  ,  ∫  0  T   Q i   ( x  ( t )  ,  y  ( t )  )  d t +  E residual   ( i )  }  .  



(7)









3.2. Problem Definition


As previously explained, the constrained energy capacity of the drone necessitates the optimal transmission of energy to nodes requiring charging. In this section, we provide a definition for the term ’the most efficient use’.



In addressing this optimization problem, we need to determine three factors: ➀ the hovering location, ➁ the hovering time at each location, and ➂ the path required to visit all the hovering locations. To simplify the problem, we disregard the energy consumed by the drone during its flights between hovers, considering this negligible compared to the energy required for hovering and recharging. As a result, in our approach, ➂ is determined using the shortest path algorithm in the final step. Consequently, our primary focus is on optimizing ➀ and ➁. The critical parameter for the determination of ➀ and ➁ is the smallest value among the residual energy of the charged nodes after WPT completion. The objective function seeks to maximize this minimal energy amount. This function promotes the equitable distribution of the drone’s energy to nodes with insufficient energy, thereby enhancing the stability of the SP-IoT environment. The objective function can be expressed as follows:


         max  { x ( t ) ,  y ( t ) }    min  k ∈ K    E k   (  { x  ( t )  ,  y  ( t )  }  )           s . t .  K = { i |  E residual   ( i )  <  E threshold   ( i )  ,  i ∈ I } .     



(8)







In summary, the problem addressed in this study involves finding the combination that satisfies the objective function (8) among the numerous combinations of hovering locations and hovering times. To tackle this problem, we employ the max-min residual energy (MmRE) method, which will be elucidated in the next subsection.




3.3. Max-Min Residual Energy (MmRE) Method


The proposed MmRE method aims to determine the hovering locations and the hovering time at each location. It is motivated by the work of Xu et al. [21] and is tailored to SP-IoT, approaching the problem by including not only the location information but also the energy information based on the SP-energy model. To this end, first, each node periodically transmits its WPT-related information to the base station, including its location, current energy, and the need for WPT charging. The need for for WPT charging is set when the current remaining energy is smaller than the threshold. Since we consider the LoRaWAN environment, the base station can receive the above data for each node by 1 hop from every node within a range of several kilometers; moreover, there is very little overhead because the data size is very small so they can be piggybacked on the IoT data packet.



After this, the base station finds the nodes that exhibit the need for WPT charging and adds them to the set of nodes to be charged by a drone in this WPT round. This set of nodes is denoted by K. The proposed MmRE method tries to solve the optimization problem regarding the objective function (7) for node    n k  ,  k ∈ K  , by applying Lagrange dual methods.



The objective function (8) can be redefined by introducing the auxiliary variable E as follows:


         max  { x ( t ) ,  y ( t ) } , E   E          s . t .   E k   (  { x  ( t )  ,  y  ( t )  }  )  ≥ E ,  ∀ k ∈ K .     



(9)




Equation (9) pertains to a non-convex optimization problem but adheres to the time-sharing condition [27]. Consequently, it can be treated as equivalent to its own Lagrange dual problem. Therefore, the problem expressed in (9) can be tackled utilizing the Lagrange dual method. If   λ k   (which is not smaller than 0 for   ∀ k ∈ K  ) serves as a dual variable corresponding to the constraint in (9) for node   n k  , then the associated Lagrangian for (9) is given by the following expression [28]:


  L  (  { x  ( t )  ,  y  ( t )  }  ,  E ,   {  λ k  }  )  =  ( 1 −  ∑  k ∈ K    λ k  )  E +  ∫  0  T   ∑  k ∈ K    λ k   Q k   ( x  ( t )  ,  y  ( t )  )  d t +  ∑  k ∈ K    λ k   E residual   ( k )  .  



(10)




Therefore, the dual function of the optimization problem of (9) is as follows:


  f  (  {  λ k  }  )  =  max  { x ( t ) ,  y ( t ) } ,  E   L  (  { x  ( t )  ,  y  ( t )  }  ,  E ,   {  λ k  }  )  .  



(11)




In order for (11) to uphold the upper limit (i.e., to satisfy   f  (  {  λ k  }  )  < ∞  ), it is essential to maintain the constraint    ∑  k ∈ K    λ k  = 1  . With this condition incorporated, (11) can be formulated as follows:


         min  λ k   f  (  {  λ k  }  )           s . t .   ∑  k ∈ K    λ k  = 1 ,   λ k  ≥ 0 ,  ∀ k ∈ K .     



(12)




Finally, the optimization problem (9) can be solved by addressing (12), which represents its dual problem. The set of feasible values for   {  λ k  }   that adhere to the constraint in (12) is denoted as X. Initially, solving (11) yields   f  (  {  λ k  }  )    for a given set of feasible dual variables   {  λ k  } ∈ X  . Subsequently, (12) is solved to identify the optimal   {  λ k  }   that minimizes   f  (  {  λ k  }  )   . The optimal dual solution to (12) is denoted as   {  λ k *  }  . Finally, the primal solution of (9), representing the original problem, must be determined based on   {  λ  k  *  }  . The primal solutions corresponding to the optimal dual solution   {  λ  k  *  }   are expressed as   (  {  x *   ( t )  }  ,   {  y *   ( t )  }  ,   E *  )  .



Note that when utilizing the Lagrange dual method to solve problem (8) through the dual problem (12), the optimal solution for problem (11) under the optimal dual solution   {  λ  k  *  }   serves as the optimal primal solution for problem (8), provided that such a solution is unique. Conversely, if the optimal solution   {  λ  k  *  }   for problem (11) is non-unique, it may not be both feasible and optimal for problem (8) in general. Consequently, an additional step involving time sharing among these non-unique optimal solutions is necessary to obtain the optimal primal solution for   {  x *   ( t )  }  ,   {  y *   ( t )  }   and   E *   in problem (8).



Under the optimal dual solution   {  λ  k  *  }  , optimal location solutions, which are denoted by    (  x  1  *  ,  y  1  *  )  , . . . ,  (  x  Γ  *  ,  y  Γ  *  )   , where  Γ  is the total number of hovering locations, are obtained via an exhaustive search for the 2D arrangement area of IoT nodes. If the computing power is constrained or there is a need to save time, heuristic search or sub-optimal search techniques [29] can be employed. Due to the zero duality gap between (9) and (12), it is evident that, for any time   t ∈ [ 0 , T ]  , the optimal primal solution of   (  x *   ( t )  ,  y *   ( t )  )   must be chosen from the  Γ  hovering locations.



Once the hovering locations are determined, we must determine the amount of time for which the drone should hover and charge the nodes at each hovering location. Let us denote the total time for the drone to start charging and return as T. Note that when the drone hovers at the same location at different times t, the nodes will receive the same amount of power. Therefore, we only need to determine the time-sharing ratio among the  Γ  solutions to construct the optimal primal solution to (9). Here, time sharing means that the drone should hover at each of these different locations for a certain portion of the total duration T. Let   τ  γ  *   denote the optimal hovering time at each hovering location   (  x  γ  *  ,   y  γ  *  ,  H )  , where  γ  is an integer that satisfies   γ ∈ [ 1 , Γ ]  . Then,   τ  γ  *  , together with the maximum min-energy   E *  , can be obtained by solving the following equation:


        max E       s . t .      ∑  γ = 1  Γ   τ γ   Q k   (  x  γ  *  ,   y  γ  *  ,  H )  +  E residual   ( k )  ≥ E ,  ∀ k ∈ K           ∑  γ = 1  Γ  = T .     



(13)




This problem can be solved using a general convex optimization technique [28] because it is a linear programming (LP) problem.



When the hovering location   (  x  γ  *  ,   y  γ  *  ,  H )   and the hovering time for each location   τ  γ  *   are determined, finally, the sequence by which the drone will visit these locations must be determined. As explained before, our approach does not take into account the energy consumed by the drone for its flights between hovers, because it is negligible compared to the energy required for hovering and recharging. Therefore, a simple shortest path algorithm is employed to determine the path.





4. Experimental Results


To conduct the performance evaluation of the proposed scheme, we modified and utilized SolarCastalia [30], a solar-energy-harvesting IoT simulator. As performance metrics, we measured the number of nodes experiencing power outages during the experimental period and the amount of sensing data transmitted to the base station.



4.1. Experimental Environments


A simulation experiment was conducted to validate the performance of the proposed method. The comparative methods targeted for the performance evaluation were as follows: ➀ a technique operating solely with solar energy, without WPT (NoWPT); ➁ a technique involving visits to all nodes requiring WPT, performing WPT for an equal duration (SameWPT); and finally, ➂ a technique applying MmRE to all nodes without considering the solar energy model and irrespective of the energy threshold values [21] (BatteryMmRE).



For the experimental setup, the field area of the IoT nodes was fixed at 1 km × 1 km, and 10,000 nodes were randomly deployed. The experiment comprised a total of 10,080 simulation rounds, with each round representing one hour. The WPT charging cycle for the drones was set to once a day, and the drone’s battery capacity for WPT was 15,000 mAh. The flight time of the drone, including hovering, was within one hour, and a separate 10,000 mAh battery was assumed to be available for this purpose. Each node, utilizing LoRaWAN, transmitted sensing data to a base station located within 2 km. The solar energy harvested for each node was determined by randomly selecting weather conditions in SolarCastalia, simulating energy collection over time. The daily harvested energy ranged between 15 J/day and 25 J/day as a random value. To ensure the persistent operation of the nodes, the consumption energy did not exceed the collected energy based on the harvest cycle, commonly referred to as energy-neutral operation (ENO). The SP-IoT devices were configured to perform ENO by default, setting the consumption energy to a random value between 15 J/day and 25 J/day, similar to the harvested amount. It is important to note that despite aligning the energy consumption as much as possible with ENO, there exists a minimum energy requirement for the basic operation of the device. If the continuously decreasing collected energy does not satisfy this minimum energy requirement, the remaining energy may fall below the threshold, causing the node to enter a temporary blackout state. The key experimental parameters are presented in Table 2.




4.2. Number of Nodes Experiencing a Blackout


Figure 3 depicts a graph showing the cumulative count of blackout nodes for each scheme after conducting experiments in the basic experimental environment outlined in Table 2. In other words, it represents the total number of instances of blackouts during the experimental period. Note that, even if a blackout occurs, normal operation resumes once the WPT or solar energy is replenished. The NoWPT mode, being a scheme without additional energy transfer, exhibits the highest number of blackout nodes compared to other schemes. The SameWPT mode, due to the limited energy of the drone, results in many nodes experiencing blackouts as it performs the same amount of WPT for each node, regardless of each node’s residual energy. BatteryMmRE, attempting WPT for all nodes without considering the energy threshold values of the solar energy model, tries to maximize the smallest residual energy value after charging among them. However, due to the constrained energy of the drone, it cannot transmit sufficient energy to nodes in dire need of WPT, resulting in a higher number of blackout nodes compared to the proposed scheme. In the proposed scheme, selecting nodes in need of WPT and performing MmRE on only those nodes efficiently utilizes the drone’s limited energy, leading to a significant reduction in the number of blackout instances. This signifies enhanced stability in IoT.




4.3. Amount of Data Collected at the Base Station


Figure 4 represents a graph indicating the total amount of data collected by the base station for each mode after 10,080 rounds in the given simulation environment. While we previously examined the number of blackout instances, the data collection amount reflects not only the frequency of blackouts but also the amount of time for which the node remains in the blackout state. Therefore, the data collection amount tends to be smaller when there are more blackout nodes and the blackout duration is longer. Although the data collection amount shows a similar trend to the frequency of occurrence of blackout nodes, the differences between the schemes become more pronounced. This indicates that the efficient execution of WPT affects not only the frequency of blackouts but also the blackout duration. Focusing on performing WPT intensively on blackout nodes to quickly restore normal operation is crucial. However, other schemes are unable to do so, leading to a longer blackout duration and ultimately reducing the amount of collected data dramatically.




4.4. Performance Comparison Based on Field Size


Figure 5a,b depict the number of blackout nodes and data collection amount based on the field size. The field size of 1 corresponds to the default field size described in Table 2, while 0.1 and 0.01 represent sizes at a 1/10 and 1/100 ratio of the default field size, respectively. Overall, it is observed that the performance of almost all schemes improves with smaller field sizes. This is because smaller field sizes result in higher node densities, leading to the increased efficiency of WPT. In other words, in a smaller field, it signifies that one WPT attempt at a given location enables charging for a greater number of nearby nodes.



Note that as the field size increases, the performance difference between the proposed scheme and other schemes becomes more pronounced. This is attributed to the reduced significance of the optimal charging locations and charging time selection when the node density is high. This means that where and for how long the drone performs WPT is less important in higher-density environments because a greater number of nodes can be charged for each WPT round. Therefore, it can be said that the proposed scheme is more beneficial in areas with relatively lower node densities.




4.5. Performance Comparison Based on the Number of Nodes


Figure 6a,b depict the number of blackout nodes and data collection amount when the number of nodes (1000, 2000, 3000) is increased while maintaining the same node density. As evident in the figures, due to the absolute difference in the number of nodes, the values of each performance metric are proportionate to the number of nodes. However, it is crucial to note that as the number of nodes increases, the performance difference between the proposed scheme and other schemes becomes more pronounced. This is because, with a higher number of nodes, the optimization related to the selection of target nodes for WPT and mobility decisions becomes more critical due to the constrained energy of the drone.




4.6. Comparison Based on Drone’s Battery Capacity


Figure 7 illustrates the performance of each scheme as the drone’s battery capacity varies. Generally, as the drone’s battery capacity increases, the utility of WPT improves, resulting in enhanced performance for most schemes, excluding the NoWPT scheme. It is noteworthy that the performance gap between the proposed scheme and other schemes becomes more pronounced as the drone’s battery capacity decreases. This demonstrates that the proposed scheme is the most efficient in utilizing the drone’s limited energy resources, meaning that a high level of stability can be achieved even with a drone having a small battery capacity.




4.7. Example of Drone’s Energy Level Variations


Figure 8 illustrates an example of the drone’s remaining energy levels during its movement while performing WPT using the proposed MmRE. As mentioned earlier, the maximum duration for movement, including hovering, in this experiment is 1 h, and the initial energy capacity for WPT is 15,000 mAh. In this particular example, the optimization results in hovering at a total of 10 spots, and the drone hovers at each spot during the hovering time shown in Figure 8, performing WPT in the airspace at a height of 5 m. Therefore, with each passage through a spot, a decrease in the remaining energy level can be observed. It is noticeable that the hovering time at spot 4 is the longest, indicating that a significant amount of energy was utilized for WPT during this period. Consequently, there is a substantial decrease in the remaining energy when moving to the next spot, spot 5. Upon visiting the final spot, spot 10, it can be observed that all remaining energy is used for WPT, indicating that our scheme maximizes the utilization of the drone’s energy.




4.8. Analysis of Time Complexity


The computational complexity of optimization problems of the min-max or max-min form is naturally characterized by   π 2 P  , the second level of the polynomial-time hierarchy. However, the proposed method transforms the given optimization primal problem into a convex optimization problem using the Lagrangian dual function. The interior point method, a representative algorithm for convex optimization, requires time complexity of   O (  n  3.5   l o g  ( 1 / ε )  )   to achieve precision of  ε  when there are n variables and m constraints (for the case in which   n ≥ m  ). Since BatteryMmRE fundamentally employs the same optimization scheme, it necessitates similar time complexity. On the other hand, SameWPT and NoWPT have time complexity of   O ( 1 )  . However, this optimization is performed once per WPT cycle at a resource-rich base station, mitigating concerns about the overall time complexity.





5. Conclusions


Solar energy contributes to the sustainability of IoT from an energy perspective. However, this does not imply that solar energy can guarantee the stable operation of IoT nodes. This is the reason for which WPT was adopted in this study. Considering that WPT can enhance the stability of SP-nodes, this study proposed the MmRE scheme, which is a charging mobility determination scheme for drones for efficient energy charging to maximize the stability in a LoRaWAN-based SP-IoT environment.



With the proposed MmRE scheme, the drone determines ➀ the hovering location for charging, ➁ the hovering time (charging time) at each location, and ➂ a path that visits all hovering locations. The objective function in the MmRE scheme aims to maximize the quantity of the smallest residual energy among all nodes. This objective function enables the drone to distribute its energy to the nodes with insufficient energy in a well-balanced manner, thereby enhancing the stability of the SP-IoT environment. The experimental results indicate that the MmRE scheme significantly reduces the blackout times for each node by more than half compared to existing methods. Consequently, this scheme could increase the amount of data collected at the LoRaWAN base station by over 15%. Furthermore, it was observed that MmRE showed even stronger performance in environments with a higher node density in IoT scenarios.



The proposed method is expected to contribute to developing a sustainable or green IoT and also expanding the markets in this field by securing operational stability in SP-IoT applications.
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Figure 1. Contributions of the proposed scheme. 
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Figure 2. Operational overview of proposed MmRE scheme. (a) Operational sequence of MmRE scheme. (b) Example of drone’s charging mobility obtained by MmRE scheme. 
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Figure 3. Cumulative count of blackout nodes for each scheme. 
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Figure 4. Cumulative amount of collected data for each scheme. 
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Figure 5. Blackout nodes and data collection amounts based on field size. (a) Cumulative count of blackout nodes. (b) Cumulative amount of collected data. 
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Figure 6. Blackout nodes and data collection amount based on number of nodes. (a) Cumulative count of blackout nodes. (b) Cumulative amount of collected data. 
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Figure 7. Blackout nodes and data collection amount based on the battery size. (a) Cumulative count of blackout nodes. (b) Cumulative amount of collected data. 
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Figure 8. WPT duration at each hovering spot and the variation in the drone’s energy level. 
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Table 1. Power density of energy harvesting [13].
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	Method
	Power Density





	Solar
	6.63 W/m2



	Geothermal
	2.24 W/m2



	Wind
	1.84 W/m2



	Hydro
	0.14 W/m2



	Biomass
	0.08 W/m2










 





Table 2. Major experimental parameters.
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	Parameter
	Value





	Simulation time
	10,080 ticks



	Period of drone’s charging
	1 h



	Field size
	1 km × 1 km



	Number of nodes
	10,000



	Sensor node battery capacity
	150 mAh



	Sensing data transfer rate
	1 kB/min



	LoRa data transmission range
	2 km



	Amount of harvested energy
	15–25 J/day



	Amount of consumed energy
	15–25 J/day



	Duty cycle
	0.5



	Battery capacity of drone for WPT
	15,000 mAh



	Hovering height of drone (H in Equation (5))
	5 m



	Total hovering time (T in Equation (13))
	1 h
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