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Abstract

:

Reducing energy consumption in residential and commercial buildings is an important research topic. Thermally activated building systems are a promising technology for significantly reducing energy consumption. The high thermal inertia, large surfaces, and radiative nature are advantages of these systems, but, on the other hand, this makes the system control and design complex. A transient simulation is also required to address the dynamic behavior of the system. The influence of 19 factors (material, design, and operating parameters) on the air temperature and mean radiant temperature inside the room as well as the required cooling equipment power were analyzed to better understand the system. The screening experiment was conducted using the random balance design method, and measurement data were used to validate the resistance–capacitance model. The analysis was performed using the Plackett–Burman design and a design with randomly selected points from a full factorial experiment. The results show that internal heat gains and the inlet water temperature have a significant influence on the system, and the influence of the screed’s properties is insignificant compared to other parameters. It should be borne in mind that the obtained results and conclusions are valid for the assumed range of factors’ variability.
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1. Introduction


Thermally activated building systems (TABS) are commonly used for heating and cooling multi-story buildings. They cover a wide range of various constructions [1], including one with pipes embedded in the concrete core of the slab. This type of TABS was introduced in Switzerland in the early 1990s and, since then, it has been installed in numerous buildings around the world [2]. TABS are known in German as Betonkerntemperierung (BKT) systems, or in English as Concrete Core Activation (CCA) or Concrete Core Cooling (CCC) [3,4,5]. During periods of high thermal load, heat is transferred through the floor and ceiling and stored in concrete; it can then be removed by water flowing in pipes when the occupants are absent [6]. Spreading the removal of heat over a longer period results in lower peak power requirements for cooling systems, which can lead to energy savings up to 50% [7].



The high thermal inertia, large surfaces, and radiative nature are advantages of TABS; however, on the other hand, this makes the system control and design complex. A transient simulation is also required to address the dynamic behavior of the system [8,9]. In [10], thermal comfort issues in a room located in an office building with TABS were experimentally investigated. Measurements performed during the everyday operation of the room revealed very low differences in indoor air temperature (between 22.5 °C and 23.1 °C during the working days) in its vertical profile and good thermal conditions provided by TABS cooperating with a balanced ventilation system. The average temperature of the floor’s surface ranged from 20.6 °C to 26.2 °C. However, this study was not oriented to dynamic thermal analysis of TABS. Such works are very rare because multi-floor buildings with thermally activated slabs exchanging heat between upper and bottom adjacent zones are, in general, large commercial facilities. Hence, they are normally very difficult to access, and measurements are very troublesome for occupants during their normal operation. That is why most of the experimental studies on TABS concern control-oriented applications in terms of energy use [11,12,13,14] or were performed under laboratory conditions in simple test rooms [15,16].



One way of estimating system performance is through computational fluid dynamics (CFD). It can provide detailed information about the system, but it is time-consuming and therefore impractical [17,18]. Simplified methods based on ordinary differential equations can be an alternative to detailed simulations because they require less time to solve. Nageler et al. [18] compared the results of CFD simulations and simplified physical models with measurement data. They found that simplified models can provide satisfying results. Sharifi et al. [9] used a simplified resistance–capacitance model of TABS to develop the control algorithm for optimal load splitting between TABS and the secondary cooling system. The utilization of the simplified model allowed authors to run the optimization algorithm for a one-year period (8760 h long time steps) within 2 h, which would not be possible with detailed simulations. To make the calculations easier, the method for simulating a room with TABS was standardized in ISO 11855-4 [19]. This standard proposes a one-dimensional simplified resistance–capacitance mathematical model of the room and slab, which is solved with the finite difference method (FDM). The method has been utilized by Behrendt [20] to develop a computer program for simulating TABS. Catalano [6] has modified the ISO 11855-4 method to deal with unrealistic behavior of the system in the case of high thermal load and low cooling power, which resulted in internal temperature exceeding 40 °C. The author has proposed a correction factor that was calculated based on air temperature inside the room and was used to modify heat gain value. However, simplified methods still require detailed information on room design as well as on internal and external conditions. Therefore, identifying parameters with the highest influence on the performance of TABS would simplify the calculations and result in a better understanding of the system.



Due to the complexity of TABS, many studies have been conducted to establish the influence of various parameters on conditions in the TABS-equipped building and control strategy. Lu et al. [21] examined building energy flexibility under the influence of various parameters that included thermal transmittance of the external wall (U-value), total structural thermal mass, internal heat gains, and methods of cooling. They found that the U-value of the external wall had a slight effect on cooling performance when compared to other parameters. It should be kept in mind that this is valid for the assumed input parameters’ variability range. Saelens et al. [22] evaluated the influence of occupants’ behavior on internal heat gains. They concluded that changes in various aspects of occupants’ behavior, such as their mobility, the probability that they appear in the office during the day, or manual operation of the lights and shading devices, have a significant influence on cooling demand and thermal comfort in the office. Their results show that switching off the lights reduces cooling demand by 8% and shortens the time that the temperature is outside the thermal comfort zone by 15%. Rijksen et al. [23] examined the influence of internal heat gains and window area on the peak-shaving performance of cooling in an office building with TABS and without it. The authors discovered that TABS combined with a smaller area of the windows resulted in a reduction of required cooling power by 50% when compared to a system without energy buffering. Samuel et al. [24] experimentally assessed the effect of parameters on thermal comfort in a room with TABS installed. The authors concluded that increasing the number of cooling surfaces had a positive effect on thermal comfort and that, with all surfaces cooled (ceiling, floor, and four walls), thermal comfort was maintained throughout the day. They also found out that the use of ventilation could result in rapid temperature changes as external air was mixed with internal. Ning et al. [25] examined the influence of geometric and thermal parameters on the system response time. They found that concrete thickness and pipe spacing have a significant impact on TABS response time. Samuel et al. [26] performed a sensitivity analysis based on CFD simulations to investigate the influence of pipe diameter, pipe thermal conductivity, and slab thickness on thermal comfort in a room with TABS. They found that increasing pipe thermal conductivity from 0.14 to 1.4   W  m · K    and increasing its inner diameter from 9 to 17 mm reduced the operative temperature by 2.8 °C and 1.8 °C, respectively. However, increasing the floor and ceiling slab thickness from 0.1 to 0.2 m reduced the operative temperature by only 0.3 °C. Chandrashekar and Kumar [27] experimentally studied the influence of various floor covering materials on TABS performance. They found that using a granite floor resulted in lowering air temperature in the room by 1.5 °C and reduced cooling load by 10% compared to the vinyl floor, which had lower thermal conductivity than granite. Rakesh et al. [28] experimentally evaluated the influence of inlet water velocity on the temperature in a room with TABS. They found that increasing the water velocity from 0.35 to 1   m s   reduced internal air temperature by 1.5 °C; however, further a increase in the water velocity to 1.5   m s   reduced air temperature by only 0.2 °C. The review presented in this section has been summarized in Table 1.



As presented above, materials, design, and operating parameters have important effects on the performance of TABS. However, the influence of these parameters has not been widely discussed in terms of the internal air and mean radiant temperature, which is very important in terms of thermal comfort. Moreover, the researchers examined the influence of a limited number of factors at the same time (all factors at a time analysis). Therefore, the possibility of comparing the influence of the parameters is limited. To fill those gaps, we conducted a sensitivity analysis based on a random balance design and found which parameters significantly affect the temperature inside a room with TABS and required cooling power. We examined the influence of 19 parameters, including the slab material properties, properties of walls, circuit operating parameters, and heat gains. The calculations were performed using the modified method presented in ISO 11855-4 [19] and validated using measurement data.




2. Details of Research Objective


The experimental part of this study was performed in a single office room in the passive office building (Figure 1) located in Katowice in south Poland. This facility has been described recently [10,29]. It has a total and usable area of 8100 m2 and 7500 m2, respectively.



Ceiling slabs (Figure 2b) and the basement floor were made from 30 cm thick reinforced concrete with embedded modules and with polymer pipes with a total area of 4500 m2 and 1870 m2, respectively. This is the main heating and cooling system in the building. It is supported by five air handling units with heating and cooling coils, creating a complete heating, ventilation, and air conditioning (HVAC) system. Four units have a common intake and exhaust collector on the roof, and they supply fresh air to office and social rooms. The fifth unit supplies fresh air to sanitary facilities and toilets and is equipped with a separate air intake and exhaust on the roof. The HVAC system is supplied with water from the set of six water/water heat pumps with a total heating and cooling capacity of 244 kW and 187 kW, respectively. Additionally, 10 vacuum solar collectors are used to support the heating and tap water systems. As a peak cooling source, two chillers can be used.



The office rooms are located around the outer perimeter of the building, facilitating the use of daylight. The large area of triple-glazed external windows (U = 0.7   W   m 2  ·   K   ) increases the share of solar energy in the thermal balance of the building. External blinds, on the other hand, make it possible to reduce excessive solar gains during the summer. The corridors are located on the inner perimeter of the building and, thanks to the glazing in its central part, they are naturally illuminated. Photovoltaic modules with a total power of 107 kWp mounted on the roof and on the facade, as well as the three trackers in front of the building, reduce electricity consumption in the building. For effective energy management and data analysis, a building management system (BMS) is used. An office room (Figure 2a), located on the west side of the second floor of the building was chosen for the research. It has a floor area of 46.11 m2 and a height of 3.10 m. During measurements, it was not occupied.




3. Research Strategy


A sensitivity analysis for 19 (material, design, and operating) parameters for the real TABS is impossible due to the high cost and the long time needed to perform each experiment. One solution is to perform a series of simulation experiments. There are basic CFD-based calculations that are detailed and accurate but time-consuming, so reduced-order methods for the calculation of such complex systems are required. However, even the use of supercomputers and distributed computing to perform sensitivity studies for 19 parameters is time-consuming. Therefore, there is a need to utilize an efficient research strategy by using effective and time-reducing methods.



3.1. Research Algorithm


According to the research algorithm outlined in Figure 3, the initial phase of the study involved meticulous identification of design specifications, material properties, and operational parameters of the building room with TABS (Section 2). Simultaneously, a decision was made to adopt a reduced computational model, aligning with the established methodology outlined in ISO 11855-4 [19] (Section 5). The assumed computational model of the office room with TABS was verified and validated (Section 5.2) using measurement results (Section 4). The mean air temperature and mean radiant temperatures of the room were compared in the validation analysis. For a full factorial design experiment, there was a need to conduct   2 19   = 524,288 computational experiments. It is still impossible to conduct the full experiment due to time-consuming calculations.



It was decided to conduct research using the random balance design method, and experiments were generated by the use of the Plackett–Burman (PB) design. The PB designs are mainly used for screening research. This design is efficient, but the main effects are, in general, heavily confounded with two-factor interactions. For this reason, we decided to extend this research and conduct 512 randomly selected experiments from a full factorial design. This allowed the results to be confirmed or rejected. Consequently, we assess the impact of 19 factors on five output parameters. This screening experiment has been performed using scripts written in Python 3.10, and the pyDOE3 version 1.0.1 [30] library has been used to prepare the design of the experiments.




3.2. Assumptions


Using data from diverse sources, an extensive array of cases within the TABS across varied geographical locations can be analyzed. The ranges of variability (Table 2) in the parameters under analysis were determined by synthesizing information based on existing literature. Consequently, we assumed parameters such as a cooling surface area (  P 1 =  A F   ) equal to 50% and 100% of the total floor area on low and high levels, respectively, and the material parameters’ variability values. The thermal conductivity of the concrete layer (  P 2 =  λ  c o n    ) and pipe spacing (  P 13 = L  ) are limited by the assumptions of the method described in [19]; the thermal conductivity, the specific heat, the density of the screed layer (  P 3 =  λ  s c    ,   P 5 =  c  s c    ,   P 7 =  ρ  s c    ), the specific heat, and the density of the concrete layer (  P 4 =  c  c o n    ,   P 6 =  ρ  c o n    ) are based on [31].



The construction of the slab is based on Figure 2b, and properties of the 2nd layer (screed) and the 3rd layer (concrete) have been considered as parameters in the sensitivity analysis. The water pipes were always located in the middle of the concrete layer. The 1st layer (carpet) has been ignored due to its negligible thermal capacity; hence, it has not been considered a slab layer in the numerical model (there is no node representing the carpet layer). However, the influence of the thermal resistance of the carpet has been examined by introducing additional thermal resistance (  P 11 =  R  A d d F    ) at the floor. We have assumed that, at the high level, the value of   R  A d d F    is equal to the thermal resistance of the carpet in the considered room, and the low level of the parameter represents the situation where the carpet is not present and therefore the additional thermal resistance is equal to 0   W   m 2  ·   K   . The properties of the 4th layer (plaster gypsum) have been considered constant in the sensitivity analysis, and they are presented in Table 3.



The internal building walls consist of two layers of plasterboard and a layer of mineral wool between them. Their structure is the same as in the building for which the measurements were made. The high level for the internal wall thickness parameter   P 10 =  d  I W     decomposed into layers equaled 25 mm for plasterboard and 200 mm for the mineral wool layer (   d  I W   = 25  mm + 200  mm + 25  mm = 250  mm  ) and, for the low value,    d  I W   = 8  mm + 50  mm + 8  mm = 66  mm  . To calculate internal walls’ thermal resistance and specific heat capacity, which are the parameters in the mathematical model, we have evaluated the substitute values of walls’ thermal conductivity (  λ  I W   ) and specific thermal capacity (  C  I W   ) according to the following equations:


   λ  I W   =   ∑  d i    ∑   d i   λ i      



(1)






   C  I W   =   ∑  d i  ·  c i  ·  ρ i    ∑  d i     



(2)




where   d i   is thickness of the ith layer [m],   λ i   is the thermal conductivity of the ith layer [  W  m ·   K   ],   c i   is the specific heat of the ith layer [  J  kg ·   K   ], and  ρ  is the density of the ith layer [  kg   m 3    ]. The thermal properties of the walls’ materials were determined according to [31]. The values of   λ  I W    and   C  I W    are presented in Table 3.



The values of water flow (  P 12 =   m ˙  H   ) and inlet water temperature (  P 19 =  θ  W a t e r I n    ) have been estimated according to measurement results. The values of the parameters at low and high levels denote the minimum and maximum values provided by the building management system (BMG), respectively.



Thermal transmittance of window   P 15 =  U W    variability is based on values provided by [32]. We have assumed that the values of the window area (  P 14 =  A W   ) equaled 30% and 70% of the external wall area at the low and high levels, respectively. Additionally, we have assumed that the area of glazing (  A g  ) used in the process of calculating solar heat gains equals 90% of the total window area (  A W  ).



Thermal transmittance of the opaque part of the external wall (  P 16 =  U  E W    ) is calculated according to [33]. The wall consists of four layers: (i) plaster, (ii) styrofoam with a thickness of 300 mm, (iii) hollow bricks, and (iv) plaster. The values of the parameter were determined by changing the thickness of the styrofoam layer, and for low and high values, the thickness was equal to 50 mm and 300 mm, respectively.



The values of primary air gains (  P 17 =  Q  P r i m A i r    ) have been based on the results of measurements conducted in the considered room. The ventilation system provided constant airflow of 95     m 3   h   between 3 a.m. and 7 p.m.; however, the difference between supply and exhaust air temperature was greatest between 3 a.m. and 9 a.m. After 9 a.m., the difference between the supply and exhaust air temperature was reduced significantly; hence, the heat gain was considered to be 0 W despite the ventilation system still working. To simplify the model, we have assumed that the ventilation system provides constant airflow of 240     m 3   h  , which is the maximum value that can be provided by the HVAC system. To estimate the value of the parameters, we have assumed that the difference between supply and exhaust air temperature equals −4.5 °C and 0 °C at low and high levels, respectively, which results in the value of   Q  P r i m A i r    equal to −350 W and 0 W, respectively.



Internal heat gains (  P 18 =  Q  I n t    ) originate from occupants, office equipment, and lighting in the room. In a sensitivity analysis, we have assumed that the occupants are present and that they use the equipment between 7 a.m. and 5 p.m.; otherwise, the internal heat gains are equal to 0 W. We have determined that the value of the parameter at a low level, assuming that the room is not used, is 0 W. For the high level, the value of internal heat gains was estimated according to [34]. To carry out the calculations, we have assumed that five people work in the room and that each person uses a personal computer with two monitors; additionally, there is one printer in the room. The internal heat gains estimated according to those assumptions are equal to 1500 W. We have assumed that half of the internal heat gain is transferred through radiation (  Q  I n t R a d   ) and the other half is through convection (  Q  I n t C o n v   ) [22]. All parameters considered in the sensitivity analysis along with their variability ranges are presented in Table 2.





 





Table 2. Variability ranges of the input parameters.






Table 2. Variability ranges of the input parameters.





	
No

	
Parameter

	
Symbol

	
Value

	
Unit




	

	

	

	
Low

	
High

	






	
P1

	
Cooling surface area

	
   A F   

	
23

	
46

	
m2




	
P2

	
Concrete thermal conductivity

	
   λ  c o n    

	
1.15

	
2

	
W/(m·K)




	
P3

	
Screed thermal conductivity

	
   λ  s c    

	
1.4

	
1.8

	
W/(m·K)




	
P4

	
Concrete-specific heat

	
   c  c o n    

	
900

	
1100

	
J/(kg·K)




	
P5

	
Screed-specific heat

	
   c  s c    

	
900

	
1100

	
J/(kg·K)




	
P6

	
Concrete density

	
   ρ  c o n    

	
1800

	
2400

	
kg/m3




	
P7

	
Screed density

	
   ρ  s c    

	
1800

	
2000

	
kg/m3




	
P8

	
Concrete layer thickness

	
   d  c o n    

	
0.2

	
0.4

	
m




	
P9

	
Screed layer thickness

	
   d  s c    

	
0.005

	
0.03

	
m




	
P10

	
Internal wall thickness

	
   d  I W    

	
0.066

	
0.25

	
m




	
P11

	
Floor additional resistance

	
   R  A d d F    

	
0

	
0.032

	
m2·K/W




	
P12

	
Water flow

	
    m ˙  H   

	
0.028

	
0.08

	
kg/s




	
P13

	
Pipe spacing

	
L

	
0.15

	
0.3

	
m




	
P14

	
Window area

	
   A W   

	
5.4

	
12.5

	
m2




	
P15

	
Thermal transmittance of window

	
   U W   

	
0.5

	
3.3

	
W/(m2·K)




	
P16

	
Thermal transmittance of external wall (opaque)

	
   U  E W    

	
0.088

	
0.203

	
W/(m2·K)




	
P17

	
Primary air heat gain

	
   Q  P r i m A i r    

	
   − 350     1

	
0

	
W




	
P18

	
Internal heat gains

	
   Q  I n t    

	
0

	
1500 2

	
W




	
P19

	
Inlet water temperature

	
   θ  W a t e r I n    

	
16

	
22

	
°C








1 Between 3 a.m. and 9 a.m.; otherwise 0 W. 2 Between 7 a.m. and 5 p.m.; otherwise 0 W.











To provide information about thermal comfort inside the room and the cooling power necessary for maintaining constant water temperature in the circuit, we have selected the following output parameters:




	
Maximum and minimum air temperature (  θ A  M a x   ,   θ A  M i n   ),



	
Maximum and minimum mean radiant temperature (  θ  M R   M a x   ,   θ  M R   M i n   ),



	
Maximum power received by the circuit (  Q  C i r c u i t   M a x   ).








The maximum/minimum air temperature (  θ A  M a x   ,   θ A  M i n   ) and maximum/minimum mean radiant temperature (  θ  M R   M a x   ,   θ  M R   M i n   ) have been considered only between 7 a.m. and 5 p.m. when occupants are present, while power (  Q  C i r c u i t   M a x   ) received by the circuit has been considered throughout the day.



Other parameters that have not been considered in the sensitivity analysis but that are necessary for calculations are presented in Table 3.





 





Table 3. Other system parameters.






Table 3. Other system parameters.





	Parameter
	Symbol
	Value
	Unit





	Room width
	X
	5.8
	m



	Room length
	Y
	7.95
	m



	Room height
	Z
	3.1
	m



	Convection coefficient on the floor
	   h  A F    
	   2.37   
	W/(m2·K)



	Convection coefficient on the ceiling
	   h  A C    
	   0.54   
	W/(m2·K)



	Convection coefficient on the internal walls
	   h  A W    
	   1.79   
	W/(m2·K)



	Radiant heat transfer coeff. between floor and ceiling
	   h  F C    
	   2.79   
	W/(m2·K)



	Radiant heat transfer coeff. between floor and internal walls
	   h  F W    
	   2.07   
	W/(m2·K)



	Ceiling additional resistance
	   R  A d d C    
	0
	m2·K/W



	Water-specific heat
	   c w   
	4183
	J/(kg·K)



	Plaster layer thickness
	   d  p l    
	   0.005   
	m



	Plaster thermal conductivity
	   λ  p l    
	   0.43   
	W/(m·K)



	Plaster-specific heat
	   c  p l    
	1000
	J/(kg·K)



	Plaster density
	   ρ  p l    
	1200
	kg/m3



	Internal wall thermal conductivity
	   λ  I W    
	   0.06   
	W/(m·K)



	Substitute internal wall-specific thermal capacity
	   C  I W    
	   321 , 710   
	J/(m3·K)



	Pipe external diameter
	   d a   
	   0.02   
	m



	Pipe wall thickness
	s
	   0.002   
	m



	Pipe wall thermal conductivity
	   λ r   
	   0.35   
	W/(m·K)



	Time step
	   Δ t   
	3600
	s



	Maximum iteration error allowed
	   ξ  M a x    
	   0.00001   
	°C



	Maximum number of iterations allowed
	   n  M a x    
	   10 , 000   
	-










4. Details of Measurements


The measurements were carried out in a specially prepared office room with 46.11 m2 (Figure 2a). All sensors were placed in the room according to the layout presented in Figure 4a,b. For the sake of clarity, supply and exhaust channels of the ventilation system were indicated only for the ceiling.



All air and surface temperature measurements were performed using Pt100 platinum resistance sensors. Heat flux of the ceiling and the floor was measured using the HFP01 sensors of Hukseflux [35]. Global solar irradiance entering the room was measured by the LP PYRA03 pyranometer of DeltaOhm [36]. At the center of the room, a tripod was placed with a globe temperature sensor (diameter of 150 mm) at a height of 1.5 m. Based on [37,38], it was assumed that the mean radiant temperature is the same as the measured globe temperature. However, as noted in [39,40], this assumption may result in underestimation of the mean radiant temperature. As the room was unoccupied during measurements, this effect was minimized, but its precise assessment requires further analysis. Additionally, three air temperature sensors were attached to a tripod at heights of 0.2 m, 0.6 m, and 1 m above floor level. They were covered with low-emissivity (  ε = 0.1  ) coating to minimize the impact of heat transfer by radiation. The wall temperature sensors were placed 1.5 m above the floor. All sensors are listed in Table 4. All sensors were connected directly to the Fluke 2638A data logger [41].



According to [43], combined uncertainty of measured variable x, when using a measurement sensor and a signal processing and display unit (device), is given by:


  u  ( x )  =    u  s e n s  2  +  u  d e v  2    .  



(3)







Both sensor and device uncertainties can be obtained from the relevant standards or manufacturer documentation. Following IEC 60751 [42] for the known temperature (T), the tolerances of the A and AA class sensors are given by the following relationships, respectively:


  Δ T =  ± ( 0.15 + 0.002 | T | )  ,  



(4)






  Δ T =  ± ( 0.01 + 0.0017 | T | )  .  



(5)







At 25 °C for the A class sensor, we obtain from Equation (4):    u  s e n s   =   Δ T   3     = 0.116 °C. According to the manufacturer [41], for a 4-wire Pt100 sensor, uncertainty   u  d e v    = 0.024 °C at 25 °C. Hence, from Equation (3):   u  ( x )  = 0.12   °C. Apart from variables listed in Table 4, inlet water temperature and flow rate were obtained from the heat meter connected to the BMS. For the second class heat meter [44] the maximum permissible error (MPE), expressed in %, is defined for the flow rate (  E f  ) and for the temperature difference measured by the pair of sensors (  E T  ) by the following relationships:


   E f  =  ( 2 + 0.02   m ˙   p e r   /  m ˙  )  ,  



(6)






   E T  =  ( 0.5 + 3 Δ T / Δ  T  m i n   )  ,  



(7)




where   m ˙   means flow rate,    m ˙   p e r    is the maximum permissible flow rate,   Δ T   is the current inlet/outlet temperature difference, and   Δ  T  m i n     is the minimum temperature difference (  Δ  T  m i n     = 5 K in the considered case). Based on available data, it was established that both   E T   and   E f   do not exceed 3%. Finally, according to the manufacturer’s data, it was assumed that the ventilation flow rate was measured with an accuracy of ±5%. The most troublesome to assess is the accuracy of heat flux sensors. Following the manufacturer’s recommendations [35] in buildings physics, it varies from ±6% in ideal conditions to ±20% in typical on-site applications. In the presented case, the second value seems to be reasonable in the analysis of the measurement results.




5. Computational Model Description


5.1. Mathematical Model Description


The mathematical model of the room is based on resistance–capacitance simplification introduced in ISO 11855-4 [19]. The mathematical model includes the slab, internal walls (walls between the considered room and adjacent ones), and air filling the room, which are divided into thermal nodes and, in each node, the heat balance is calculated according to the following equation:


  C   d θ   d t   = ∑ Q ,  



(8)




where C is the thermal capacity of the node [  J K  ], and the right-hand side of the equation is the sum of heat transfer rates received or delivered to the considered node in [W].



The RC representations of the slab and the room are presented in Figure 5a and Figure 5b, respectively. The heat transport in the slab is simplified by the use of the thermal resistance method provided in ISO 11855-2 [45], where   R t   is the thermal resistance between inlet water and concrete at the pipe level. It is introduced to calculate heat transfer between water flowing in pipes and concrete. In the part of the mathematical model representing the room, nodes representing the floor, ceiling, and internal wall surface are connected, which represents radiant heat transfer between them. The convective heat transfer is also present, and it is represented by connections between surface nodes and air nodes. Several simplifying assumptions were also made:




	
The heat transport in the perpendicular direction to the floor is taken into consideration,



	
Water mass flow in the pipes is constant throughout the simulation time,



	
Radiant heat gains are distributed evenly to all surfaces,



	
Conditions in rooms above and below are the same as in the considered room,



	
All thermophysical properties are constant and independent of temperature.








The mathematical model is solved through the implicit scheme of the finite difference method, and the equation used for calculating temperature in the considered node can be written as follows:


   θ  p  h  =     H A  ·  θ  A  h  +  H  I W S   ·  θ  I W S  h  +  H F  ·  θ  F  h  +  H C  ·  θ  C  h  +  H  R a d   ·  Q  R a d  h  +  H  C o n v   ·  Q  C o n v  h  +    +  H  C o n d U p   ·  θ  p − 1  h  +  H  C o n d D o w n   ·  θ  p + 1  h  +  H  I n e r t i a   ·  θ  p   h − 1   +  H  C i r c u i t   ·  θ  W a t e r I n  h      H A  +  H  I W S   +  H F  +  H C  +  H  C o n d U p   +  H  C o n d D o w n   +  H  I n e r t i a   +  H  C i r c u i t     ,  



(9)




where   θ p  h − 1    is the temperature of the considered node in the previous time step [°C],   θ  p − 1  h   is the temperature of the previous node [°C],   θ  p + 1  h   is the temperature of the next node [°C],   Q  R a d  h   is total radiant heat gain [W],   Q  C o n v  h   is total convective heat gain [W], and   θ  W a t e r , I n  h   is inlet water temperature [°C]. H represents the heat transfer coefficients, which depend on the type of node that is currently being considered. An iterative method is used for determining temperatures in the nodes, and with each iteration, the error is calculated as follows:


  ξ =  ∑ p    |   θ  p  h  −  θ  p   h ′    |   ,  



(10)




where   θ  p   h ′    is the temperature calculated in the previous iteration. Calculations are carried out until the iteration error  ξ  is smaller than the maximum allowed error (  ξ  M a x   ) or until the maximum number of iterations (  n  M a x   ) is achieved. The values of maximum iteration error and maximum iterations allowed are presented in Table 3.



The initial and specific conditions have to be determined before calculating the heat delivered or received from the considered room. Specific conditions can be divided into three categories:




	
Radiant heat gains delivered to surface nodes (floor, ceiling, and internal wall surface (Figure 5b)),



	
Convective heat gains delivered to the air node,



	
Heat received by the circuit from the pipe-level node.








Both radiant and convective heat gains depend on internal and external conditions and are calculated for every time step of the simulation according to the following equations:


   Q  R a d  h  = 0.85 ·  Q  T r a n s m  h  +  Q  S u n  h  +  Q  I n t R a d  h   



(11)






   Q  C o n v  h  = 0.15 ·  Q  T r a n s m  h  +  Q  P r i m A i r  h  +  Q  I n t C o n v  h   



(12)




where   Q  T r a n s m  h   is the transmission heat gain [W],   Q  S u n  h   is the solar heat gain [W],   Q  P r i m A i r  h   is the primary air heat gain [W], and   Q  I n t R a d  h   and   Q  I n t C o n v  h   are internal radiant and convective heat gains [W], respectively. The value of each term in Equations (11) and (12) has to be known for every time step of the simulation. Primary air and internal heat gains have been determined according to measurement data and the literature (see Section 3.2). The solar heat gains have been determined according to the following:


   Q  S u n  h  =  I  s o l   ·  A g  ,  



(13)




where   I  s o l    is total solar irradiance entering the room [  W   m 2    ], and   A g   is the area of glazing [m2].



According to Catalano [6], adopting the value of transmission heat gain independent of temperature may lead to errors. Hence, the value of the transmission heat gain has been determined using the difference between external and internal temperatures according to PN-EN 12831-1 [46], and it is equal to the following:


   Q  T r a n s m  h  =  (  U  E W   ·  A  E W   +  U W  ·  A W  )   (  θ  E x  h  −  θ  A  h  )   



(14)




where   U  E W    is the thermal transmittance of the opaque part of the external wall [  W    m 2  ·   K   ],   U W   is the thermal transmittance of the window [  W  m ·   K   ],   A  E W    is the area of the opaque surface [m2],   A W   is the area of the window [m2], and   θ  E x  h   is the external temperature [°C]. Since transmission heat gain is dependent on air temperature, it has to be calculated with every iteration. The external temperature has been obtained from weather data. To examine the influence of external conditions on the room, the weather data chosen for the experiment contained outside temperatures differing from measured room temperatures. The maximum value of the external temperature considered in the experiment was equal to 18 °C.



Convective heat transfer coefficients on the surfaces in the room were calculated according to equations developed by Awbi [47], presented in Table 5. It is assumed that the difference between the surface and air temperatures (  Δ T  ) in each case is constant and equal to 1.5 K, so the coefficients are constant.



The initial temperature of the nodes has been set to 22 °C by default. However, due to the high thermal inertia of the system, the time required by the node temperatures to reach their final distribution may exceed the simulation time. For that reason, a startup period has been added to the simulation [20]. During the startup period, node temperatures can reach their final values without altering the solution. To verify whether the final results are achieved, the difference between the maximum temperatures of the considered and the previous day is calculated. If the difference is smaller than 0.005 K, the solution is considered valid.




5.2. Validation and Verification


The mathematical model was validated using experimental data to assess whether the model parameters and the specific conditions are properly set. During the process, a six-day-long period was simulated, and the results were compared with data collected during measurements. The specific conditions were based on measurements of solar irradiation, external temperature, and air temperature delivered by an air conditioning system. Since there were no occupants in the room during the measurements, the internal heat gains resulted from measurement equipment only. They were assumed to have a constant value of 10 W throughout the simulation time. The specific conditions used in the simulation have been doubled to form a startup period; therefore, the total simulation time was equal to 12 days, but only the second half of it was considered valid and not affected by initial conditions. The simulation was performed with a time step (  Δ t  ) equal to 1 h and a maximum iteration error (  ξ  M a x   ) equal to   10  − 5    K.



A comparison of simulation results and measurements for air temperatures is presented in Figure 6a. The mean absolute error is equal to 0.16 °C, and the maximum error is 0.65 °C, which are acceptable values. In the case of mean radiant temperature, the error values were higher when compared to the air temperature mean, and the maximum absolute errors are equal to 0.18 °C and 2.02 °C, respectively. The high value of the maximum error may result from high sun radiation entering the room and heating the thermometer responsible for collecting the data. Despite the relatively high maximum error for the mean radiant temperatures, both air and radiant temperatures show good agreement with experimental data.



To assess that the results would converge, a grid independence study was conducted. A calculation with the number of nodes varying from 13 to 55 was considered. The grid independence study was performed for the air temperature at 12 a.m. and at 11 a.m. on the first day of the simulation time (1st and 12th time steps, respectively, after rejecting the startup period). The results are shown in Figure 7a and Figure 7b, respectively. In both cases, temperatures reach a steady value, with the number of nodes equal to 35. Beyond this value, no significant change in the solution can be reported; thus, we have chosen the model with approximately 35 nodes for sensitivity analysis. However, the number of nodes may differ depending on the experiment, since the geometry of the slab varies, as the thickness of the screed and concrete layer are parameters in the sensitivity analysis.





6. Results of Sensitivity Analysis


The sensitivity analysis was conducted using two experimental design methods—Plackett–Burman and full factorial design—from which 512 experiments were randomly selected. The medians of the appropriate output parameters were calculated for a series of design points when the specific factor assumed low or high levels. Scatter diagrams with marked medians (dashed lines) for all design points and medians for low and high levels (point) for both methods are presented in Figure 8, Figure 9, Figure 10, Figure 11 and Figure 12. The influence of the parameters’ changes on maximum air temperature (  θ  A i r   M a x   ) is presented in Figure 8. According to both experiment designs, the area of the cooling surface (  P 1  ), internal heat gains (  P 18  ), and inlet water temperature (  P 19  ) have a significant impact on   θ A  M a x   , as the differences in their medians have values greater than 2.2 °C. In the case of water flow (  P 12  ), the difference in the medians obtained with the full factorial design is at the same level as the difference in the area of the cooling surface (  P 1  ). However, the value obtained with the PB design is lower and equals 0.6 °C. Since the full factorial design contains more experiments, it is considered to be more informative in the case of uncertainty; therefore, parameter   P 12   is also considered to have an impact on   θ A  M a x   . The influence of the specific heat of concrete (  P 4  ) cannot be confirmed, since its influence should be considered according to PB design. In contrast, according to full factorial design, its influence is negligible. The discrepancy between the two methods suggests that further study may be necessary to evaluate the impact of the concrete-specific heat.



In the case of minimum air temperature (  θ A  M i n   ) presented in Figure 9, the assumed DOEs show more inconsistency compared to the case of   θ A  M a x   . According to the PB design (dark lines), only the inlet water temperature (  P 19  ) has a significant impact on   θ A  M i n   , with the difference in the medians equal to 4.1 °C, while for other parameters, the difference in the medians is smaller than 1 °C. However, according to the full factorial design, the area of the cooling surface (  P 1  ), internal wall thickness (  P 10  ), floor additional resistance (  P 11  ), water flow (  P 12  ), thermal transmittance of the window (  P 15  ), primary air heat gains (  P 17  ), internal heat gains (  P 18  ), and inlet water temperature (  P 19  ) have considerable influence on   θ A  M i n   , with the difference in the medians above 1 °C. Due to the more informative nature of the full factorial design, we consider parameters   P 1  ,   P 10  ,   P 11  ,   P 12  ,   P 15  ,   P 17  ,   P 18  ,   P 19   as influences on   θ A  M i n   .



The result of sensitivity analysis for the maximum value of mean radiant temperature (  θ  M R   M a x   ) is presented in Figure 10. Both methods indicate that the cooling surface area (  P 1  ), internal heat gains (  P 18  ), and inlet water temperature (  P 19  ) have a significant influence on the results, with differences in the medians greater than 1 °C. The results of the PB design indicate that the specific heat of concrete (  P 4  ), screed density (  P 7  ), and the window area (  P 14  ) also have considerable influence on the maximum value of the mean radiant temperature. However, this is not confirmed by the results of the full factorial design, according to which the differences in the medians for parameters   P 4  ,   P 7  , and   P 14   are smaller than 1 °C. Therefore, the influence of parameters   P 4   and   P 7   is not considered significant. The significance of the window area (  P 14  ) cannot be confirmed. According to the PB design, the difference in the medians is equal to 2.3 °C; however, the value obtained with a randomly selected design from a full factorial experiment equals 0.7 °C. Due to the inconsistency between the results of both methods, further study is necessary to confirm the influence of parameter   P 14  .



The results for minimum mean radiant temperature (  θ  M R   M i n   ) are presented in Figure 11. Similarly to the case of minimum air temperature (  θ A  M i n   ), the results obtained with the PB design indicate that only the influence of the inlet water temperature (  P 19  ) can be considered significant, with the difference in the medians equal to 5 °C. The significance of parameter   P 19   is confirmed by the results of the full factorial design, with the difference in the medians equal to 5.7 °C. The results obtained with the full factorial design indicate that the parameters   P 1  ,   P 8  ,   P 10  ,   P 12  ,   P 15  ,   P 17  , and   P 18   should also be considered significant. However, further study may be necessary to establish the influence of these parameters. According to both methods, the differences in the medians for thermal conductivity of concrete (  P 2  ), concrete-specific heat (  P 4  ), and distance between pipes (  P 13  ) are smaller than 0.6 °C, which means that the influence of these parameters on   θ  M R   M i n    is negligible.



The last output parameter examined in this study was the maximum power received by the circuit (  Q  C i r c u i t   M a x   ). Its value corresponds with the power required by water cooling equipment to maintain the constant inlet water temperature. According to the results presented in Figure 12, both DOEs indicate that the cooling surface area (  P 1  ), thermal transmittance of the window (  P 15  ), and internal heat gains (  P 18  ) have a significant impact on the value of   Q  C i r c u i t   M a x   , with the differences in the medians greater than 120 W. The results of both methods show that the properties of the screed layer (parameters   P 3  ,   P 5  , and   P 7  ) and thermal transmittance of the opaque part of the external wall (  P 16  ) have insignificant influence on the cooling power demand. In the case of the window area (  P 14  ) and primary air heat gains (  P 17  ), the PB design indicates a significant influence on the results, with a difference in the medians greater than 110 W. However, according to the results of the full factorial design, parameters   P 14   and   P 17   have no impact on the value of   Q  C i r c u i t   M a x   , as differences in the medians are smaller than 15 W. The inconsistency between the two methods indicates that further study may be necessary to evaluate the influence of parameters   P 14   and   P 17  .



A comparison of the results shows that the internal heat gains (  P 18  ) have the most significant influence on   θ A  M a x   ,   θ  M R   M a x   , and   Q  C i r c u i t   M a x   , which is consistent with the results presented in [22]. However, in this study, we have assumed that the internal heat gains are constant within working hours and that their value is independent of the temperature inside the room, which is a considerable simplification. According to [22], even minor changes in occupants’ presence and behavior (such as switching off the lights) might notably influence the temperature inside the room and the demand for cooling power. Therefore, designers should pay particular attention to properly evaluate the value of internal heat gains.



The results show that the inlet water temperature (  P 19  ) has a significant impact on both air and mean radiant temperature in the room, while the impact of water flow has been considered significant only in the case of   θ A  M i n   . The amount of water delivered to the pipes and its temperature is controlled by the cooling system. Therefore, developing the proper control strategy for the cooling system is essential for maintaining the temperature inside the room at comfortable levels. However, keeping the appropriate value of the inlet water temperature is more important than the water flow, since the water temperature has a greater influence on the internal room temperature than does the water flow.



In every experiment, the influence of the screed properties (parameters   P 3  ,   P 5  ,   P 7  , and   P 9  ), the thermal conductivity of concrete (parameter   P 2  ), and pipe spacing (  P 13  ) is insignificant when compared to other parameters. This means that, in the process of dimensioning the room with TABS, designers do not have to pay particular attention to those parameters, since their influence on internal conditions is negligible; instead, they should focus on more influential ones.



The results show that the primary air gain (  P 17  ) does not influence   θ A  M a x    or   θ  M R   M a x   , which may be an effect of the assumption that the ventilation cools the room only in the hours following its activation. In the case of high thermal load, the air temperature delivered by the ventilation system and the air temperature in the room may differ significantly. Therefore, the primary air gain would have a non-zero value throughout the time the ventilation system is on. To consider the influence of the internal temperature on the primary air gain, a further modification of the numerical model of the room is necessary.



The results of both the PB and full factorial design methods show that the transmittance of the opaque part of the external wall (  P 16  ) has no significant influence on temperatures inside the room nor on the power received by the circuit. The insignificant influence of the parameter   P 16   may be caused by the fact that its values are approximately one order of magnitude lower than the values of the thermal transmittance of the window (  P 15  ). This resulted in low heat flux transmitted by the opaque part of the external wall and low heat loss to the environment, which is consistent with the results obtained by Lu et al. [21]. It should be borne in mind that the obtained results and conclusions are valid for the assumed range of factors’ (  P 1  –  P 19  ) variability.




7. Conclusions


In this study, we performed a sensitivity analysis to find which of the selected 19 factors (material, design, and operating parameters) affect the maximum/minimum air temperature, maximum/minimum mean radiant temperature inside the room, and the maximum required cooling equipment power. The analysis was performed using the PB design and a randomly selected design from a full factorial experiment. The resistance–capacitance model introduced in ISO 11855-4 was used for simulation research. The specific conditions considered in the mathematical model and parameters assumed in the sensitivity analysis were based on the measurement results collected in the office building. The measurement data were also used to validate the mathematical model. Below, we provide a summary of the key findings from the research:




	
The internal heat gains (  P 18  ) and the inlet water temperature (  P 19  ) significantly influence the maximum/minimum air temperature, maximum/minimum mean radiant temperature, and the maximum required cooling equipment power. Therefore, special attention should be paid to the internal heat gain model and control strategy for TABS while it is being designed.



	
The impact of the analyzed factors on the mean radiant temperature, however, is influenced by simplifications resulting from the set of the experimental equipment used. Hence, in the study, the globe temperature was assumed to be equal to   θ  M R   . Precise measurement of air velocity near the globe sensor would be of special interest in terms of obtaining the correct value of   θ  M R   .



	
The primary air heat gains (  P 17  ) significantly influence the minimum air temperature.



	
The influence of the screed’s properties (  P 3  ,   P 5  ,   P 7  ) is insignificant compared to other parameters, and it does not need to be considered in the process of dimensioning the cooling system or in the cooling control strategy. However, it should be borne in mind that this is valid for the assumed range of factors’ (  P 1  –  P 19  ) variability.



	
Thermal transmittance of the external wall does not have a significant effect on internal conditions because, even at a high level, its value is small compared to the thermal transmittance of the window.



	
The water inlet temperature (  P 19  ) has a considerably larger influence on the temperature in the room than does the water mass flow rate (  P 12  ) in the pipes.








The simulation conditions have been simplified and are based on measurement data, which may limit the results to specific situations. The authors of this study propose to extend the research, such as by making primary air heat gains dependent on air temperature.
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The following abbreviations are used in this manuscript:









	BMS
	Building management system



	DOE
	Design of experiment



	FDM
	Finite difference method



	HVAC
	Heating, ventilation, and air conditioning



	MPE
	Maximum permissible error



	PB
	Plackett–Burman



	TABS
	Thermally activated building systems



	Nomenclature
	



	A
	Surface area, m2



	c
	Specific heat,   J  kg · K   



	C
	Specific thermal capacity,   J   m 2  · K   ; Substitute specific thermal capacity,   J   m 3  · K   



	d
	Thickness, m



	   d a   
	Pipe outer diameter, m



	D
	Characteristic dimension, m



	E
	Maximum permissible error, [-]



	   G r   
	Grashof number, [-]



	h, H
	Heat transfer coefficient,   W   m 2  · K   



	   I  s o l    
	Solar irradiance,   W  m 2   



	L
	Pipe spacing, m



	   m ˙   
	Flow rate, [  kg s  ]



	    m ˙  H   
	Water flow in pipes, [  kg s  ]



	n
	Number of iterations, [-]



	P
	Parameter



	Q
	Heat gain, W



	R
	Thermal resistance,    m · K  W  



	   R  A d d C    
	Ceiling additional thermal resistance,    m · K  W  



	   R  A d d F    
	Floor additional thermal resistance,    m · K  W  



	   R t   
	Thermal resistance between inlet water and concrete at pipe level,    m · K  W  



	s
	Pipe wall thickness, m



	t
	Time, [s]



	T
	Temperature, °C



	u
	Uncertainty



	U
	Thermal transmittance,   W   m 2  · K   



	X, Y, Z
	Room dimensions, m



	Greek symbols
	



	  ε  
	Emissivity, [-]



	  θ  
	Temperature, °C



	  λ  
	Thermal conductivity,   W  m · K   



	   λ r   
	Pipe wall thermal conductivity,   W  m · K   



	  ξ  
	Iteration error, K



	  ρ  
	Density,   kg  m 3   



	Subscripts
	



	A
	Air



	C
	Ceiling



	   c o n   
	Concrete layer



	   C o n d D o w n   
	Conduction to next node



	   C o n d U p   
	Conduction to previous node



	   C o n v   
	Convective



	   d e v   
	Device



	   E W   
	External wall (opaque)



	   E x   
	External



	   e x h   
	Ventilation exhaust



	f
	Flow



	F
	Floor



	g
	Glazing



	h
	Time step number



	   I n t   
	Internal



	   I n t C o n v   
	Internal convective



	   I n t R a d   
	Internal radiant



	   I W   
	Internal walls



	   I W S   
	Internal wall surface



	   M R   
	Medium radiant



	p
	Node number



	   p e r   
	Permissible



	   p l   
	Plaster gypsum layer



	   R a d   
	Radiant



	   s e n s   
	Sensor



	   s c   
	Screed layer



	   s u p   
	Ventilation supply



	T
	Temperature



	   T r a n s m   
	Transmission



	W
	Water



	W
	Window



	   W a t e r I n   
	Water inlet
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Figure 1. General view of the building from the south. 
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Figure 2. Experimental room: (a) General view; (b) Cross-section of the floor and the ceiling slabs (dimensions in mm, 1-carpet, 2-cement screed, 3-reinforced concrete, 4-gypsum plaster). 
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Figure 3. The research algorithm. 
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Figure 4. Location of the measurement equipment in the room (all dimensions in meters): (a) Floor; (b) Ceiling. 
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Figure 5. Scheme of the model (based on [19]): (a) Resistance network representing the slab; (b) Resistance network representing the room. 
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Figure 6. Comparison of simulation and experimental results. (a) Air temperature. (b) Mean radiant temperature. 
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Figure 7. Results of grid independence analysis: (a) Results for the beginning of the simulation; (b) Results for the 12th hour of the simulation. 
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Figure 8. Results of sensitivity analysis for maximum air temperature. 
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Figure 9. Results of sensitivity analysis for minimum air temperature. 
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Figure 10. Results of sensitivity analysis for maximum mean radiant temperature. 
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Figure 11. Results of sensitivity analysis for minimum mean radiant temperature. 
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Figure 12. Results of sensitivity analysis for maximum power received by the circuit. 
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Table 1. Literature review summary.
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	Reference
	Method 1
	Examined Parameters
	Findings





	[21]
	S
	external wall thermal transmittance,

total thermal mass,

internal heat gains,

cooling method
	little effect of thermal transmittance of the wall



	[22]
	S
	internal heat gains (occupants’ behavior)
	significant influence on internal conditions, encouraging occupants to switch off lights may reduce cooling demand by 8%



	[23]
	E, S
	window area,

internal heat gains
	internal heat gains have a significant effect on cooling power



	[24]
	E
	number of cooled surfaces,

use of other cooling system
	cooling all surfaces allows for maintenance of thermal comfort in the room throughout the day (tropical climate)



	[25]
	S
	concrete thickness,

pipe spacing,

concrete type,

pipe diameter,

water flow pattern,

water temperature,

room operating temperature
	concrete thickness and pipe spacing have the most significant influence on TABS response time



	[26]
	S
	pipe diameter,

pipe thermal conductivity,

slab thickness
	increasing pipes’ thermal conductivity and diameter is more influential on operative temperature than increasing slab thickness



	[27]
	E
	floor covering properties
	granite floor with higher thermal conductivity reduces cooling load by 10% and air temperature in the room by 1.5 °C



	[28]
	E
	water inlet velocity
	increasing the water velocity from 0.35 to 1   m s   reduced internal air temperature by 1.5 °C, but further velocity increase has little effect on the temperature







1 E—Experiment, S—Simulation.













 





Table 4. Measurement sensors.
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	Symbol
	Type, Class
	Measured Variable





	  Q  F 1   ,   Q  F 2   
	HFP01
	Floor heat flux



	  Q  C 1   ,   Q  C 2   
	HFP01
	Ceiling heat flux



	  T  F 1   ,   T  F 2   ,   T  F 3   ,   T  F 4   
	Pt100, class AA
	Floor surface temperature



	  T  F 5   ,   T  F 6   
	Pt1000, class A
	Floor surface temperature



	  T  C 1   ,   T  C 2   
	Pt1000, class A
	Ceiling surface temperature



	  T  I W S 1   ,   T  I W S 2   
	Pt1000, class A
	Internal wall surface temperature



	   T  e x h    
	Pt1000, class A
	Exhaust ventilation air temperature



	   T  s u p    
	Pt1000, class A
	Supply ventilation air temperature



	   T  g l o b e    
	Pt100, class A
	Globe temperature



	   T  0.2    
	Pt100, class AA
	Indoor air temperature at 0.2 m above the floor



	   T  0.6    
	Pt100, class AA
	Indoor air temperature at 0.6 m above the floor



	   T  1.0    
	Pt100, class AA
	Indoor air temperature at 1.0 m above the floor



	   I  s o l    
	LP PYRA03
	Global solar irradiance entering the room







Accuracy classes of Pt100 and Pt1000 follow IEC 60751 [42].













 





Table 5. Convective heat transfer coefficient for the surfaces [47].
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	Surface
	Convective Coefficient
	Range





	Floor
	   h =   2.175   D  0.076    Δ  T  0.308     
	   9 ·  10 8  < G r < 7 ·  10 10    



	Ceiling
	   h =   0.704   D  0.601    Δ  T  0.133     
	   9 ·  10 8  < G r < 1 ·  10 11    



	Walls
	   h =   1.823   D  0.121    Δ  T  0.293     
	   9 ·  10 8  < G r < 6 ·  10 10    
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