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Abstract

:

This paper presents the application of a proposed hybrid control strategy that is designed to enhance the performance and robustness of a grid-connected wind energy conversion system (WECS) using a Five-Phase Permanent Magnet Synchronous Generator (FP-PMSG). The proposed approach combines the second-order terminal sliding mode control technique (SO-STA) with the super-twisting algorithm (STA), with the main goal of benefitting from both their advantages while addressing their limitations. Indeed, the sole application of the SO-STA ensures rapid convergence and robust performances in nonlinear systems, but it leads to chattering and reduces the whole system’s efficiency. Therefore, by incorporating the STA, the obtained hybrid control can mitigate this issue by ensuring smoother control actions and a superior dynamic response. This designed hybrid control strategy improves the adaptability of the control system to wind fluctuations and enhances the system’s robustness against external disturbances and uncertainties, leading to higher reliability and efficiency in the wind energy conversion system. Furthermore, the proposed hybrid control allows optimizing the power extraction and boosting the WECS’s efficiency. It is worth clarifying that, besides this proposed control, a sliding mode controller is used for the grid side converter (GSC) and DC link voltage to ensure stable power transfer to the grid. The obtained simulation results demonstrate the effectiveness of the proposed strategy in improving the stability, robustness, and efficiency of the studied WECS under dynamic conditions, creating a promising solution for control in renewable energy systems operating under severe conditions.
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1. Introduction


The increasing need for energy, the depletion of fossil fuel stocks, and their irrational use are causing negative effects on the environment worldwide, including global warming. Consequently, researchers are seeking solutions to mitigate these effects [1,2]. In this context, renewable energy has emerged as a potential solution, garnering significant attention from researchers worldwide in recent years, due to its clean, environmentally friendly nature and inexhaustible availability, where it has become an important source of electricity generation [3]. Among the available renewable energy sources, wind energy source is considered as one of the most renewable energy sources, attracting the interest of scientists and researchers to explore it optimally for the production of electricity [4].



In harnessing wind energy, there are several powerful electrical generators used in this field, with Permanent Magnet Synchronous Generators (PMSGs) being among the most important machine types for converting wind energy into electrical energy. Specifically, the research presented in this paper focuses on the Five-Phase Permanent Magnet Synchronous Generator (FP-PMSG) due to its high efficiency and better reliability in converting mechanical energy into electrical energy. Additionally, this generator provides flexibility in speed and power control, allowing us to deal with the load distribution precisely and efficiently compared to the Three-Phase Permanent Magnet Synchronous Generator (TP-PMSG) [5].



In general, the five-phase generator is preferred due to its high efficiency, improved power quality, enhanced control flexibility, fault-tolerance capability, and grid compatibility [6]. However, due to the random nature of wind speed, which can cause disturbances in the conversion system, affecting the quality of the produced electricity, the researchers are seeking solutions to optimize wind energy utilization in electricity production that can deal with the random nature of wind energy. This requires the implementation of a control system to overcome or minimize these issues and improve the quality of the generated electricity. Indeed, in the last year, many control strategies have been proposed that can be applied to these systems [7].



The vector control based on classical techniques, such as field-oriented control (FOC) and direct torque control (DTC), has been applied, but they are sensitive to uncertainties, external disturbances, and other control issues because they are designed for linear models and principally depend on the use of a PI regulator [8,9,10,11].



To overcome and mitigate these challenges, researchers have focused on implementing the vector control strategy using advanced, developed control techniques, such as nonlinear control, optimal control, adaptive control, and intelligent control [12,13].



The first one is the most popular technique, which has been applied widely in several applications, especially in systems with nonlinear models, due to its ability to easily deal with all behaviors of the parameters and characteristics resulting from the system’s nonlinearity, as well as its relative reliability. It includes a set of techniques, such as backstepping control (BSC), sliding mode control (SMC), feedback linearization control (FBLC), and passivity-based control (PBC) [14,15,16,17].



The second one aims to ensure an optimal performance to maintain the reliability and effectiveness of the controlled system operation under the influence of eventual external disturbances. The most known optimal control techniques are the Linear Quadratic Regulator (LQR), the Linear Quadratic Integrator (LQI), the Linear Quadratic Gaussian (LQG), and the predictive control [18,19].



The third one is the adaptive control technique, which is considered one of the current advanced techniques. It is designed to ensure the resilient and robust performance of the controlled system under changing conditions based on the adjustment of the control law. Indeed, this technique deals with eventual changes in all key system variables, such as inputs, outputs, state variables, and system parameters, by adapting dynamically the control law, where the main goal is to maintain the controlled system’s performance. The most well-known control methods that are based on adaptive control principles include observation-based control, extended adaptive techniques, model reference adaptive control (MRAC), and parameter estimation approaches. It is worth clarifying that all these techniques are applied to enable the adaptive control of the systems under study to ensure adequate and effective control with acceptable precision and flexibility in uncertain or time-varying environments.



For the adaptive control, which has been widely applied in modern control technique, is designed to ensure the system’s robustness and maintain consistent performance despite the changes in the variables. Indeed, it considers all system variables such as the inputs, outputs, state variables, and parameters, to formulate a control law that can dynamically adjust itself to these changes, hence ensuring system stability and optimal functionality regardless of fluctuations in operating conditions. The last one is the latest applied technique, which is used to develop the above-mentioned controls and to calculate the control gains for which the applied control law provides a better performance. Most techniques of this type require system data, which are fixed by a code instead of the control code built into other vector control techniques [20,21,22,23,24,25,26]. Among the aforementioned advanced techniques, the sliding mode control (SMC) is considered by the researcher as the most common technique used for the application of electrical machines. Although the classical sliding mode control (C-SMC) is characterized by its fast dynamic response, easy implementation, and relative robustness under high-performance conditions, such as disturbances and uncertainties, it suffers from the problem of chattering because of the time delay and space lag of the switch, the error of state detection, and other factors when applied to the actual system [27,28,29,30,31]. Several studies have addressed the problems mentioned above by proposing several solutions based on SMC methods, such as improved sliding mode control using the exponential switching law and chattering minimization based on the continuous approximation method [32,33,34,35,36]. Although it effectively contributes to the suppression of chattering in the slipping position and provides a better performance against sliding mode chattering, switching performance, and robustness due to the sigmoid function and the exponential reaching law, it suffers from the convergence stability of the system, which is reduced to a certain extent.



In reviewing some of the existing literature, several limitations have been identified in the referenced studies. Reference [6] exhibits notable shortcomings, including sensitivity to disturbances, performance constraints at high wind speeds, and a propensity for overshoot. Similarly, reference [35] demonstrates significant drawbacks, such as speed oscillations, the chattering phenomenon, and high computational demand. Furthermore, reference [36] demonstrates sufferings from the chattering phenomenon, sensitivity to parameter variations, restricted performance under extreme conditions, and the potential for over-actuation. These limitations highlight the need for more robust and adaptive control strategies to enhance the efficiency and reliability of wind energy systems.



Other studies have applied the integration of state variables into the conventional sliding mode surface using an integral sliding mode surface in order to provide a fast response time for the PMSG, reduce steady-state errors (SSEs), and achieve the required durability under external disturbances [37,38,39,40,41]. However, the application of the integral on the surface affects the quality of the controller because it produces the integral saturation of the integral sliding mode surface, resulting in the emergence of some large overshoots.



Some researchers have suggested improving the sliding surface using the terminal strategy, which presents remarkable characteristics as well as fast and finite-time convergence [42,43,44,45]. Unfortunately, the convergence time is relatively long and the dynamic properties are worse when the state of the system is far from the equilibrium point.



In order to solve the problems mentioned above, hybrid control is considered as one of the best solutions based on combining the advantages of the proposed control methods and mitigates their drawbacks. Some studies have proposed a hybrid technique between the sliding mode control and other advanced techniques, like adaptive, intelligent, or optimal controls. Furthermore, the application of hybrid control strategies can ensure that the system is controlled more effectively and the quality of the generated power is improved.



In this context, hybrid controls have been applied in some studies. In [46], to overcome the drawbacks of the conventional proportional–integral controller (CPIC) using the Harris Hawks algorithm (HHA), it was combined with an adaptive fuzzy logic controller (AFLC) as a speed controller. While [47] built a hybridization between a conventional proportional–integral controller (CPIC) and model predictive controller (MPC), the authors of [48] used a novel design combining two techniques based on a C-SMC, where the reaching law is based on fuzzy logic control and the equivalent law is based on fractional-order sliding mode control (FOSMC), and the surface was designed through the fractional order method.



However, there is an ongoing challenge of optimizing the performance characteristics in a larger form for the WECS based on the FP-PMSG and designing a robust control technique to obtain a high performance, which can deal with uncertainties and external disturbances.



Therefore, this paper proposes a novel control design for the FP-PMSG system used in a WECS, where a hybrid technique combining the second order of the terminal concept and the super-twisting algorithm has been applied to the speed loop, and the exponential reaching law-based sliding mode control has been applied to the current loop.



It is worth clarifying that the main contribution brought within the present paper can be summarized as follows:




	
A presentation of the hybrid control approach for a grid-connected WECS that combines the SO-TSMC and STA implemented on an FP-PMSG.



	
Enhances stability and smooth control operations by integrating a TSMC with an SO-STA, which reduces chattering.



	
Enhances the dynamic response of the FP-PMSG system to wind speed variations, ensuring accurate adjustments without worsening the performance.



	
Increases system robustness by handling external disturbances and parametric uncertainties, ensuring a consistent performance under various conditions.



	
Optimizes the energy conversion efficiency by operating at the optimal power extraction point, maximizing harvested energy from the wind.








The contribution of this paper is the design of control strategies to ensure the robustness and improved speed performance of the WECS based on the FP-PMSG studied in this paper under severe wind speed scenarios.



The remainder of the paper is organized as follows: Section 2 is dedicated to modeling the system, which consisted of a wind turbine, a mechanical transmission system, a generator (FP-PMSG), and a DC bus linkage for injecting generated power into the grid. Section 3 delves into the explanation of the proposed hybrid control design. Section 4 focusses on the control of the grid side converter (GSC), and Section 5 presents the Simulation Results and Discussion.




2. Modeling of the Wind Energy Conversion System (WECS)


The WECS was built through the integration of several complementary subsystems with a serial connection with each other. The wind turbine (WT) captures mechanical energy as the system’s input and transforms it into electric energy using an FP-PMSG. In this topology, the stator connection to the grid is indirectly ensured by rectifying the five-phase current with a machine side converter (MSC) to a DC bus with a capacitor, then injecting the produced power via a grid side converter (GSC), also known as a five-to-three-phase back-to-back converter (BTBC), as shown in Figure 1 [6].



2.1. Wind Turbine Modeling


Wind turbines are considered among the primary renewable energy systems for harnessing wind energy, which play a crucial role in the electricity generation system. They are mechanical devices that capture and convert wind energy from mechanical energy to electrical energy. The kinetic power offered by the wind to the wind turbine can be obtained based on the following expression [47,49]:


    P   w i n d   =    1   2    · ρ · A     · V   w     3    



(1)




where   ρ   is the air density (1.225 kg/m3), A is the area swept by the wind turbine rotor blades (m2) that is defined as   A = π   R   t   2    ,     R   t     is the radius of the wind turbine rotor (m), and     V   w     is the wind speed (m/s).



Indeed, the wind turbine harnesses and captures only a portion of the wind power, which is the captured power, and is defined as follows [47,50]:


    P   t   =   C   p     λ , β   ×   P   w i n d   =   C   p     λ , β      ρ · A     · V   w     3     2     



(2)




where Pt is the power captured by the wind turbine, λ is the tip speed ratio (TSR) that presents the ratio between the rotating speed and the tip tangential speed of the turbine, and β is the pitch angle.



Cp is the power coefficient that presents the ratio between the input wind power and the captured output mechanical power. Following Betz’s law, the maximum value of this coefficient is 59% [6]. Indeed, there are many expressions that are used for the calculation of this coefficient. In this paper, the used model of Cp is expressed as follows:


    C   p     λ , β   =   C   1          C   2       λ   ′      −   C   3   · β −   C   4     ·   e   −      C   5       λ   ′        + λ   C   6    



(3)






     1     λ   ′      =    1   λ + 0.08 β    −    0.035     β   3   + 1     



(4)






  λ =      R   t       V   w        ω   t    



(5)




where the coefficients C1, C2, C3, C4, C5, and C6 are presented as 0.5176, 116, 0.4, 5, 21, and 0.0068 respectively [6], and     ω   t     is the wind turbine rotor speed.



Generally, the operation mode of a WT is related to the wind speed, and it can be defined as four operation modes that are related to four regions defined by the wind speed levels, as shown in Figure 2. The first region (I) is related to the wind speed (Vw), which is below the startup speed (Vstartup). In this mode, the system is in the shutdown state, and no power is generated. When the wind speed surpasses the startup speed, the WT operates in the second mode, according to region (II). In this mode, the WT begins to generate power that is a function of wind speed. This operation mode ends when the rated wind speed (Vrated) is achieved. It is worth clarifying that in, this region (II), the WT requires the tracking of the maximum power point (MPPT) to ensure the optimal wind power available is captured. When the wind speed reaches (Vrated), the WT operates in the third mode, which is related to region (III), where the generated power should be constant and kept equal to the rated power of the WT. This result can be ensured by adjusting the pitch angle, β, of the turbine blades. However, the pitch angle has a limited adjusting range; hence, for the safety of the WT, when the wind speed surpasses what is called the cutout wind speed (Vcutout), the WT enters the fourth operation mode, corresponding to region (IV), where the WT is stopped and power is now generated as shown in Figure 2.




2.2. Design of the MPPT Control


The MPPT control allows for the determination of the optimal operation point to ensure the extraction of maximal power at variable speeds within the region (II), where the pitch angle is kept equal to zero, whereas the wind turbine rotor speed is continuously adjusted in accordance with the available wind velocity to attain the optimal rotational speed, corresponding to the optimal power produced. Indeed, the MPPT technique is based on the determination of the optimized values, such as λopt = 8.1 and Cp_opt = 0.48, to ensure maximum power extraction [6,51,52]. Figure 3 illustrates the block diagram of the MPPT system with the speed control and pitch angle control.



This block diagram is divided into five main blocks. The first block represents the wind turbine model, where the inputs are the wind speed, Vw; the pitch angle, β; and the rotation speed of the turbine,     ω   m    , used in Equation (5) to obtain TSR   λ  , whereas the output is the turbine torque, Tt:


    T   t   =      C     p   π   ρ   R   t   3         V   w     2     2 λ     



(6)







The second block is the gearbox, which is characterized by the multiplication ratio, G. Its inputs are the turbine torque (output of the previous block) and generator speed, ωg, whereas its outputs are the mechanical torque, Tm, and the mechanical speed, ωm.



The third block represents the shaft dynamics related to the momentum inertia, J, and F is the friction coefficient, where its inputs are the mechanical torque and the electromagnetic reference torque,     T   e , r e f    , and its output is the generator speed. The following equation explains what is inside this block:


    T   m     −     T   e , r e f   = F   ω   m   + J     ω  ˙    m    



(7)







The fourth block presents the MPPT controller responsible for tracking the maximum power point MPPT by identifying the reference mechanical speed from the current wind speed, Vw, and the generator reference speed as follows:


    ω   t , r e f   =      V   w       λ   o p t       R   t       



(8)






             ω   m , r e f   =   G · ω   t , r e f               T   t   =   G · T   m             



(9)







The main role of this block is to generate the reference electromagnetic torque [54].


    T   e , r e f   =   K   p       ω   m , r e f   −   ω   m     +   K   i    ∫      ω   m , r e f   −   ω   m        



(10)







The last block’s main role is to ensure the control of the pitch angle based on the reference generated power and the current generated power. Indeed, it serves to control the produced power by adjusting the pitch angle to prevent overload and reduce the stress on the shaft. This task is ensured by comparing the produced power with its theoretical limit. It is considered as a crucial factor for optimizing the aerodynamic efficiency and the control of the output power, and it is based on a mechanical servo system that is responsible for ensuring the adjustment. It operates at a rate of approximately 10 degrees per second and it requires a low dynamic response to prevent fluctuations. The pitch angle is limited at 90 degrees [55,56].


  β =      β   r e f         T   s e r v o   s + 1       



(11)




where     T   s e r v o     is the time constant;     β   m i n   ≤ β ≤   β   m a x    ,       β  ˙    m i n   ( t ) ≤   β  ˙  ( t ) ≤     β  ˙    m a x   ( t )  ;     β   m a x     is the maximum pitch angle and     β   m i n     is the minimum pitch angle.




2.3. Modeling of the FP-PMSG


Figure 4 presents a simplified scheme of the FP-PMSG. The distribution of the windings in spaces where each is separated by 2π/5. The mutual inductance for the closer winding is M1 and the far winding is M2, as the figure illustrates, assuming that the loss of iron and reduction in the eddy current are negligible for modeling. Furthermore, it assumes that there is no kind of magnetic saturation in the magnetic circuit of the FP-PMSM. These assumptions are well known in the research and are usually used for the modeling of electrical machines, and help to perform the modeling of the FP-PMSM. It can be said that this consideration helps with finding the right control for the FP-PMSM with better certainty.



The voltage equations can be written as [57,58]:


            v   a         v   b            v   c            v   d         v   e           =           e   a         e   b            e   c            e   d         e   e           −   R   s             i   a         i   b            i   c            i   d         i   e           −           L   s         M   1            M   2            M   2         M   1                 M   1         L   s            M   1            M   2         M   2                 M   2         M   1            L   s            M   1         M   2                 M   2         M   2            M   1            L   s         M   1                 M   1         M   2            M   2            M   1         L   s              d   d t              i   a         i   b            i   c            i   d         i   e                        



(12)




where     e   a    ,     e   b    ,     e   c    ,     e   d    , and     e   e     are the back EMFs, and     L   s     is the stator inductance.



Back EMFs can be defined by the following expressions [58]:


            e   a         e   b            e   c            e   d         e   e           =   ω   e     ψ   1             sin  ⁡    θ           sin  ⁡    θ −   2 π  /  5                sin  ⁡    θ −   4 π  /  5                sin  ⁡    θ −   6 π  /  5             sin  ⁡    θ −   8 π  /  5               + 3   ω   e     ψ   3             sin  ⁡    3 θ           sin  ⁡    3 θ −   6 π  /  5                sin  ⁡    3 θ −   2 π  /  5                sin  ⁡    3 θ −   8 π  /  5             sin  ⁡    3 θ −   4 π  /  5                



(13)




where   θ   is the electrical angle,     ω   e     is the rotor electric angular speed,     ψ   1     is the fundamental’s amplitude and,     ψ   3     is the third harmonic component of the permanent magnet flux linkage.



To ensure the successful transition to d − q and x − y frames based on Park’s transformation, it is essential to firstly Introduce the FP-PMSG model in the two bi-phase frames, such as   α 1 − β 1   and   α 3 − β 3 ,     which can be carried out using the Clarke’s transformation, as follows [58,59]:


            v   α 1         v   β 1            v   α 3            v   β 3         v   0           =     2   5             1     0          1        0        1  /  2                    c o s     2 π  /  5             sin  ⁡      2 π  /  5                c o s     6 π  /  5                sin  ⁡      6 π  /  5              1  /  2                    c o s     4 π  /  5               sin  ⁡      4 π  /  5                c o s     2 π  /  5                  sin  ⁡      2 π  /  5              1  /  2                    c o s     6 π  /  5               sin  ⁡      6 π  /  5                c o s     8 π  /  5                  sin  ⁡      8 π  /  5              1  /  2                      c o s     8 π  /  5               sin  ⁡      8 π  /  5              c o s     4 π  /  5                  sin  ⁡      4 π  /  5              1  /  2                      v   a         v   b            v   c            v   d         v   e              



(14)






            v   s d         v   s q            v   s x            v   s y         v   0           =           cos  ⁡    θ             − sin  ⁡    θ              0          0       0                   sin  ⁡    θ             cos  ⁡    θ              0          0     0                 0     0            cos  ⁡    3 θ              −   sin  ⁡    3 θ         0                 0     0            sin  ⁡    3 θ              cos  ⁡    3 θ         0                   0     0        0        0     1                   v   α 1         v   β 1            v   α 3            v   β 3         v   0                



(15)




where     v   α 1    ,     v   β 1   ,       v   α 3    , and     v   β 3       denote the FP-PMSG voltages of the   α 1 ,     β 1  ,   α 3  , and   β 3   axes, respectively.     v   s d   ,   v   s q     are the voltages of the stator d − q axes, and     v   s x   ,   v   s y     are the voltages of the stator x − y axes.



After the two transformations, the mathematical model of the FP-PMSG can be presented in the d − q and x − y frames as follows [51]:


                  v   s d           v   s q               v   s x               v   s y         =   R   s                   I   s d           I   s q               I   s x               I   s y         +                   ψ  ˙    s d               ψ  ˙    s q                 ψ  ˙    s x                 ψ  ˙    s y         +   ω   e                   − ψ   s q           ψ   s d             − 3   ψ   s y             3   ψ   s x            



(16)






          ψ   s d   =   L   s     I   s d   +   ψ   p m f l             ψ   s q   =   L   s     I   s q           ψ   s x   =   L   s     I   s x             ψ   s y   =   L   s     I   s y          



(17)




where:


       ψ   s d q   =          ψ   s d           ψ   s q          ,       ψ   s x y   =          ψ   s x           ψ   s y          ,       I   s d q   =          I   s d           I   s q          ,       I   s x y   =          I   s x           I   s y         ,  








    R   s     is the stator resistance,     L   s     is the stator inductance,       ψ   s d     and     ψ   s q     are the flux linkages of the d − q axes and       ψ   s x     and     ψ   s y     are the flux linkages of the x − y axes,     I   s d     and     I   s q     are the stator current components following the d − q axes and     I   s x     and     I   s y     are the stator current components following the x − y axes, and     ψ   p m f l     is the permanent magnet flux linkage.



The electromagnetic torque of the FP-PMSG, when taking into account the fundamental and third-harmonic components of the currents and the flux, can be expressed as follows [36,51]:


    T   e   =    5   2    p (    ψ   s d      I   s q   −   ψ   s q     I   s d   + 3   ψ   s x     I   s y   −   3 ψ   s y     I   s x   )  



(18)




where     T   e     is the electromagnetic torque and p is the number of pair poles.



If the third-harmonic currents are neglected, the following expression can be obtained:


    ψ   s d     I   s q   =     L   s     I   s d   +   ψ   p m f l       I   s q   =   L   s     I   s d     I   s q   +   ψ   p m f l     I   s q    



(19)






    ψ   s q     I   s d   =   L   s     I   s q     I   s d    



(20)







This leads to the following equation:


    ψ   s d     I   s q   −   ψ   s q     I   s d   =   ψ   p m f l     I   s q    



(21)







Finally, the electromagnetic torque of the FP-PMSG can be presented as:


    T   e   =    5   2    p   ψ   p m f l     I   s q    



(22)







Then, the mechanical torque equation can be expressed as follows:


    T   m   =   T   e   + F   ω   m   + J     ω  ˙    m    



(23)




where J is the moment of inertia and F is the friction coefficient.





3. Structure of the Second-Order Sliding Mode Approaches for the FP-PMSG


The sliding mode control (SMC) is a variable structure control method that ensures a robust control performance in the presence of uncertainties. It achieves system stability by maintaining the system’s states on a designated sliding surface. This control technique can be addressed through three sequential and complementary steps, defined as follows:




	
Selection of the sliding surfaces.



	
Establishment of conditions for existence and convergence.



	
Determination of the control law.








Indeed, the premise of this approach lies, firstly, in establishing a sliding surface with specific properties that guarantee stability and attractiveness [60]. In the general case, the choice of an adequate sliding surface is based on the proposal of Slotine and Li, which is expressed as follows [61]:


  s   x , t   =        d   d t    + λ     n − 1   · e   x , t    



(24)






  e =   x   r e f   − x  



(25)




where   e   is the error on the state variable,   x  ;   λ   is a strictly positive coefficient;     x   r e f     is the reference or the desired   x  ;   x   is the state variable of the system;   a n d   n   is the relative degree or the order of the uncontrolled system. It is defined as the smallest positive integer that shows that the aforementioned function can be differentiated for (n − 1) to ensure the existence of the control.



Based on the Lyapunov theorem, if a candidate function is chosen as   V =    1   2      s   2    , the control system will converge to the origin of a surface by choosing an adequate control input so that the sliding surface attractiveness condition,     V  ˙  < 0 ( s ·   s  ˙  < 0 )  , is satisfied, and hence the asymptotic stability is ensured [62].



To ensure convergence within a finite time, the aforementioned attractiveness condition, which can ensure only the asymptotic stability of the controlled system, can use a stricter criterion known as η attractivity that is expressed as follows [60]:


   s ·   s  ˙  ≤ − η   s       with   η > 0   



(26)




where   η   is a strictly positive constant.



Since the output variable, s, is constrained to zero in the conventional SMC, it can only be applied if the control is explicitly included in the first total derivative of s. Consequently, this method guarantees output control, solely when the relative degree is 1 [63]. Indeed, the first-order sliding mode design necessitates the system’s relative degree to be one with respect to the sliding variable. This limitation can be viewed as a significant drawback of the approach, as it constrains the selection of the sliding variable [64,65]. Furthermore, it has been frequently noted that this sliding mode approach often results in high-frequency switching control actions, leading to the phenomenon known as chattering. This effect can be challenging to prevent or diminish, particularly when the SMC is employed to control systems with rapid dynamics [64]. Thus, choosing a second-order surface is recommended for the SMC to ensure a better control performance. In this context, the second-order sliding model (SOSM) controller is proposed to be applied to the FP-PMSG presented in this paper, where the main goal is to ensure greater performance control and mitigate the main drawbacks faced by the conventional sliding mode control.


           x  ˙    1   =   x   2         x   2   = f   x   + b   x   u       



(27)






         x   1   =   ω   m , r e f   −   ω   m           x   2    ˙  =     ω  ˙    m , r e f   −     ω  ˙    m         



(28)




where     x =        x   1       x   2          t   ∈ R ,     f   x     and   b   x   ≠ 0   are smooth scalar functions, and   u ∈ R   is the control.



The synthesis of sliding mode control, like any controller, typically follows a structured process to achieve the desired control behavior and is composed of two main phases: the reaching phase, where the system states are driven to the sliding surface represented by an equivalent component, and the sliding phase, where the system states move or slide along the sliding surface, represented by a switching component.These phases allow the creation of the sliding mode control law [31,62].



The equivalent component, ueq(t), is supposed to hold the system stationary on the sliding surface during this phase, depending on the two conditions shown in Equation (29). The first phase requires choosing an appropriate sliding manifold to ensure the system state remains on the sliding surface until the desired control performance is achieved [66].


       s   x , t   = 0       s  ˙    x , t   = 0       



(29)







In order to build a suitable control law based on the switching or reaching component, us(t), the second phase transforms the system state of the sliding surface into an invariant manifold and compels it to reach the sliding surface in a finite period of time. Equation (30) describes the two components of the control law, such as the equivalent component and the switching component, related to the reference stator quadrature current that is used to ensure the PMSG’s speed control [52]:


           u   e q     t         u   s   ( t )        t   =            i   *     s q − e q   ( t )         i   *     s q − s          t    



(30)




where       i   *     s q − e q     is the equivalent stator quadrature reference current component, and       i   *     s q − s     is the switching stator quadrature reference current component.



Some researchers have suggested using a terminal SMC to solve the asymptotic tracking problem with a regular SMC and deal with nonlinear systems.



Additionally, this approach offers fast convergence and a small SSE of the system with the designed control point, which adds significantly to the stability of the closed-loop system. The primary goal of the sliding controller is to implement fractional power in the used terminal sliding surfaces in order to achieve a quick and finite-time state convergence, eliminate singularity, and deal with chattering issues during the sliding phase. The rate of convergence is accelerated by being close to the equilibrium point, which significantly improves the precision of the control performance. In this case, the sliding surface is as follows [67,68,69]:


  s =   x   2   + B     x   1        q   p       



(31)







As   s = 0  , the studied system behaves in an identical fashion, namely       x  ˙    1   + B   x       x   1        q   p      = 0  , where     x   1   = 0   is the terminal attractor of the system [69].   B > 0  ;   p  ,   q   are positive odd integers, and   p > q  .



The equivalent control is presented as [69]:


    u   e q   = −   b   − 1     x   (  f   x   + B    q   p          x   1          q   p    − 1   s g n     x   1     ·   x   2    )  



(32)







It should be noted that the term         x   1          q   p    − 1   s g n     x   1     ·   x   2     may cause singularity,     x   1   = 0  , while     x   2   ≠ 0   as   s = 0       x   2   = − B     x   1        q   p        should be satisfied. As long as      1   2    <    q   p    < 1  :         x   1          q   p    − 1   s g n     x   1     ·   x   2     is equivalent to         x   1       2    q   p    − 1    , which is non-singular, hence singularity may occur only in the reaching phase (switching phase) when there is insufficient control to guarantee     x   2   ≠ 0   for     x   1   = 0   [69].



When   s ( x , t ) = 0   and     s  ˙  ( x , t ) = 0  , the equivalent component, denoted as ueq(t), is required to sustain the system’s stability on the sliding surface throughout the sliding phase. Meanwhile, the switching component, us(t), is formulated through the utilization of an exponential reaching law, designed as follows to ensure the satisfaction of the reaching condition (also known as the sliding condition) during the reaching phase [8]:


    u   s   =   k   t 1     s   1   +   k   t 2   s i g n     s   1      



(33)







Finally, Equation (24) provides the law of control based on the TSMC:


    u   T − S M C   =   u   e q   +   u   s    



(34)







Although the TSMC has contributed to solving the asymptotic tracking issue encountered by the C-SMC, it still suffers from the problem of chattering. This chattering phenomenon can degrade control accuracy and lead to undesirable transient states that may compromise the system’s performance [31].



The super-twisting algorithm emerges as an exception in the realm of the second-order sliding mode control. This algorithm was developed to address control challenges in relatively complex systems. It aims to tackle the problems associated with TSMCs and consequently reduce chattering in the system, thereby enhancing control precision and system stability [60].



The super-twisting algorithm comprises two distinct components: a discontinuous section and a continuous segment [60].


         u   S T A   = −   λ   1   ·     s       ρ   1     s i g n   s   + w                   w  ˙  = −   b   1   · s i g n   s         



(35)







3.1. Design of the Speed Loop Control Based on the Hybrid Technique


The chattering issue of the terminal sliding mode control law in Equation (34) is overcome by using another switching law that is usually used in the super-twisting algorithm instead of the common one, where the final form can be written as Equation (36). In addition, a new hybrid control law for the switching components also contains a sliding surface of the TSMC, as shown in Equation (37) [60].


      I   s q − S O − S T A     *   =     I   s   q   e q − T S M C       *   +     I   s q s − S T A     *    



(36)




where:


          I   s q s − S T A   = −   λ   2   ·     s       ρ   2     s i g n   s   + w         w  ˙  = −   b   2   · s i g n   s                           s =   x   2   +   B   1       x   1        q 1   p 1                                 



(37)







Under the assumptions of   s = 0   and     s  ˙  = 0   [66], and by substituting Equations (23) and (28) into Equation (38), the regulated generator speed can be obtained using Equation (40):


    s  ˙  =     x  ˙    2   +     q 1   p 1       B 1         x  ˙    1     x   1        q 1   p 1    − 1   = 0  



(38)






      ω  ˙    m , r e f   −     ω  ˙    m   +    q 1   p 1      B   1         x  ˙    1     x   1        q 1   p 1    − 1   = 0  



(39)






      ω  ˙    m , r e f   −    1   J        T   m   −   T   e   − F   ω   m     = −    q 1   p 1      B   1       x   2     x   1        q 1   p 1    − 1    



(40)






    T   e   = − J (      ω  ˙    m , r e f   +    q 1   p 1      B   1       x   2     x   1        q 1   p 1    − 1    ) − F   ω   m   +   T   m    



(41)







The equivalent component of the quadratic current reference of the TSMC can be found by substituting Equation (41) into Equation (42):


      T   e     *   =    5 p   ψ   p m f l     2        I   s   q   e q − T S M C       *    



(42)






      I   s   q   e q − T S M C       *   = −    2   5 p   ψ   p m f l        J       ω  ˙    m , r e f   +    q 1   p 1      B   1       x   2     x   1        q 1   p 1    − 1     + F   ω   m   −   T   m      



(43)







Finally, the sum of Equations (37) and (43) obtains the hybrid control law of the reference quadratic current, which can be written as follows:


         I   s q − S O − S T A       *   = −    2   5 p   ψ   p m f l        J       ω  ˙    m , r e f   +   B   1      q 1   p 1        x   2     x   1        q 1   p 1    − 1     + F   ω   m   −   T   m         −   λ   2   ·     s       ρ   2     s i g n   s   −   b   2    ∫  s i g n   s                     



(44)








3.2. Designing Loop of Currents Based on the ERL-SMC


After the speed loop control, the next target is to control the output currents from the feedback loop of speed. In this part, a SMC is proposed to regulate the four currents, Idqxy, and the exponential reaching law (ERL) is applied to formulate the control as follows [70]:


  u   t   =   u   e q     t   +   u   s   ( t )  



(45)







For better accuracy and to achieve stability, the main condition,      V  ˙   =   S  ˙   S < 0    [71], must be satisfied, which led to the switching control as follows:


    u   s     t   =   K   e 1   S +   K   e 2   s i g n ( S ) )  



(46)




where     K   e 1     and     K   e 2     are positive control gains.



Equation (47) represent the sliding surfaces of the currents:


          S   s d     t   =     I   s d     − r e f   −   I   s d     t           S   s q     t   =     I   s q     − r e f   −   I   s q     t           S   s x     t   =     I   s x     − r e f   −   I   s x     t           S   s y     t   =     i   s y     − r e f   −   I   s y     t          



(47)







After using Equations (16) and (47), the following equations can be written:


                S  ˙    s d   =       I   s d    ˙    − r e f   −   −   R   s     I   s d   +   L   s     ω   e     I   s q   +   v   s d        1     L   s                S  ˙    s q   =       I   s q    ˙    − r e f   −   −   R   s     I   s q   −   L   s     ω   e     I   s d   −   ω   e     ψ   p m f l   +   v   s q        1     L   s                S  ˙    s x   =     I   s x     − r e f   −   −   R   s     I   s x   + 3   L   s     ω   e     I   s y   +   v   s x        1     L   s                    S  ˙    s y   =     I   s y     − r e f   − ( −   R   s     I   s y   − 3   L   s     ω   e     I   s x   +   v   s y   )    1     L   s             



(48)




where       V   d q x y     e q     is the equivalent control and     V   d q x y     t     is the switching control.



As a result, the following control laws for stator voltages can be selected:


          v   s d − r e f   =     v   s d     e q   +     v   s d     s           v   s q − r e f   =     v   s q     e q   +     v   s q     s           v   s x − r e f   =     v   s x     e q   +     v   s x     s           v   s y − r e f   =     v   s y     e q   +     v   s y     s          



(49)




where       v   d q x y     e q     is the equivalent control and       v   d q x y     s     is the switching control.



The final equation for the SMC based on the ERL control becomes:


          v   s q − r e f         v   s d − r e f   =     L   s         I   s d    ˙    − r e f   + R   s     I   S d   −   L   s     ω   e     I   s q   +   K   d 1     S   s d   +   K   d 2   sign (   S   s d   )       =   L   s         I   s q    ˙    − r e f   +   R   s     I   s q   +   L   s     w   e     I   s d   +     ψ   p m f l     ω   e   + K   q 1     S   s q   +   K   q 2   sign (   S   s q   )         v   s x − r e f   =   L   s         I   s x    ˙    − r e f   +   R   s     I   s x   − 3   L   s     ω   e     I   s y   +   K   x 1     S   s x   +   K   x 2   sign (   S   s x   )             v   s y − r e f   =   L   s         I   s y    ˙    − r e f   +   R   s     I   s y   + 3   L   s     ω   e     I   s x   +   K   y 1     S   s y   +   K   y 2   sign (   S   s y   )        



(50)




where     K   d q x y ( 1 , 2 )     represents the control gains of the SMC based on the E-RL.



After determining the control laws of both the current loop and speed loop, Figure 5 summarizes the control part of the machine side converter (MSC) where the outputs       v   s a     *    ,         v   s b     *    ,       v   s c     *    ,       v   s d     *    ,       v   s d     *     represent the reference stator voltages.





4. Regulation of the Grid Side with a Sliding Controller


Primarily, the GSC serves as a bridge between the direct current side (DC link) and the grid. This intermediary role allows for the bidirectional flow of power, enhancing the control over energy conversion and transfer processes. Moreover, the GSC ensures the regulation of the voltage level of the DC link, thereby ensuring stability and the efficient utilization of energy resources. The regulation of the DC link involves a systematic two-phase approach [50,72]:




	
Voltage regulation;



	
Direct and quadratic current regulation.








4.1. Voltage Regulation


In order to ensure the control of the DC link voltage,     V   d c    , using the SMC technique, it is important to choose a sliding surface, which is defined as follows:


    S   d c   =     V   d c −     r e f   −   V   d c    



(51)




where [50,73]:


  C    d   V   d c     d t    =    1.5   V   g d       V   d c        I   g d   −   i   d c    



(52)







    i   d c     is the inverter DC current, and C is the capacitor of the DC link.



The derivative of the surface,     S   d c    , is obtained as follows:


  C    d   V   d c     d t    =    1.5   V   g d       V   d c        I   g d   −   i   d c    



(53)







To achieve the law of convergence, taking into account that the surface derivative equals to zero, the switching control law must satisfy the following switching control law:


    I   g d − s   = −   γ   1   s i g n (   S   d c   )  



(54)






    I   g d − e q   =      V   d c     1.5   V   g d        C     V   d c − r e f    ˙  +   i   d c      



(55)







Hence, the control law that ensures the regulation of the DC link voltage can be expressed as follows:


    I   g d − r e f   =   I   g d − s   +   I   g d − e q    



(56)








4.2. Direct and Quadratic Current Regulation


In order to inject the produced power, which should be injected by the grid side converter, the mathematical model of the grid side converter in a rotating two-coordinate system is obtained by applying the Park transformation. Equations (57) and (58) represent the mathematical equations for the inverter in the rotating two-coordinate system [50].


    V   g d   =   R   g r i d     i   g d   +   L   g r i d      d   i   g d     d t    −   ω   g     L   g r i d     i   g q   +   u   d    



(57)






    V   g q   =   R   g r i d     i   g q   +   L   g r i d      d   i   g q     d t    +   ω   g     L   r e c     i   g d    



(58)




where     V   g d , g q     denote the GSC voltage elements,     i   g d , g q     express the current elements, and     R   g r i d   ,  L  g r i d     denote the resistor–inductor circuit grid,     ω   g   = 2 π   F   g    .



4.2.1. Direct Current Regulation


The sliding surface during current regulation is written as follows:


    S   d   =   i   g d − r e f   −   i   g d    



(59)







The derivative of the surface is:


      S  ˙    d   =     i   g d − r e f    ˙  +    1     L   g r i d          R   g r i d     i   g d   −   V   g d   −   ω   g     L   g r i d     i   g q   +   u   d      



(60)







To achieve the reaching law, the convergence condition must be satisfied:


    V   g d − s   = −   K   d g   s i g n (   S   d   )  



(61)






    V   g d − e q   =   L   g r i d   (     i   g d r e f    ˙  +      R   g r i d       L   g r i d        i   g d   −   ω   g     i   g q   +      u   d       L   g r i d      )  



(62)







By adding Equation (59) to Equation (60), the control law for direct current regulation is written as follows:


    V   g d − r e f   =   V   g d − e q   +   V   g d − s      



(63)








4.2.2. Quadratic Current Regulation


By following the same steps of the direct current control, the sliding surface and its derivative and switching laws are used to obtain a control law for the quadratic current:


    S   q   =   i   g q − r e f   −   i   g q    



(64)






      S  ˙    q   =     i   g q − r e f    ˙  +    1     L   g r i d          R   g r i d     i   g q   +   ω   g     L   g r i d     i   g d   −   V   g q        



(65)






    V   g q − s   = −   K   q g   s i g n (   S   q   )  



(66)






    V   g q − e q   =   L   g r i d         i   g q − r e f    ˙  +      R   g r i d       L   g r i d        i   g q   +   ω   g     i   g d      



(67)






    V   g q − r e f   =   V   g q − e q   +   V   g q − s    



(68)







Figure 6 describes the control part of the transmission of the power to the grid by regulating the DC link bus passing through the current control into the three-phase voltages references values       v   a     *    ,         v   b     *    ,       v   c     *     for pulse width modeling.






5. Simulation Results and Discussion


In order to validate the effectiveness of the proposed hybrid control technique for the studied WECS presented in Figure 7, it has been investigated under two main wind speed profile scenarios. The first profile uses a straightforward wind speed with incremental step changes to investigate the extreme sharp variation in the wind speed, as shown in Figure 8. The second profile is based on more realistic wind speed behavior, which imitates the highly volatile nature, variability, and dynamics of the wind speed. It combines a constant mean value with a certain turbulence component to investigate the fluctuating and stochastic impact of the wind speed, as shown in Figure 9. Furthermore, the present simulations also investigate the robustness of the proposed control against uncertainty, which reflects the parametric variation in the FP-PMSG within specific realistic and practical ranges.



It is obvious that, in both scenarios, the variation in the speed is considered as an external disturbance causing the direct changes in the mechanical torque and speed of the FP-PMSG. However, it is worth clarifying that the control of the GSC and the DC link voltage has been performed using the SMC strategy. The WECS has been controlled based on the MPPT approach and the FP-PMSG has been controlled based on the hybrid technique using different, modern sliding mode approaches, such as a rectifier, by the sliding mode with a capacitor. The grid side converter (GSC) is controlled using a PWM based on the sliding mode technique. Figure 7 shows the global scheme of the investigated WECS and the used control techniques.



The parameters of the WECS (wind turbine, shaft, FP-PMSG, etc.) used in this study are adopted from [6], and are represented in Table 1. Indeed, to confirm the effectiveness and accuracy of the application of the hybrid controls, such as the SO-TSMC-based STA, STA-SMC, and TSMC, to the FP-PMSM, a comparison of these control techniques has been carried out based on the simulation subjected to similar conditions and constraints. The exponential reaching law based on the sliding mode control is applied to the current loop. The different parameters used for each control technique are presented as follows:




	
TSMC:   B = 0.1  ,   q = 37  ,   p = 35  ,     k   t 1   =   10   5    ,     k   t 2   = 500  ;



	
STA-SMC:   λ =   10   5    ,   b = 50  ,   ρ = 0.5  ;



	
SO-TSMC-based STA:     B   1   =   10   − 5    ,     q   1   = 19  ,     p   1   = 17  ,     λ   1   = 0.1  ,     b   1   = 0.001  ,     ρ   1   = 0.4  .








5.1. Impact of Speed Variation


It is well known that the stochastic fluctuation of or variation in the wind speed is a crucial factor influencing the operation and performance of the wind turbine generation system and the quality of the produced power, creating problems in the whole wind energy conversion system. Indeed, this problem can be significantly mitigated if the operation mode of the generator (FP-PMSM) can be controlled based on the accurate knowledge of dynamic wind speed fluctuations, which can be measured in real time to allow the determination of the required reference speed to be tracked by the generator. Hence, keeping the speed of the FP-PMSM in the WECS to track it’s behavior based on Equation (5), while maintaining power generation at its optimal value, is a crucial and challenging task that needs to be addressed. In this work, the proposed hybrid second-order terminal sliding mode control is based on the super-twisting algorithm control technique (SO-TSMC-based STA). The TSMC and super-twisting algorithm sliding mode control (STA-SMC) are applied to ensure the control of the FP-PMSM. Figure 10 represents the FP-PMSM generator speed when the first wind speed profile shown in Figure 8 is taken into account. It can be noted clearly that the three control approaches can fulfill the requirements of wind speed tracking, but with different response times and steady-state errors, as elucidated by the zoomed-in areas related to each step variation in the wind speed. Indeed, the proposed hybrid control SO-TSMC-based STA is found to be the best control approach based on the response time, the SSE, and the type of ripples. The STA-SMC has a lower response time and less ripples compared to the TSMC, however it possesses an important SSE compared to the TSMC and the proposed hybrid control SO-TSMC-based STA, where it was noticed that the SSE related to the STA-SMC increased with the increase in the wind speed, as shown in the three zoomed-in areas of Figure 10. Furthermore, this issue clearly proves the asymptotic convergence of this control technique, where it converges theoretically within infinite time.



To accurately analyze the impact of each of the controls above, a zoomed-in image with a very-high resolution was taken at each speed step variation based on the speed profile shown in Figure 8. In this context, Figure 11 shows the first zoomed-in area related to the first identified reference speed step change (from zero to 7.854 rad/s), which presents the speed dynamics of the FP-PMSG under a constant wind speed of 10 m/s, related to the three applied control approaches during the startup within the time interval (0 s to 1 s), where the FP-PMSM speed reaches the identified reference speed (7.854 rad/s) but in different dynamics. It can be noticed that the performance indicators and the steady-state dynamics are not the same for the three control approaches, as shown in Figure 11a–c.



Indeed, Table 2 represents a comparative analysis of the applied control approaches related to this stage. It can be confirmed that the proposed hybrid SO-TSMC-based STA control approach outperforms the aforementioned two other control techniques through its faster response time in converging toward the identified reference speed within a finite time of 14 ms, compared to the response time of the TSMC, which converges to the identified reference speed in 138 ms, and to the STA-SMC, which converges asymptotically toward the identified reference speed, where it reaches nearly a steady-state speed (7.864 rad/s) in approximately 61 ms, as represented in Table 2.



Furthermore, the achieved SSE by the proposed hybrid SO-TSMC-based STA control approach relative to the identified reference speed is 0.0004%, which is neglected compared to the other two control approaches (STA-SMC and TSMC) with the values of 0.12% and 0.0005%, respectively, as presented in Table 2. As shown in the zoomed-in images in Figure 11, it can be ascertained that the ripple magnitude, or the tolerance band (TB), related to the SO-TSMC-based STA is of the order of 10−6, which is one to tenth the ripple magnitude obtained based on the STA-SMC (10−7), where both of them are practically neglected compared to the conventional SMC, and it can be said that the chattering effect is omitted. It can also be observed that the proposed hybrid approach has a frequency of 80 kHz, which presents half of the frequency noticed in the STA-SMC (160 kHz), which can be further considered as an advantage, even if these ripples are neglected and their effect is not practical. Furthermore, the observed form of the ripples is directly related to the chosen function of the control law. It is worth clarifying that even the TSMC converges toward the identified speed reference in finite time, but its TB is important compared to the other control approaches, the SO-TSMC-based STA and STA-SMC, which are estimated to be 103 and 104 times greater, respectively, even though their frequency is 10 kHz. It can be said that the impact of the ripple magnitude and its frequency has a correlation that can affect the FP-PMSG, especially on its mechanical dynamics, where it is obvious that, in the present study, the hybrid proposed SO-TSMC-based STA approach is the best compared to the other presented approaches for converging toward the reference speed in finite time, eliminating chattering issues, neglecting the TB, and creating less mechanical constraints for the machine during the steady-state operation mode.



Figure 12 represents the second zoomed-in area related to the second reference speed step change from 7.854 rad/s to 8.639 rad/s, where it can be noted clearly that the proposed hybrid control still has the lowest response time compared to the other control techniques. On the other hand, as shown in Figure 12a–c, it is clear that the three control approaches present the same performances related to the SSE, ripple magnitude, ripple frequency, and response time, similar to the first case, as demonstrated in the first zoomed-in area. However, the TSMC loses the stability characteristic of the TB, which will adversely affect the performance of the FP-PMSG. Furthermore, it is shown in Figure 12a that the STA-SMC maintains its TB. Unfortunately, its SSE is increased compared to the previous case. However, the proposed hybrid control maintains nearly the same SSE and TB, which makes it a better control compared to the STA-SMC and TSMC.



Figure 13 represents the third zoomed-in area corresponding to the third reference speed change from 8.639 rad/s to 9.425 rad/s, where it can be clearly noticed that the proposed hybrid control has the fastest response time compared to the two other studied controls. In order to verify that the proposed hybrid control has improved dynamics, Figure 13a–c represent the detailed dynamics of each control in a steady state. Indeed, the performance of the hybrid control is superior to both of the studied controls in that it has a lower TB and a lower SSE based on its average value, and it meets the identified reference speed within a finite time.



Table 2 summarizes the obtained results of the three controls for the generator speed at the step wind speed.



Figure 14 represents the dynamic changes in the rotation speed of the FP-PMSG through the above-mentioned three different controls under a variable wind speed profile shown in Figure 9. It is clear that all three control methods work satisfactorily through variations in the wind velocity, although the performances of the controls are slightly different from each other, which affects the power output of the FP-PMSG.



It can be observed clearly within the selected four zoomed-in areas that the STA-SMC has a neglected TB, but it has a remarkable instantaneous state error (ISE); the TSMC almost achieves less ISA with a high-frequency performance signal (FPS), allowing large ripples and a wider TB. However, the shortcomings of the related ISE, TB, and FPS are being solved by using the proposed hybrid control method that achieved better performance stability with the neglected ISE, TB, and FPS as confirmed by the four zoomed-in areas in Figure 14.



Figure 15 represents a comparative analysis of various control strategies by examining their ISE values, based on the representation of three zoomed-in areas. This figure visually evaluates the effectiveness of each technique in minimizing the ISE, emphasizing the stability and precision of the applied control methods. Among these strategies, the proposed SO-TSMC based on the STA approach exhibits neglected ISE values, highlighting its capability to improve the system’s performance and produce more precise speed tracking.



Notably, the STA-SMC offers a rapid response time along with the instantaneous variation in the reference speed, but the resulting average ISE is a relatively higher SSE. In contrast, the TSMC achieves smaller average SSE values, albeit with remarkable oscillations compared to the STA-SMC. However, the hybrid proposed SO-TSMC in this study, which incorporates the STA, demonstrates a superior overall performance. It combines a faster response time in tracking the dynamic variation in the reference speed with highly accurate tracking, yielding to neglected ISEs, and hence ensuring improved output power from the FP-PMSG.



The obtained results clearly indicate that the hybrid control outperforms all other considered control techniques.




5.2. Parameter Variation


In the second simulation scenario, the robustness of the proposed hybrid control strategy was thoroughly tested against parametric uncertainties in the FP-PMSG. Specifically, this scenario introduced stator resistance increases of 0%, 10%, 20%, 30%, and 40%, and stator inductance decreases of 0%, −10%, −20%, −30%, and −40%. These parameter changes were applied to assess the controller’s ability to maintain a stable performance under changing system parameters. Additionally, this scenario was evaluated under the aforementioned wind profiles, such as a straightforward wind speed profile with incremental step changes and a realistic wind speed profile that imitates the wind’s highly volatile nature. For each case of resistance increase and inductance decrease by 10%, which are labeled a’, b’, c’, d’, and e’, the effect on the generator speed was carefully observed. Despite the increasing resistance and decreasing inductance, the hybrid control showed a remarkable ability to handle uncertainties, demonstrating only the neglected impacts on the generator’s speed performance.



In the case of the realistic wind speed profile, which imitates the wind’s highly volatile nature, as shown in Figure 16, the hybrid control shows a minimal impact on the generator’s speed performance despite the applied uncertainties. Specifically, there is a slightly faster time increase at the startup, a negligible change in the ISE, and overall good stability in the response to wind speed fluctuations. The average ISE is estimated to be 0.0616%, demonstrating the precision and effectiveness of the control scheme. Figure 16 clearly illustrates these findings and proves how the system maintains robust control under the presented variations in the resistance and inductance. Furthermore, it highlights how the hybrid control strategy effectively mitigates the influence of parameter changes, maintaining a stable generator speed and smooth power output despite the high dynamics of the wind profile. This confirms the strong adaptability of the control’s approach to uncertainties of wind speed. Table 3 presents the average ISEs for the five cases, where lower average ISE values are recorded.



In the case of the straightforward wind speed profile with incremental step changes shown in Figure 17, the generator speed closely follows the wind profile along the changes in the three steps. By zooming into regions “a”, “c”, and “e” corresponding to each step change, the analysis reveals that the extended times of tracking the reference speed for the three speed step changes are estimated to be 37,5.10−5 s, 12,5.10−5 s, and 12,5.10−5 s. These values are observed specifically under the effect of the highest uncertainty levels related to cases (e’) and (d’). In contrast, it is obvious that, in the other uncertainty levels, the increased times for tracking the reference speed of the generator speed remained nearly unaffected.



Simultaneously, by focusing on zones “b”, “d”, and “f” in Figure 17 that present the SSEs for each speed step, the analysis shows that the largest values are 25.10−5%, 52.10−3%, and 16.10−2%, respectively. These values are specifically observed under the most significant uncertainty conditions, namely (e’) and (d’). These uncertainties involve the combined effects of increased resistance and decreased inductance, which directly impact the accuracy of the generator’s speed response. Despite these challenges, the hybrid control system is able to maintain its control effectively. For the remaining uncertainty levels, the SSE of the generator speed shows almost no deviation, indicating that the control system remains highly robust and capable of managing smaller parameter variations without having a significant impact on performance. These results demonstrate the hybrid control’s effectiveness in stabilizing the generator’s speed, even under unexpected substantial uncertainties, ensuring a consistent and reliable operation under various conditions.




5.3. Examination of the Wind Conversion SYSTEM Using the the Proposed Hybrid Control Under District Wind Profiles


In the final scenario, the performance of key parameters, such as electromagnetic torque, DC link voltage, power output, stator currents, grid currents, and current total harmonic distortion (THD), are thoroughly evaluated under the aforementioned two distinct wind profiles, such as the straightforward wind speed profile with incremental step changes and the realistic wind speed profile, which imitates the highly volatile nature illustrated in Figure 8 and Figure 9. This analysis focuses on how the hybrid control strategy adapted to the varying wind conditions to ensure stable power delivery, maintain grid current quality, and minimize the current THD. Both wind profiles are used to test the robustness of the system and to check the effectiveness of the control strategy in maintaining smooth transitions in the torque, a stable voltage regulation at the DC link, and effective current management at the stator and grid levels.



Figure 18a,b illustrate the mechanical and electromagnetic torques under the two different wind profiles. It is clear that each of the two figures contains two kinds of torque: mechanical torque,     T   m   ,   and electromagnetic torque,     T   e    , which are presented in Equation (23). Indeed, it seems that the two torques are superposed, which is not clarified by the zoomed in images added to the two figures. This issue can be understood from Equation (23), where the difference is   F   ω   m   + J     ω   m    ˙   . It is clear that the first term is neglected in front of the value of the two torques, and the second term is equal to zero when the speed is constant, as shown in the case of the straightforward wind speed, except at the points of the step change. For the second profile, it is clear that there is a slight difference, except for the short and limited times, where the speed can remain unchanged (within a very limit time).



Across both figures, the hybrid control strategy plays a critical role in minimizing torque ripples, as well as significantly reducing the overshoots and undershoots in both mechanical and electromagnetic torques. Specifically, the overshoot/undershoot values were estimated at 7.7% for the mechanical torque and 18% for the electromagnetic torque under the first case of the speed profile. This reduction highlights the control scheme’s ability to smooth out torque fluctuations, ensuring a more consistent performance. Moreover, the hybrid control contributes to stabilizing the overall torque behavior, even under dynamic wind conditions, thus improving the reliability and efficiency of the system. The control strategy’s effectiveness in reducing both the ripple and overshoot/undershoot demonstrates its strong ability to maintain an optimal torque performance under varying operational scenarios.



Figure 19a,b depict the performance of the DC link voltage under the previous different wind conditions. In both cases, the hybrid control strategy significantly improves the DC link voltage stability in terms of minimizing voltage chattering, reducing the TB to ±5 V, which represents the highest level of TB observed. It is important to note that, despite the dynamic changes in the wind speed, this controlled range ensures the system’s stable performance. In Figure 19b, which represents the straightforward wind speed profile with incremental step changes, the hybrid control further reduces voltage overshoots during transitions in the wind speed, where the largest observed overshoot is limited to 0.6%. This reduction in overshoot highlights the proposed control’s capability to maintain a nearly constant DC link voltage, even under abrupt wind changes, ensuring efficient power conversion and system stability. It can be said that the proposed hybrid control does not only minimize chattering and overshoot, but also enhances the overall performance of the DC link voltage under both wind speed profiles.



Figure 20a,b illustrate the performance of active and reactive power under the two distinct wind conditions. In both cases, the proposed hybrid control strategy significantly enhances the characteristic performance of both active and reactive power under a straightforward wind speed profile with incremental step changes and a realistic wind speed profile that imitates the highly volatile nature illustrated in Figure 8 and Figure 9. The analysis focuses on how the proposed hybrid control strategy (Figure 20a) ensures smooth and stable transitions in the active and reactive power, and effectively reduces the fluctuations and maintains a consistent power output despite the dynamic changes in the wind speed. This stability in power delivery is critical for ensuring efficient energy conversion and grid integration. Similarly, under a straightforward wind speed profile with incremental step changes (Figure 20b), the proposed hybrid control contributes to minimizing the power oscillations during abrupt changes in the wind speed. Both the active and reactive power follow the step variations with minimal overshoots or delays, ensuring a fast response and stable operation. This improved power control demonstrates the hybrid system’s ability to handle rapid wind speed changes while maintaining an efficient and reliable power flow.



Figure 21a,b display the FP-PMSG stator currents under a straightforward wind speed profile with incremental step changes and a realistic wind speed profile that imitates the highly volatile nature illustrated in Figure 8 and Figure 9. In both cases, the proposed hybrid control technique shows an effective limitation of the tolerance band of the stator currents and improves their overall stability across varying wind speeds. Furthermore, Figure 21c–e represent the THD values for each zone of the stator currents’ realistic wind speed profile, which imitates the highly volatile nature (Figure 21a). The results show that the proposed hybrid control significantly produces a lower THD, with values measured at 5.01%, 4.19%, and 4.05% for zones “a”, “b”, and “c” of Figure 21a, respectively. This THD reduction demonstrates the control’s ability to mitigate harmonic distortion and maintain a better current waveform under fluctuating wind conditions. On the other hand, Figure 21f–h present the THD results for the straightforward wind speed profile with incremental step changes (Figure 21b). Once again, the proposed hybrid control shows its effectiveness in reducing THD, with remarkably low values of 0.03%, 0.03%, and 0.04% for zones “a”, “b”, and “c” of Figure 21b, respectively. These results highlight the system’s high performance when minimizing harmonic distortion, even during sudden wind speed changes, ensuring the stator currents remain within stable and acceptable harmonic limits. Indeed, the obtained results demonstrate the proposed hybrid control’s capacity to maintain low THD levels across both wind profiles, which underscores its effectiveness in improving current quality and system reliability.



Figure 22a,b display the grid currents under a straightforward wind speed profile with incremental step changes and a realistic wind speed profile that imitates the highly volatile nature illustrated in Figure 8 and Figure 9, respectively. These figures prove that the proposed hybrid control technique effectively reduces the tolerance band of the grid currents under both conditions, resulting in more stable current profiles despite the varying wind conditions. Additionally, Figure 22c–e illustrate the THD in zones “a”, “b”, and “c” of Figure 22a, under a realistic wind speed profile that imitates the highly volatile nature, which demonstrates the effectiveness of the proposed hybrid control in achieving THD values of 0.78%, 1%, and 1.6%, respectively, reflecting an improved harmonic performance under dynamic wind conditions. Similarly, Figure 22f–h show the THD values for zones “a”, “b”, and “c” of Figure 22b, corresponding to the straightforward wind speed profiles with incremental step changes. In this case, the hybrid control again proves its robustness by achieving low THD levels of 1.8%, 0.64%, and 0.53% respectively. These results further emphasize the capacity of the proposed control strategy to maintain low harmonic distortion levels, contributing to better grid current quality and overall system efficiency across varying wind profiles.



Finally, the sliding mode controller is widely used in several applications [74,75,76]. Furthermore, other interesting research topics for PMSMs can be found at [77,78,79]. The grid connected converter [80,81] and prediction of the wind power [82] are also very interesting research topics. New control techniques are extensively presented in the literature [83,84,85].





6. Conclusions


This study presents a novel proposed hybrid second-order terminal sliding mode control based on the super-twisting algorithm technique (SO-TSMC-STA), which is designed to ensure the control of a wind conversion system (WECS) based on a Five-Phase Permanent Magnet Synchronous Generator (FP-PMSG). Indeed, the main goal of such a proposed hybrid algorithm is to maximize the energy harvesting capability from the wind based on the investigated WECS under realistic and severe wind conditions while maintaining the stability and the robustness of the whole WECS against external uncertainties, sudden disturbances of the wind, and FP-PMSG internal parameter uncertainties.



The obtained simulation results confirm the effectiveness of the proposed hybrid control, which demonstrates several enhancements in dynamic behaviors under different realistic constraints, such as high-speed response, accuracy, and chattering reduction. These improvements can be observed clearly within the overall control of the investigated WECS, such as the regulation of the DC link voltage, the accurate tracking of the speed, the improvement of the output currents under different scenarios of wind speed, and under parameter uncertainties of the generator. These findings demonstrate the efficiency of the novel proposed control design, among other techniques that have been presented in this paper, as well as the excellent performance in terms of the response time, accuracy, and the overall system’s stability. Indeed, the authors intend to extend the present study to the application of the proposed hybrid algorithm for the fault-tolerant control of the investigated systems under realistic constraints, which can offer a promising application to the multi-phase WECS aiming to improve the quality of wind energy harvesting, besides the improved quality of production energy at the end users and to the existing power system to which the WECS is connected.
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List of Symbols




	
     T   e     

	
The electromagnetic torque

	
     T   t     

	
Turbine torque




	
     T   m     

	
The mechanical torque

	
J

	
The momentum of inertia




	
     ω   t     

	
Wind turbine rotor speed

	
F

	
The friction coefficient




	
     ω   m     

	
Mechanical speed of rotor

	
     ω   e     

	
The rotor electric angular speed




	
     θ   e     

	
The electrical angle

	
     C   P     

	
The power coefficient




	
β

	
The pitch angle

	
     V   w     

	
Wind speed




	
   ρ   

	
The air density

	
     R   s     

	
Stator resistance




	
     L   s     

	
Stator inductance

	
p

	
The number of pair poles




	
     ψ   s d     

	
Stator flux linkage for direct axis

	
     I   s q     

	
Stator current for quadratic axis




	
    ψ   s d q   ;       ψ   s x y    

	
The d − q axes and x − y axes flux linkage

	
     I   s d q   ;   I   s x y     

	
The components’ stator current following the d − q axes and x − y axes




	
     ψ   p m f l     

	
The permanent magnet flux linkage

	
     v   s d q   ;   v   s x y     

	
The stator d − q axes and x − y axes voltages




	
     k   t 1   ;   k   t 2     

	
Control gains for the TSMC

	
     V   d c     

	
DC link voltage




	
    K   p    ,    K   i    

	
Proportional–integral (PI) regulator coefficients;

	
    B   1 , 2    ;     λ   1    ;   q 1 , 2 ; p 1 , 2  

	
Coefficients for the TSMC




	
    b   1 , 2         λ   1 , 2    

	
Coefficients used to regulate the performance of the super-twisting controller

	
     ρ   1 , 2     

	
Coefficients used to regulate the degree of nonlinearity




	
     K   e 1   ,   K   e 1     

	
ERL-SMC coefficients

	
     K   d q x y ( 1 , 2 )     

	
The control coefficients of the (SMC) based on (E-RL)




	
     K   d g   ;   K   q g     

	
Coefficients associated with the grid current loop

	
     γ   1     

	
Coefficients associated with the DC link voltage control loop




	
Abbreviations




	
WECS

	
Wind Energy Conversion System

	
FP-PMSG

	
Five-Phase Permanent Magnet Synchronous Generator




	
TP-PMSG

	
Three-Phase Permanent Magnet Synchronous Generator

	
SO-TSMC based STA

	
Second-Order Terminal Sliding Mode Control Based on the Super-Twisting Algorithm Technique




	
SMC

	
Sliding Mode Control

	
STA

	
Super-Twisting Algorithm




	
STA-SMC

	
Super-Twisting Algorithm Sliding Mode Control

	
FOC

	
Field-Oriented Control




	
DTC

	
Direct Torque Control

	
TSMC

	
Terminal Sliding Mode Control




	
FOSMC

	
Fractional Order Sliding Mode Control

	
ERL

	
Exponential Reaching Law




	
C-SMC

	
Classical Sliding Mode Control

	
GSC

	
Grid Side Converter




	
MSC

	
Machine Side Converter

	
BTBC

	
Back-To-Back Converter




	
SSE

	
Steady-State Error

	
TB

	
Tolerance Band




	
FPS

	
Frequency Performance Signal

	
ISE

	
Instantaneous State Error




	
THD

	
Current Total Harmonic Distortion
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Figure 1. General configuration of the WECS-based FP-PMSG connected grid. 
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Figure 2. The four operating regions of the wind turbine [46]. 
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Figure 3. Block diagram of MPPT speed with pitch angle control [36,53]. 
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Figure 4. FP-PMSG stator winding [57]. 
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Figure 5. Control MSC. 
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Figure 6. Control GSC. 
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Figure 7. Global scheme of the FP-PMSG control based on the TSMC, STA, and SO-TSMC-based STA. 
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Figure 8. Straightforward wind speed profile with incremental step changes to investigate the extreme sharp variation in wind speed. 
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Figure 9. Realistic wind speed profile that imitates the highly volatile nature, variability, and dynamics of the wind. 
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Figure 10. Generator speed under the TSMC, STA, and SO-TSMC-based STA control techniques for the first speed profile. 






Figure 10. Generator speed under the TSMC, STA, and SO-TSMC-based STA control techniques for the first speed profile.



[image: Energies 18 00355 g010]







[image: Energies 18 00355 g011] 





Figure 11. Closer look at the generator speed for ZONE (01); (a) SSE of STA; (b) SSE of TSMC; (c) SSE of SO-TSMC-based STA. 
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Figure 12. Closer look at the generator speed for ZONE (02): (a) SSE of STA; (b) SSE of TSMC; (c) SSE of SO-TSMC-based STA. 
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Figure 13. Closer look at the generator speed for ZONE 03: (a) SSE of STA; (b) SSE of TSMC; (c) SSE of SO-TSMC-based STA. 
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Figure 14. Generator speed under the TSMC, STA, and SO-TSMC-based STA control techniques for the second speed profile. 
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Figure 15. ISEs for different control techniques. 
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Figure 16. Robustness test at wind speed variation. 
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Figure 17. Robustness check for step wind speed. 
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Figure 18. Performance of mechanical and electromagnetic torques under: (a) wind speed variation; (b) step wind speed conditions. 
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Figure 19. Performance of the DC link voltage under: (a) wind speed variation; (b) step wind speed conditions. 
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Figure 20. Performance of the active and reactive power under: (a) wind speed variation; (b) step wind speed conditions. 
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Figure 21. Performance of the stator currents and its THD under the two wind speed profiles: (a) Realistic wind speed profile (where the sub-figures “a”, “b”, and “c” inside the figure represent the zooms of specific zones. (b) straightforward wind speed profile (where the sub-figures “a”, “b”, and “c” illustrate the zooms of specific zones. (c), (d), and (e) represent the THD relative to each zoon of Figure (a). (f), (g), and (h) represent the THD for each zone of Figure (b) respectively). 
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Figure 22. Performance of the grid currents and THD under the two wind speed profiles: (a) Realistic wind speed profile (where the sub-figures “a”, “b”, and “c” represent the zooms of specific zones. (b) straightforward wind speed profile (where the sub-figures “a”, “b”, and “c” illustrate the zooms of specific zones. (c), (d), and (e) represent the THD relative to each zoon of Figure (a). (f), (g), and (h) represent the THD for each zone of Figure (b) respectively). 
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Table 1. Parameter of the WECS [6].
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Characteristics of Wind Turbines

	
FP-PMSG Parameters

	
DC Bus and Gird Parameters






	
Blade radius

	
Rt = 35.25 m

	
Rated power

	
P = 1.5 MW

	
DC link voltage

	
Vdc = 1650 V




	
Air density

	
ρ = 1.225 kg/m3

	
Pole pair number

	
p = 40

	
Grid voltage

	
Vg = 575 V




	
Stator resistance

	
Rs = 3.17 mΩ

	
Capacitor of the DC link

	
C = 0.023 F




	
Optimal TSR

	
λopt = 8.1

	
Stator inductance

	
Ls = 3.07 mH

	
Grid frequency

	
Fg = 60 Hz




	
Optimal power coefficient

	
Cp_opt = 0.48

	
Permanent magnet flux linkage

	
    ψ   p m f l     = 7.0172 wb

	
Grid resistance

	
Rgrid = 0.5 Ω




	
Grid inductance

	
Lgrid = 17.5 mh











 





Table 2. Performance and characteristics of the hybrid control compared the other two controls.
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Controls

	
Response Time Tr (ms)

	
SSE (%)

	
Performance Effects






	
ZONE (01)

	
Hybrid control

	
14

	
0.0004

	
Tiny effect




	
STA

	
61

	
0.12

	
Little effect




	
TSMC

	
138

	
0.0005

	
Some effect




	
ZONE (02)

	
Hybrid control

	
08

	
0.0007

	
Tiny effect




	
STA

	
45

	
0.14

	
Little effect




	
TSMC

	
105

	
0.0008

	
Some effect




	
ZONE (03)

	
Hybrid control

	
06

	
1.6 × 10−8

	
Tiny effect




	
STA

	
50

	
0.16

	
Little effect




	
TSMC

	
103

	
0.0002

	
Some effect











 





Table 3. Average SSE values under variations in resistance and inductance parameters.






Table 3. Average SSE values under variations in resistance and inductance parameters.













	
	a’
	b’
	c’
	d’
	e’





	Average SSE (%)
	0.0616
	0.0634
	0.0636
	0.0634
	0.0693
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