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Abstract: This article used control theory to derive a non-linear exergoeconomic model for
a bench-scale pyrolysis unit. A combination of an autoregressive model with an exogenous
input model was involved to investigate the energy system. The economic prospects of the
unit were also examined by assigning the cost to the exergy content of the energy stream.
The analysis covered the detailed evaluation of the design and performance of an updraft
system. Thermally processed pine waste was used as a feedstock for the reactor. The
developed model fits well with the validation data extracted through the experimental
findings. The exergy cost flow rate of processed pine waste was estimated to be 0.027 ¢/s−1.
The exergoeconomic factor was the highest for pyrolysis oil and charcoal generated as the
end products of the thermal decomposition of processed pine waste.
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1. Introduction
Modern bioenergy is the genesis of newly developed infrastructure in industry and

academia that is powered via a renewable energy mix or relies on co-fire-based technologies.
The share of the same is around 55% of the net renewable energy source and about 6%
of the global supply chain. The rapid advancement of modern bioenergy is due to the
recent paradigm shift in emission policies. The net-zero emission by 2050 demands a swift
replacement of conventional fuels by bio-based fuels. From 2010 to 2021, a rise of 7% was
noticed in the utilization of modern bioenergy. Additional endeavors have been sought
to gain momentum in deploying modern bioenergy technologies with the common line
of action, i.e., Net Zero 2050. It was predicted that the installation of modern bioenergy
would be enhanced by 10% by 2030 without any detrimental impact on society and its
local environment [1]. Bioenergy, an asymptote to a zero-emission fuel, is one of the main
columns used to decarbonize current energy sources. Since bioenergy is quite flexible
with the conversion technologies, it can be used in residential complexes and industrial
plants as a source of heat energy. Some positive outcome related to biofuel is predicted in
small and heavy industries. A jump of 7% is predicted in Biojet kerosene by 2030, which is
nearly zero in 2021. Liquid biofuel consumption is expected to increase from 2.10 Mboe
to over 8 Mboe during 2021–2030, primarily for land transportation purposes. A hike of
around 54.54% in bioenergy could be materialized by 2030 in cement, pulp, paper, and other
small-scale industries. A steep rise in electrical energy generation through bioenergy from
750 TW·h (about 2.5% of total demand) to 1350 TW·h (about 3.5% of total demand) will
be visible by 2030. The negative emission is another benchmark of bioenergy that is also
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forecasted to play a pivotal role in achieving carbon neutrality. From 2 Mt of CO2 in 2021
to around 250 Mt of CO2 in 2030 is assumed to be controlled through BECCS (bioenergy
with carbon capture and storage) [2]. Globally, the United States, Canada, Brazil, Indonesia,
and India constitute 80% of global expansion in biofuel utilization, since these nations have
holistic policy packages that promote sustainable growth. In Europe, stumbling transport
fuel demand has nearly impeded volume growth despite having stringent state-level
policies. Internationally, a spike of 5.4% during 2022–2027 has been noticed in the biofuel
consumption [1,2]. To materialize the objectives of meeting net zero-emission, additional
momentum can be granted by involving biofuel production from waste resources. The
International Energy Agency proclaimed that 100 EJ of sustainable biomass can be derived
from woody residues, organic wastes, forest plantation, and short-rotation woody crops
planted on marginal land. These agriculture and forest resources also provided 50 EJ of
energy through liquid biofuel production. It is predicted that biofuel demand may reach
up to 14 EJ by 2040, whereas gasification and pyrolysis technologies can transform these
available feedstocks at a production cost of less than 50% as compared to conventional
technologies [3]. Aligning with similar conversion technologies, some challenges and the
qualitative impact of feedstock on the process are covered by a literature review based on
pyrolysis and gasification.

Kersten et al. (2005) discussed the two-dimensional and first-dimensional models of
Di Blasi and Bamford for biomass pyrolysis, respectively. It was concluded that the size of
biomass particles influences the conversion time. For small particles (≤ 3 mm) with a lower
external heat transfer coefficient (α), the influence of α on the conversion time is perceivable.
However, the particles with higher aspect ratios had a similar conversion time for both
1D and 2D models. It was also commented that the external heat transfer coefficient
has minimal impact on the product yields at typical fast pyrolysis temperatures [4–6].
Bridgewater (2012) concluded the advantages of fast pyrolysis while dealing with storage
and transportation issues. However, there is an economic disadvantage in it being more
costly than fossil-based energy and other non-technical issues while attempting to bargain
in the energy market [7]. Lak et al. (2023) proposed an innovative multigeneration system
that is used for district heating and cooling, and the production of bioethanol, biogas,
and electricity. Around 15 biomass sources were used to operate the system. Through
the process simulation using FORTRAN and Aspen Plus, it was found that the Cotton
stem had the highest CO2 emission (195.30 kg/MW·h), whereas switchgrass emitted the
lowest (147.00 kg/MW·h). Similarly, the exergy efficiency of the plant for rice straw was
the highest (68.30%). On the contrary, it was noticed to be the lowest for rick husk [8]. Shan
et al. (2022) proposed a biomass-driven thermophotovoltaic (TPV) technology to exhibit
better utilization of the energy as compared to the direct solar TPV. It was reported that the
percentage loss of exergy was highest during the combustion of biomass, which amounted
to 40%. The increasing fraction of moisture in biomass caused the TPV efficiency to drop
by more than 3%. It was also proposed that the extended area of TPV and modification to
the regenerator might curtail the exergy loss of flue gas and could improve TPV efficiency
by more than 10% [9]. Fakayode et al. (2021) examined the exergy of ultrasound-assisted
deep eutectic solvent-pretreated watermelon rind (WMR). Later, the processed biomass
underwent co-pyrolysis with coal. The exergy of watermelon rind was increased by 34.01%
after the pretreatment process [10]. Sezer and Ozveren (2021) proposed an artificial neural
network (ANN) to examine the exergy of the syngas. The maximum exergy predicted for
olive cake is 17.47 MJ·kg−1, whereas it is the least for coffee husk (12.48 MJ·kg−1) [11]. Tosun
et al. (2023) applied the five exergetic indices to examine a Biomass-integrated Gasification
Combine Cycle (BIGCC) coupled with Liquid Metal Magnetohydrodynamics (LMMHD).
Based on the analysis, it was concluded that the BIGCC had an average exergy efficiency
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of 49% under daily ambient temperature for a year at different air-to-fuel ratio (AFR) [12].
He et al. (2022) proposed a genetic algorithm to investigate a biomass-driven heat and
power cogeneration system. For municipal solid waste, the highest exergy was 41.36%
and the CO2 emission was curtailed by 0.90 t/MW·h. The simulated solution showed that
the exergy of the same biomass was increased by 1.62% during the optimization process.
Integration of the Stirling engine with the stand-alone system had the highest exergy and
the lowest carbon dioxide [13]. Yoder et al. (2011) discussed the economic pros and cons of
having a joint production of biochar and bio-oil. The primary controlling factor was the
heating rate of pyrolysis and based on the same, and it was reported that slow pyrolysis
was more favorable for biochar production than fast pyrolysis. Relatively speaking, the
economic vantage point would count on the cost of two outputs, i.e., biochar and bio-oil. It
was claimed that slow pyrolysis would be beneficial from an economic standpoint since
the cost of biochar rises relatively to the price of bio-oil [14]. Gill et al. (2021) performed a
series of experiments on hard- and softwood pellets and wooden chips. It was explained
that the elemental composition had an insignificant influence on product yield and quality.
The quality of bio-oil was claimed to be affected by O/C ratio [15]. However, several
parameters impact product yield and they were not comprehensively covered in the study.
Wang et al. (2005) conducted experiments on cylindrical particles of pine, beech, bamboo,
and demolition wood and it was concluded that a temperature of 450–500 ◦C would be
favorable to obtain the maximum bio-oil yield with the least water content. It was also
stated that the orientation of particles in the fluid bed did not affect much the conversion
time and bio yield while undergoing thermal decomposition at 500 ◦C; however, the water
content in the produced bio-oil yield was remarkably augmented for the particles larger
than 3 mm [16]. Amutio et al. (2012) performed experiments on pinewood using a conical
sprouted bed reactor. It was reported that the bio-oil yield was maximum at the thermal
decomposition temperature of 500 ◦C. It was also claimed that the char with a high surface
area is suitable for active char production if the pyrolysis is conducted at 600 ◦C [17].
Thoharudin et al. (2023) reported that the exergy and energy of the non-condensable gas
would increase with the temperature rise, whereas those of char would be dropped. The
exergy and energy of the bio-oil were claimed to be maximum at a pyrolysis temperature
of 500 ◦C. The higher feeding rate enhanced the energy and exergy efficiencies of the
fluidized bed reactor [18]. However, they did not discuss the temperature distribution of
the bed while discussing the exergy of the system. However, some other methodologies
can be incorporated to simulate the behavior of fluidized beds [19–21], but they have
not been addressed much in thermal system design. Chen et al. (2020) combined the
Computational Fluid Dynamics/Discrete Element Method (CFD-DEM) and a multi-step
reaction scheme to analyze a fluidized bed reactor. It was noticed that the increase in
temperature from 500 to 700 ◦C resulted in a rise in light gas yield from 17% to 25%,
whereas char yield dropped by 36.36%. It was also claimed that the particle size is relatively
undermined by the operating temperature range while determining the yield of products
of pyrolysis [22]. Wang et al. (2016) adopted a conventional approach to determine the
energy and exergy of a two-stage fixed-bed pyrolysis reactor. It was reported that the rate
of change in exergy and energy was maximum at 1000 ◦C. The carbon monoxide gas had
the highest contribution while evaluating the exergy and energy for an operating range of
800–900 ◦C. Likewise, methane comprised the highest quota in exergy and energy values
when the same reactor operated between 1000 ◦C to 1200 ◦C. However, the exergy and
energy efficiencies of the unreacted carbon and tar dropped with the increasing temperature
of the reactor [23]. Nayak and Datta (2022) proposed an entropy-based TOPSIS (Technique
for Order Preference by Similarity to an Ideal Solution) multi-criteria decision-making
method (MCDM) to rank and select a suitable rice husk (RH) variety among four varieties
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of paddy: Badsha-bhog, Lal-swarna, IR-36, and Shankar [24]. Nayak and Datta (2022)
attempted to encourage RH as a potential energy feedstock by optimizing paddy variety
selection. Thermogravimetry showed that the activation energy of different RHs varied
from 96.43 kJ·mol−1 to 99.37 kJ·mol−1 for an operating range of 185–390 ◦C [24]. So, the
optimization of feedstock could be an alternative way to assess the exergy of the system.
Venugopal et al. (2018) applied a non-stoichiometric equilibrium model based on Gibbs
free energy minimization to simulate the gasification of rice husk. They used FACTSAGE
version 6.3 to analyze the system. The maximum exergy of the mixture was reported at the
equivalence ratio (φ) of 0.25 and 725 ◦C. The increase in φ reduced the hydrogen content,
whereas the operating temperature was reported to have a reverse effect on hydrogen
percentage [25]. Zalazar et al. (2022) performed a macro-scale thermogravimetric analysis
of a pellet of pistachio waste. It was reported that the biochar and gas yields dropped by
19.44% and 14.28% with the increasing heating rate, respectively. Conversely, the bio-oil
yield was enhanced to 40% for the same range of heating rates [26]. Peters et al. (2014)
simulated the fast pyrolysis plant using Aspen Plus. The overall exergetic efficiency of the
plant was noticed to be 71.20%, whereas energy degradation was seen in the gas-and-char
combustor of the plant. The degree of irreversibility was also recorded to be relatively high
in the pyrolysis reactor, the bio-oil recovery section, the dryer, and the mill. The overall
plant efficiency was measured to be 73.20% [27]. However, no modelling was performed,
and the results relied on the database of the software. Tiara et al. (2019) performed an exergy
analysis of an oil palm empty fruit bunch to determine the effectiveness of the pyrolysis
reactor during the conversion process. Based on Gibbs free energy, it was estimated
the maximum hydrogen percentage would be perceived at the beginning of 355 ◦C. The
exergy estimation counted on the pyrolytic reaction of the cellulose. It was reported that
the maximum exergy efficiency of 96.33% would be obtained at 450 ◦C, where 1 mol of
cellulose would produce 5 mol of CO, 1 mol of methane, and 3 mol of hydrogen [28]. Wang
et al. (2014) proposed an exergy model for a typical coal pyrolysis system with a feeding
capacity of 1000 kg·h−1 for raw lignite. It was reported that the maximum energy loss took
place during the drying process of coal and the maximum exergy loss occurred inside the
pyrolysis reactor owing to the higher thermal gradient at the first reaction stage. The energy
quality factor was proposed to evaluate the grade of pyrolysis products, and it was claimed
that the tar had a relatively higher energy grade than that of semi-coke and syngas [29].

Predominately, the methodologies [17,18,23,28] were based on the conventional
scheme, which relies on theoretical evidence rather than developing a unique approach
to assess the thermal system. Based on the theoretical model proposed by Tsatsaronis
(1993) [30], a machine learning technique was used to develop a non-linear economic
model that involves temporal variation in the cost associated with the exergy of the system
powered by processed pine waste (PPN).

2. Materials and Methods
2.1. Mathematical Modelling of Energy System

A non-linear black-box system identification method, an autoregressive (AR) model
with an exogenous input (X) model, was used to evaluate the physical exergy of a laboratory-
scale pyrolysis unit. The output exergy of the gas (regressand) was estimated by evaluating
regressors. The dynamic value of the regressor relies on the current and past sampling
data and the past value of exergy as a part of a chain of causes and effects. In other
words, the regressors are mainly the input and output that are related to the latency of the
system. All these regressors are the input feeds to the non-linear and linear blocks of the
non-linearity estimator. However, it is up to the user end who can decide which subset of
regressors would be the input of the non-linear block. The non-linearity estimator block
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maps the regressors to the model response variable using the combination of non-linear
and linear functions. As compared to the conventional scheme or other non-linear system
identification models [31], it provides flexibility to adjust the regressor by the response
variable. It is to be noted that it is possible to exclude either linear or non-linear functions
whilst estimating the output of the model.

Mathematically:

ψ = JT( f (t)− H) + d + K(M( f (t)− H)) (1)

Here, J, H, d, and K are the model parameters. The first and second terms in Equation (1)
denote the outputs of the linear function and non-linear function blocks, respectively. M
represents the projection or influence matrix to map the vector of response values to
the vector of fitted values. The parameter d is a scalar offset. In case d ̸= 0, the term
JT( f (t)− H) + d represents affine. The block diagram of the non-linear ARX model is
shown in Figure 1.

Figure 1. The block diagram of the non-linear ARX model.

It is to be noted a non-linear dynamic system has been considered in this study,
which makes it different from a linear dynamic system with static non-linearity owing to
saturation and dead zone, as seen in the H–W model [20].

2.2. Exergoeconomics of Pyrolysis Unit

Economics encompasses the exergoeconomics of the small pyrolysis unit, which
provides an insight into the costs associated with initial investment, operating cost, and
maintenance and fuel cost. Another aspect covered in this analysis was related to exergy
costing, which is related to the cost of energy carrier, exergy destruction, and exergy losses.

Disregarding the change in kinetic and potential energy at the inlet and outlet, the
energy as well as entropy balance can be estimated using Equations (2) and (3), respectively.

.
Q +

.
W = ∑N

j=1 mjhj − ∑n
i=1 mihi (2)

Here, mj and mi are, respectively, the mass streams leaving and entering the system,

whereas
.

Q and
.

W represent the heat transfer and work exchange at arbitrary temperature
T between the system and its surroundings. The term h denotes the specific enthalpy
associated with the mass streams entering at the inlet, i and leaving at an outlet, j.

Similarly:
.

Q
T

+
.
Sgen = ∑N

j=1 mjsj − ∑n
i=1 misi (3)

.
Sgen is the entropy generation rate, whereas the term s denotes the specific entropy of

the system.
In the same manner, the exergy of the system within its boundary would be equal to

the change in the exergy, δψs, along with its destruction, δεD, which can further be divided
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into the exergies associated with heat transfer (δψ .
Q

), work exchange (δψ .
W

), and the mass
stream m entering and leaving the system [30,32].

δψs + δεD = δψQ + δψW − p0dV +
n

∑
i=1

δψs
i −

N

∑
j=1

δψs
j (4)

The additional term, −p0dV, Denotes the work performed at the moving boundary
by or on the surroundings. Here, p0 and dV are the pressure of the environment and the
change in the system volume, respectively.

For the steady state condition, it can be written as

.
εD =

.
ψQ +

.
ψW +

n

∑
i=1

.
ψ

s
i −

N

∑
j=1

.
ψs

j (5)

Here,
.
εD denotes the exergy destruction rate. The terms on the left side of Equation (5),

.
ψQ,

.
ψW ,

.
ψ

s
i , and ψs

j , represent the exergy flow rates associated with heat and work transfer
rates and the mass flow rates mi and mj at the inlet and outlet of the system, s, respectively.
If in this case the system is subdivided into k components, then the summation of energy
destruction at each stage can be estimated by using Equation (6).

εD,total =
l=k

∑
l=1

εDl (6)

In the same manner, the exergy related to the heat transfer Q can be computed through
Equation (7):

ψQ =

(
1 − T0

T

)
Q (7)

The total exergy of the material stream (ψT) can be calculated by adding the physical
exergy (ψPH) and chemical exergy (ψCH).

ψT = ψPH + ψCH (8)

Conventionally, the physical exergy of an energy carrier can be defined as the sum of
thermal exergy (ψTH) and mechanical exergy ( ψME) [30,32].

ψPH ≈ ψTH + ψME (9)

In other words, physical exergy for an open (control) system for product stream can
be given by

ψPH = (b − b0)− T0(s − s0) (10)

b, s, and T represent the Keenan function, entropy of the system, and the temperature
of the surroundings, respectively.

The chemical exergy of solid fuel or gaseous fuel can be estimated by determining the
chemical composition at the reference state T0 and P0.

If the mass ratio of oxygen (O) to carbon (C) is O
C < 0.667, and Equation (11) can be

used to calculate the chemical exergy of solid fuel [33].

ψCH = (NCV)0

[
1.0437 + 0.1882

(
H
C

)
+ 0.0610

(
O
C

)
+ 0.0404

(
N
C

)]
(11)

where H and N denote the fraction of hydrogen and nitrogen present in a solid fuel. The
term NCV represents the net calorific value of the solid fuel.
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For solid fuel with a mass ratio of 2.67 > O
C > 0.667

ψCH = (NCV)0

[
1.0438 + 0.1882

(
H
C

)
− 0.2509

{
1 + 0.7256

(
H
C

)}
+ 0.0383

(
N
C

)]
(

1 − 0.3035
(

O
C

)) (12)

In the case of the gaseous and liquid fuel, Equations (13) and (14) were used.

ψCH = −∆h0 + T0∆s0 + RT0

[
xo2 ln

(
po2

P0

)
− ∑ xqln

(
pq

P0

)]
(13)

where xo2 is the mole fraction of oxygen and the subscript q represents the components of
the products of composition. The change in the enthalpy of formation is denoted by ∆h0.
The symbol pO2 denotes the partial pressure of oxygen and P0 is the total pressure of the
gaseous mixture.

ψCH = (NCV)0

[
1.0401 + 0.1728

(
H
C

)
+ 0.0432

(
O
C

)
+ 0.2169

(
S
C

){
1 − 2.0628

(
H
C

)}]
(14)

The exergetic efficiency of the system can be estimated by using the ratio of the exergy
value of the product (ψP) to the exergy value of the fuel (ψF).

ηI I =
ψP
ψF

=

[
1 −

(
εD + εL

ψF

)]
(15)

where εL is the exergy loss that occurred owing to the design of the reactor.
The exergy destruction in any of the components (εDl) can be correlated to total fuel

exergy to the updraft unit, total product exergy to the unit and total exergy destruction in
the unit (εD,total).

y1 =
εDl

εD,total
(16)

y2 =
εDl

ψF
(17)

y3 =
εDl

ψP
(18)

The exergy destruction fractions in the unit to total exergy destruction, the exergy of
fuel, and the product exergy to the unit are, respectively, represented by y1, y2, and y3.

In the economic analysis, the total capital cost (ζ) included the monetary values related
to the investment (sunk cost), and operating and maintenance costs. This total capital cost
can be bifurcated into the capital cost associated with the exergy destruction (related to the
component size and its efficiency) (ζe) and the cost (ζ0), which is independent of exergy
flowthrough and the exergy destruction across a component.

ζ = ζ0 + ζe (19)

The assessment of the design and performance of a unit can be performed by knowing
the fraction of the total cost drained out of the system in the form of exergy destruction.
Therefore, it plays a pivotal role in making the energy system cost-effective since the cost
incurred to the end users is based on the fraction of energy that can be utilized to perform
a task. Also, it is essential to compare technical alternatives and the economic value of the
energy carriers. The concept of exergy costing relies on allocating funds to energy carriers
and the wastage of the same in the form of exergy destruction and exergy losses. Hence,
it is quite reasonable to estimate exergy cost per exergy unit [34,35]. Another aspect of
exergy costing is the relative location of a subsystem within the total plant since charging
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for the plant owing to exergy destruction and exergy losses at the uniform cost flow rate
per unit (tantamount to average costing per exergy unit of the fuel of the plant) will not be
important from the thermodynamic and economic point of view [30]. A fraction of total
exergy destruction impacts the output of the plant differently; for example, x MW of exergy
destruction in the coal gasifier will not impact the electricity generation as much as the
same amount of exergy destruction rate in the low-pressure gas turbine.

2.3. Experimental Set-Up

The experimental task was performed at the premises of the Hungarian University
of Agriculture and Life Sciences. The data collection was executed via a 16-channel data
acquisition system. K-type thermocouples were used to measure the temperature at four
different locations across the reactor. The pressure sensor was retrofitted with the lid to de-
termine the dynamic pressure of the producer gas. Thermogravimetric change in the mass
of material was based on a strain gauge measurement system. The sampling frequency
for the measurement was 2 Hz. As an interface between the developed system and the
transducer, the fifth version of the CATMAN module was considered. An orthographic
sketch of the reactor is illustrated in Figure 2. The physical set-up of the unit is depicted
in Figure 3. To tackle the heating range, a ceramic-based heating system was manually
developed that can withstand more than 1000 ◦C without any dielectric breakdown. How-
ever, safety concern was also given priority and therefore an isolation transformer was
provided to prevent the external circuit from failing. The voltage set-up to the heating
filament was provided via a variable transformer so that a predetermined bed temperature
could be met. The electricity measurement of the heating system was performed using the
multifunction analyzer. The generated gas was measured through a portable wood gas
analyzer equipped with gas wash bottles, a cotton wool filter, activated charcoal with a
cotton wool filter, and a series of activated alumina soaked with potassium permanganate
filters. To avoid condensation of tar, the gas was allowed to pass through a condensate
trap before the gas analyzer. The sample collection rate was 700 mL per minute for the
wood gas analyzer. To measure dust and tar content, 50 mL isopropanol was used. An
illustrative diagram of the tar collection unit is shown in Figure 4 [36]. Before initializing
the gas measurement, the volumetric rate was measured through a gas meter. The ultimate
analysis of pine waste and char content is provided in Table 1 [37]. The information related
to the equipment used is provided in Table 2.

Figure 2. The updraft pyrolysis reactor.
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Figure 3. Schematic diagram of the updraft unit.

Figure 4. The collection unit for pyrolysis oil [36].

Table 1. The ultimate analysis of pine waste and the char obtained after pyrolysis.

Material Type C% H% N% O% S% Bulk Density (kg·m−3) Heating Value (MJ·kg−1)

PPN 53.40 6.54 0.39 36.79 0.10 730.00 23.44

Char (PPN) 72.65 3.48 1.57 14.17 0.26 - 27

Table 2. The detailed information related to the equipment used for experimental purpose.

Components Manufacturer Measuring Range/Capacity/Accuracy

Gas meter Ganz 2000, Budapest, Hungary 0.04 m3/h, 0.49 bar

Multifunction analyzer EMD 90, Contrel Electtronica, Lombardy, Italy

Power < 1%
Current < 0.5%
Voltage < 0.5%

Power factor < 1%
Measuring range: 30–500 Hz

VY Strain gauge HBM, Darmstadt, Germany Nominal resistance: 120–350 Ω

Quantum X data acquisition system
(DAQ) HBM, Darmstadt, Germany Sampling rate: 250 kHz

Pressure gauge Huba control AG, Würenlos, Germany Pressure < 0.5%
Measuring range: 0.3–50 mbar

Gas analyzer VISIT-03H analyzer, Messtechnik EHEIM
Gmbh, Schwaigern, Germany

Gas volumetric rate: 0.8 L/min
Maximum Permissible pressure: 50 mbar

Note: Detailed information related to the economic model/metrology of the unit is provided in Supplementary
File S1.

3. Results
3.1. Dynamics of the Energy System

The change in the state properties of the system, temperature, and pressure with time
is illustrated in Figure 5a. The variation in reacted mass fraction, αB, with time is shown in
Figure 5b. A maximum pressure rise of 216.66 Pa was noticed at 20.30% of mass reacted
during pyrolysis of PPN or at the onset of devolatilization. Similarly, the total pressure
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was dropped to 28.77 Pa during the char formation (αB = 1). During the inception stage
of water evaporation, the system pressure rose by 434.42% with 0.31% of mass loss. The
recorded pressure at the onset of devolatilization was 135 Pa, which was 14.12% higher
than that noticed during evaporation. The overall fall in the pressure of the thermodynamic
system till the completion of devolatilization was 66.88%, which was further curtailed to
9.5 Pa till the completion of pyrolysis of PPN. The standard deviation in the total pressure
measurement across the reactor was ±55 Pa. The skewness in its distribution pattern about
its average value of 55.07 Pa was 0.6. Similarly, the distribution of pressure across the
reactor would exhibit the traits of the raised cosine function. The variability in the pressure
fluctuation during the decomposition of PPN was seen to be low.

Figure 5. The variation in the state properties (T, P) of the energy system (a) along with reacted mass
fraction (b).

The average bed temperature at the bottom surface (Tbb) was 708.38 K. The maximum
and minimum change in the bed temperature near the bottom surface with time was,
respectively, 995.43 K and 298.14 K. The heating rate during the evaporation was noticed to
be 7 K·min−1, which was increased to 12.52 K·min−1 during the release of the volatile gas.
A drop of 50.15% was seen in the heating rate of the reactor during the saturation in the



Energies 2025, 18, 445 11 of 19

change of mass of PPN with time. The temperature of the system was seen to be increased
by 44.64%. The temperature gradient across the bed was dropped by 45.36% at the end
of the devolatization. The standard deviation in the measurement of Tbb was ±519.90 K.
The measured value of Tbb is negatively skewed about its mean value. The distribution
characteristic of Tbb would show a resemblance with the uniform distribution function.
Similarly, the average bed surface temperature at (Tbt) was 458 K with a standard deviation
of ±437.07 K. The distribution pattern of Tbt was noticed to be positively skewed about
its mean value with a skewness of 0.48. The change in the surface temperature of the bed
after devolatization was augmented by 92.5% as compared to the onset of it. In the same
manner, it was raised by 11.21% during the evaporation of moisture content. Unlike Tbb,
Tbt was enhanced by 8.92% as the saturation in the changing mass of PPN was attained. The
average gas temperatures at the surface of the bed (Tgt) and at the outlet of the reactor (Tgo)
were, respectively, 399.56 K and 440.16 K. The standard deviation in the gas temperature
at the surface of the bed was 288.86 K, whereas it was 292.09 K for Tgo. A rise of 1.46% in
Tgo was seen at the onset of char formation, which continuously increased with the rate of
20.31 K·min−1 till the end of the charring process. This happened owing to the exothermic
reaction that occurred during the formation of H2 and CH4. The distribution function of
Tgt was seen to be negatively skewed about its mean value, whereas a positive skewness of
0.22 was in Tgo. Both Tgt and Tgo would share characteristics of the uniform distribution
function with a marginal change in its value over the given period.

The standard uncertainty in the total system pressure during the pyrolysis of PPN was
±2.94 Pa, whereas the change in the mass of PPN during the thermogravimetric process
was ±0.15 g. Similarly, the uncertainties in the measurement of the bed temperatures at the
bottom and top surfaces were, respectively, ±0.24 K and ±0.18 K. The gas temperature near
the top surface of the packed bed had an uncertainty of ±0.062 K. Likewise, the observed
uncertainty in the gas temperature at the outlet, Tgo, was ±0.064 K. The uncertainty
associated with the measurement of water temperature in the heat exchanger (HE) (Tw) was
±0.06 K. The power requirement during the pyrolysis of PPN (P) imparted an uncertainty
of ±1.55 W. The standard uncertainty measured during the experimental work is provided
in Table 3.

Table 3. The standard uncertainty in the measurement.

Material Tbb (K) Tbt (K) Pd (Pa) Tgt (K) Tgo (K) P (W) Tw (K) m (g)

PPN ±0.24 ±0.18 ±2.94 ±0.062 ±0.064 ±1.55 ±0.06 ±0.15 g

3.2. Exergy Analysis

The average value of physical exergy provided for the thermal decomposition of PPN
was 81.38 MJ·kg−1. The maximum exergetic efficiency (ηII) reported for the PPN was
68.82%, whereas the average value was estimated to be 46.46%. The exergy destruction
fraction (y1) for PPN was 0.88. As compared to the fuel (y2) and product exergies (y3), it was,
respectively, 0.08 and 0.16 for PPN. The exergy loss (εL) to the environment during thermal
decomposition of PPN was 45.89 of the total exergy of PPN. In the same way, the exergy
destruction (εD) held a 7.64% share of the total exergy of PPN. The product material streams
comprised gas generation and charcoal and oil production. Based on the exergy analysis,
the exergy efficiency of gas production was 71.90%. The remaining 24.14% of the total
physical exergy of gas was lost due to the irreversibility in the system, while 3.94% sank into
the environment during the transmission. The generation of charcoal accompanied 12.80%
of exergy lost to the environment through the reactor and removal from the reactor, whereas
22.19% of the physical exergy was lost due to exergy destruction. The percentage fraction
of exergy destruction during the char formation was 1% of the total exergy destruction of
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the system, whereas it was 0.87% and 0.47% for oil and gas, respectively. In the case of the
heating system, the exergy destruction was increased to 6% of the total exergy destruction.
The lowest exergy destruction was estimated for heat exchanger and pump, which was
0.068% and 0.05% of the total exergy destruction, respectively. The exergy loss during the
thermal decomposition of PPN was 98.14% of the total exergy loss of the unit, followed
by the heating system and reactor. The lowest exergy loss fraction was observed during
the operation of the auxiliary pump, which was 0.002% of the total exergy loss in the unit.
The indirect heating to the reactor was provided through a heating filament with exergetic
efficiency of 13.04%. Similarly, the heat exchanger and the pump were able to utilize 78.08%
and 87.81% of the total input exergy to the system, respectively. Detailed information
related to the computed physical and chemical exergies is provided in Table 4.

Table 4. The exergy content of components and material streams.

Component/Material Stream ψPH ψCH ηII εD εL y1 y2 y3

Heater 1.61 MJ·kg−1 00 13.04% 0.63 MJ·kg−1 0.77 MJ·kg−1 0.06 5.74 × 10−3 0.01

Reactor 0.55 MJ·kg−1 00 49.10% 0.21 MJ·kg−1 0.07 MJ·kg−1 0.02 1.91 × 10−3 4.11 × 10−03

Heat exchanger 65.80 kJ·kg−1 00 78.08% 7.11 kJ·kg−1 7.31 kJ·kg−1 6.86 ×10−4 6.47 × 10−5 1.39 × 10−4

Pump 58.99 kJ·kg−1 00 87.81% 6.12 kJ·kg−1 1.07 kJ·kg−1 5.91 ×10−4 5.57 × 10−5 1.20 × 10−4

PPN 81.38 MJ·kg−1 28.37 MJ·kg−1 46.46% 8.39 MJ·kg−1 50.37 MJ·kg−1 0.88 0.08 0.16

Gas 0.21 MJ·kg−1 0.15 MJ·kg−1 71.90% 50.70 kJ·kg−1 8.29 kJ·kg−1 4.76 × 10−3 4.61 × 10−4 9.94 × 10−4

Charcoal 0.68 MJ·kg−1 33.21 MJ·kg−1 65% 150.91 kJ·kg−1 87.05 kJ·kg−1 0.01 1.37 × 10−3 2.95 × 10−3

Oil 0.23 MJ·kg−1 16.51 MJ·kg−1 72.73% 93.42 kJ·kg−1 15.28 kJ·kg−1 8.78 × 10−3 8.51 × 10−4 1.83 × 10−3

Total 84.78 MJ·kg−1 79.61 MJ·kg−1 - 9.53 MJ·kg−1 51.32 MJ·kg−1 - - -

3.3. Exergoeconomics of the Energy System

The ARX model was adopted to develop the exergy cost model for different material
streams, which was fitted against the validation data in Figure 6a–e. Detailed information
related to the different exergy costs is provided in Tables 5 and 6. The comparison of
validation data of the relative change in product and fuel cost (I) with predicted model
flow is illustrated in Figure 7a–e.

Figure 6. Cont.
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Figure 6. The variation in the exergy cost rate (
.

CT
n ) of the material stream with time ((a)—PPN;

(b)—gas; (c)—charcoal; (d)—oil; (e)—heater).

Figure 7. Cont.
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Figure 7. The change in the average relative change in fuel and product cost (I) with time ((a)—PPN,
(b)—Gas, (c)—Charcoal, (d)—Oil, (e)—Heating system).
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Table 5. The average exergy cost associated with components and material streams.

Component/Material Stream
.

CT
n

.
C

T
j

.

CT
L,l

Ol I

PPN 0.027 ¢·s−1 0.24 ¢·s−1 8.60 × 10−3 ¢·s−1 0.22 1.15

Gas 0.0017 ¢·s−1 0.04 ¢·s−1 8.70 × 10−5 ¢·s−1 0.95 0.39

Charcoal 26.51 ¢·s−1 35.22 ¢·s−1 0.06 ¢·s−1 0.99 0.53

Oil 0.022 ¢·s−1 8.68 ¢·s−1 0.01 ¢·s−1 0.99 0.37

Heater 5.01 ¢·s−1 13.79 ¢·s−1 4.70 ¢·s−1 0.01 6.67

Table 6. Comparison between the predicted model and the validation data.

Component/Material Stream

.

CT
n

RMSE
I

RMSE
Validation
Data

Predicted
Model Non-Linearity Validation

Data
Predicted
Model Non-Linearity

PPN 0.027 ¢·s−1 0.025 ¢·s−1 Sigmoidnet 8.07 × 10−5 1.15 1.16 Sigmoidnet ±3.87 × 10−4

Gas 0.0017 ¢·s−1 0.0016 ¢·s−1 Sigmoidnet ±6.32 × 10−6 0.39 0.37 Sigmoidnet ±0.01

Charcoal 26.51 ¢·s−1 20.37 ¢·s−1 Wavenet ±0.26 0.53 0.52 Wavenet ±5.80 × 10−2

Oil 0.022 ¢·s−1 0.025 ¢·s−1 Wavenet ±2.63 × 10−4 0.37 0.37 Wavenet ±4 × 10−3

Heater 5.01 ¢·s−1 5.02 ¢·s−1 Wavenet ±3.87 × 10−4 6.67 6.64 Sigmoidnet ±0.06

Based on the exergy cost flow rate modelling, it was noticed that the derived value

of
.
C

T
n for gas generation was 0.0016 ¢/s−1 with an RMSE of ±6.32 × 10−6, which was

5.88% lower than the validated value of
.

CT
n . The predicted value of I for the gas was 0.37,

which dropped by 5.12% as compared to the validated value of I. The RMSE associated
with the I model was ±0.01. The estimated value of Ol for gas generation was 0.95. The

total exergy cost rate estimated for the gas generation (
.
C

T
j ) was 0.04 ¢/s−1 with

.
CT

L,l of 8.70

× 10−5 ¢/s−1. The percentage fit of model obtained for
.

CT
n was 77%, whereas this fit was

increased to 84.67% while predicting the value of I.

The associated average exergy cost rate (
.

CT
n ) with the charcoal generation was

26.51 ¢·s−1. The maximum and minimum exergy cost rate (
.

CT
n ) for the charcoal pro-

duction were, respectively, 26.78 ¢/s−1 and 25.97¢/s−1. The average predicted value
related to charcoal was 23.16% lower than the validation data. The root mean square error
(RMSE) computed for the charcoal exergy cost rate model was ±0.26. The maximum and
minimum values predicted through the Charcoal exergy cost rate model were, respectively,

26.22 ¢/s−1 and 25 ¢/s−1. The total exergy cost estimated for the charcoal production (
.
C

T
j )

was 35.22 ¢/s−1 with the exergoeconomic factor (Ol) of 0.22. The average relative change in
charcoal and PPN cost (I) was 0.53, whereas the derived value of I by the predicted model
was 0.52, which was underpredicted by 1.88%. The non-linearity of wave network function

provided the fit of 92.26% with the validation data of charcoal for
.

CT
n . The cost flow rate

related to the exergy loss (
.

CT
L,l) was noticed to be 0.06 ¢/s−1 for the charcoal generation.

Similarly, the average value of
.

CT
n for the oil production was 0.022 ¢/s−1 and the

average value obtained by the model was 0.025 ¢/s−1 (13.63% over predicted) with the
RMSE of ±2.63 × 10−4. The value of Ol estimated for the oil was 0.99 with a 37% relative
change in I, whereas the solution derived for I by the model was the same. The RMSE

associated with the I model for the oil production was ±0.004. The value of
.
C

T
j for the oil

production was 0.04 ¢/s−1, whereas the value of
.

CT
L,l was 0.01 ¢/s−1 for the oil production.

The percentage fit of model data with the validation data of
.

CT
n and I was, respectively, 94%

and 67%.
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The exergy cost flow rate
.

CT
n appended with the PPN was 0.027 ¢·s−1; with the average

relative change in its value before processing, it (I) was 1.15. The value of
.

CT
n predicted

by the derived model was 0.025 ¢·s−1 with the RMSE value of ±8.07 × 10−5, whereas I
model forecasted 1.16 as the average change in the PPN cost after processing it. The RMSE
obtained for the I model was ±3.87 × 10−4. The percentage fit of models obtained for

.
CT

n and I was, respectively, 84.82% and 74.30%. The obtained value of
.
C

T
j for PPN was

0.24 ¢·s−1, whereas the cost drained out of the system with the rate of 8.60 × 10−3 ¢·s−1.
The heating system powered via a variable transformer incurred an exergy flow rate

of 5.01 ¢·s−1, whereas the cost related to exergy loss (
.

CT
L,l) in the heating unit was 4.70 ¢·s−1.

The value of I obtained through the model for the heating unit was 6.64, which was 0.44%

lower than the validation data. Likewise, the
.

CT
n model provided 5.02 ¢·s−1 as the cost flow

rate imparted to the total physical exergy of the heating system.

The fitness percentages of
.
C

T
j model and I model for the heating unit with the valida-

tion data were 90% and 56%, respectively. The RMSE related to
.
C

T
j model was ±3.87 × 10−4.

On the other hand, it was ± 0.06 for the I model estimated for the heating unit.
The number of output regressors (k) and input regressors (l) along with the delay

between the input and output (m) and the prediction error in the final prediction error is
tabulated in Table 7. The smaller the prediction error, the better the model. Based on the
generated solution, the exergy cost models for oil production, gas generation, and PPN
provided relatively a good fit with the validation data as compared to models obtained for
the charcoal and heating unit. Similarly, the I model derived through the ARX scheme was
in good agreement with the validation data for charcoal, oil, and PPN as compared to the
heating unit. Based on the analysis work, the derived solution provided good consensus
with the theoretical model [30].

Table 7. The detail of model input parameters and Akaike’s final prediction error.

Material Stream
Regressors

.

CT
n

Regressors I Akaike’s Final Prediction Error Akaike’s Final Prediction Error

k l m k l m
.

CT
n

I

PPN 3 3 4 2 2 3 6.63 × 10−12 1.17 × 10−17

Gas 2 2 2 2 2 4 6.02 × 10−13 6.04 × 10−16

Charcoal 2 2 4 2 2 4 1.45 × 10−09 8.37 × 10−20

Oil 2 2 4 6 5 4 2.68 × 10−14 5.98 × 10−16

Heater 2 2 1 2 3 3 1.56 × 10−7 3.46 × 10−5

4. Conclusions
A thermodynamic system was examined using the exergy cost model, and for the same,

a non-linear model was proposed. Based on the exergy distribution and exergoeconomic
analysis, the salient points are enumerated as follows:

1. A drastic rise in the pressure was noticed during the dehydration phase of PPN with
a corresponding rise in temperature by 50.90%. At the onset of devolatilization, the
system pressure rose by 27.80% with a 45% conversion of the PPN during the reaction.
The char formation began with a 33.16% fall in pressure and a 5.46% increase in the
temperature of the bed. The exergy destruction in a particular component/material
stream to the total exergy destruction, the exergy of fuel, and the exergy of the
product was noticed to be maximum for PPN, followed by the heating system and the
reactor. The maximum exergetic efficiency (ηII) estimated based on the component
was maximum for the ancillary pump and heat exchanger, followed by maximum
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exergy conversion during extraction of pyrolysis oil and scavenging of producer gas
from the system.

2. The exergy cost model predominately followed the non-linearity in the form of the

sigmoidal and wave network functions. The exergy cost associated with charcoal (
.

CT
n )

reported by the proposed model was 20.37 ¢·s−1, an underprediction of the validation
data by a margin of 23.38%. Similarly, the exergy cost rate to the pyrolysis oil was
overpredicted by a percentage fraction of 13.63%. The overprediction in the change
in the relative change in the cost of PPN (I) was 0.86%. Comparatively, the relative
cost predicted by the ARX showed a good consensus with the validation for all the
material streams. The lowest RMSE (6.32 × 10−6) was appended with the exergy cost
model of the gas, whereas the maximum RMSE was seen in the model associated with
charcoal production. In the same way, the best-fitted model with the validation data
(I) was related to PPN and oil generation.
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