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Abstract: The smart grid approach is envisioned to take advantage of all available modern 

technologies in transforming the current power system to provide benefits to all stakeholders 

in the fields of efficient energy utilisation and of wide integration of renewable sources. 

Energy storage systems could help to solve some issues that stem from renewable energy 

usage in terms of stabilizing the intermittent energy production, power quality and power 

peak mitigation. With the integration of energy storage systems into the smart grids, their 

accurate modeling becomes a necessity, in order to gain robust real-time control on the 

network, in terms of stability and energy supply forecasting. In this framework, this paper 

proposes a procedure to identify the values of the battery model parameters in order to best 

fit experimental data and integrate it, along with models of energy sources and electrical 

loads, in a complete framework which represents a real time smart grid management 

system. The proposed method is based on a hybrid optimisation technique, which makes 

combined use of a stochastic and a deterministic algorithm, with low computational burden 

and can therefore be repeated over time in order to account for parameter variations due to 

the battery’s age and usage. 

Keywords: smart grid; power and energy measurement; energy storage; mathematical 

battery model; optimisation techniques 
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1. Introduction 

The Smart Grid was envisioned to take advantage of all available modern technologies so as to 

transform the current grid into a “smarter” grid. The main objective of having a “smarter” grid is, in 

particular, to facilitate the integration of: (i) renewable resources including solar and wind power at all 

levels from consumer premises to centralized plants in order to advance global energy sustainability; 

(ii) all types of energy storage and other resources such as plug-in electric vehicles (PEVs) to counter 

the variability of renewable resources and demand. 

Renewable resources, while supplementing generation capacity and addressing environmental 

concerns, bring reliability into question due to their volatility. Demand response and electric storage 

facilities are necessary to be able to address the economic viability of the grid and are perceived as 

supporting reliability by mitigating peak demand and load variability. 

Electrical energy storage systems disaggregate into a number of fairly well-defined categories [1–7]. 

Battery storage appears to be the most promising due to improvements in technology as well as its 

economy of scale. Storage tends to flatten the net demand profile and, as such, is expected to improve 

reliability. In addition, most battery storage devices can respond in millisecond time scales. Hence they 

can be valuable as enablers of fast controls in a Smart Grid. Storages of various sizes can be distributed 

throughout the grid, ranging from end-user customer premises to major substations and central power 

stations. This can alleviate congestion in terms of both transmission as well as distribution. 

In batteries, the energy of chemical compounds acts as a storage medium. A battery is a device that 

can store electrical power in the form of chemical energy and release this energy by means of chemical 

reactions when needed [8,9]. Since the characteristics of the battery (chemical reactions) are seriously 

influenced by the internal and external environment, it is necessary to establish accurate battery models 

which can facilitate the utilization of batteries more efficiently. 

This paper focuses on battery-based electrical energy storage for Smart Grids. In particular,  

the paper aims to present an optimisation method to identify the model parameters obtained from 

experimental data. The accurate model thus obtained can be integrated, in addition to energy source 

models and electrical loads, in a complete framework which represents a real-time Smart Grid 

management system that aims to achieve robust real-time control over the network from the 

perspective of stability and energy supply forecasting. The proposed method is based on a hybrid 

optimisation technique which makes combined use of stochastic as well as deterministic algorithms 

and has a low computational burden, therefore making it possible to repeat it over time in order to 

account for parameter variations arising as a result of battery age and usage. Similar techniques have 

been used by authors in other power system applications as well as for the measurement of transducer 

compensation and energy consumption minimization in electrical railway traction systems [10–15]. 

The content of this paper is structured as follows: in Section 2, after a brief review of the main battery 

models and the main factors influencing their accuracy, the utilized battery model is explained.  

In Section 3, the proposed procedure is presented: the experimental setup for battery characterization 

and the implemented optimization techniques are shown. Finally, Section 4 shows the experimental 

results and a comparison with other techniques explained in scientific literature. 
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2. The Battery Model 

Mathematical battery models aim to predict the behavior of batteries starting from a specific set of 

parameters. There are numerous factors that affect a battery’s operation including discharge rate, 

charge rate, battery age, battery type, and temperature. There are many methods of modeling battery 

operation and each model has its own benefits and drawbacks [16–43]. 

A wide variety of battery models with varying degrees of complexity have been developed. The two 

primary modeling strategies are circuit-oriented and mathematical modeling strategies [23,25,31,32]. 

The most simple battery models [24,28] are the mathematical models primarily based on the Shepherd 

Relation [30]. However, most conventional mathematical battery models are considered to work only 

for specific applications and can provide inaccurate results with 5%–20% error rates [29]. This paper 

investigates the possibility of an increment in the simulation result accuracy that is obtainable with the 

adoption of a simple Shepherd model [24], including some modifications, but with a more sophisticate 

extraction of model parameters from the results of experimental characterisation. In the following 

investigation, a brief review of factors affecting battery models and a description of the utilised model 

are reported. 

2.1. Factors Affecting Battery Models 

A rechargeable battery is composed of one or more electrochemical cells that convert stored 

chemical energy into electrical energy during a discharge process or convert electrical energy into 

chemical energy during a charge process [8,9]. The chemical reactions associated with the energy 

conversion take place at the two electrodes. The current in the battery arises from the transfer of 

electrons from one electrode to the other. When there is no current flow through a cell, the difference 

between the potentials of the positive and negative electrodes produces an Open-Circuit Voltage 

(OCV, E0) of the cell. When the current flows, however, mass transport is required to bring the 

reacting substances to the electrode surface or carry them away. As a result, the voltage under current 

flow is different from the OCV and the difference comprises: (i) an overvoltage at the electrodes 

caused by electrochemical reactions and concentration deviations on account of transport phenomena 

and (ii) ohmic voltage drops caused by the electronic as well as the ionic current flows in the 

conducting parts including the electrolyte, current-collectors and active masses [8,9]. Other important 

factors affecting battery performance and models include: battery capacity (Q), state-of-charge (SoC), 

state-of-health (SoH), rate of charge and discharge, temperature, and age [24]. 

The battery capacity represents the maximum amount of energy that can be extracted from the 

battery under certain conditions and is determined by the mass of active material contained in the 

battery. The SoC is defined as the fraction of the full capacity that is available for further discharge. 

The OCV of a battery is normally a function of the SoC due to the polarization impact, which is a 

factor that must be considered in battery modeling. The charging/discharging rates affect the rated 

battery capacity. According to Peukert’s equation, if the battery is being discharged very quickly, then 

the amount of energy that can be extracted from the battery is reduced [8,9,24]. The age and history of 

a battery also have impacts on the capacity of a battery. According to [44], SoC and SoH could be 

estimated from temperature and impedance measurements. 
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2.2. The Discharge Model 

The Figure 1 shows a typical discharge characteristic, for a Nickel-Metal-Hydride cell. 

Figure 1. Typical discharge curve. 

 

The adopted discharge model is similar to the Shepherd model but some terms are added. In fact, 

the adopted mathematical model for battery voltage is expressed in Equation (1), where all the 

quantities are explained in Table 1. 

ௗܸ௦ = ܧ − ܭ ܳܳ − ݐ݅ ∙ ݐ݅ − ܴ ∙ ݅ + ܣ ∙ exp(−ܤ ∙ (ݐ݅ − ܭ ܳܳ − ݐ݅ ∙ ݅∗ (1)

Table 1. Explanation of the quantities of Equation (1). 

Quantity Description ௗܸ௦ Battery voltage during discharge process [V] ܧ Battery constant voltage [V] ܭ Polarization constant [V/Ah] or Polarization resistance [Ω] ܳ Battery capacity [Ah] ݅ݐ = න  Exponential zone time constant inverse [Ah]−1 ܴ Internal resistance [Ω] ݅ Battery current [A] ܤ Exponential zone amplitude [V] ݅∗ Filtered current [A] ܣ Actual battery charge [Ah] ݐ݀݅

The term ܭ ொொି௧ ∙   is the polarization voltage expressed in such way as to better represent the ݐ݅

OCV behavior; ܣ ∙ ܤ−)ݔ݁ ∙   is an exponential term added to represent more accurately the (ݐ݅

voltage dynamics when the current varies and to take into account the OCV as a function of SoC;  ܴ = ܭ ொொି௧ represent an additional polarization resistance that with the adoption of a filtered current ݅∗ is able to reproduce an experimentally found voltage slow dynamic behavior for a current  

step response. 
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The term which represents the exponential zone voltage in Equation (1) is valid for the Li-Ion 

battery. For the other batteries (Lead-Acid, NiMH and NiCD), there is a hysteresis phenomenon 

between the charge and the discharge, regardless of the SoC of the battery [41]. This behavior occurs 

only in the exponential area, as shown in Figure 2 for a typical Lead-Acid battery. This phenomenon 

can be represented by a non-linear dynamic system: 

ܸ௫(ݐ)ሶ = ܤ ∙ |(ݐ)݅| ∙ ൣ− ܸ௫(ݐ) + ܣ ∙ ൧ (2)(݅)݊݃݅ݏ

where ܸ௫(ݐ) is the exponential zone voltage and sign(i) select the part of the equation used for the 

charging (sign(i) = 1) or discharging (sign(i) = 0) stage. The exponential voltage depends on its 
initial value ܸ௫(ݐ). 

Figure 2. Hysteresis in exponential zone for a Lead-Acid battery. 

 

2.3. The Charge Model 

The charge behavior, particularly the End of Charge (EoC) characteristic, is different and depends 

on the battery type. The Lead-Acid and Li-Ion batteries have the same EoC characteristics, because the 

voltage increases rapidly when the battery reaches the full charge. This phenomenon is modeled on the 

polarization resistance term. In the charge mode, the polarization resistance increases until the battery 

is almost fully charged (it = 0). Above this point, the polarization resistance increases abruptly. 

Instead of the additional polarization resistance of the discharge model (4), the polarization resistance 

is now indicated by: ܴ݈ = ܭ (3) ݐ݅ܳ

Theoretically, when it = 0 (fully charged), the polarization resistance is infinite. This is not exactly 

the case in practice. Indeed, experimental results have shown that the contribution of the polarization 

resistance is shifted by about 10% of the capacity of the battery. Equation (6) can be rewritten as: 

0 10 20 30 40 50 60 70 80 90 100
11

11.2

11.4

11.6

11.8

12

12.2

12.4

12.6

12.8

13

Time [s]

B
a

tt
e

ry
 V

o
lta

g
e

 [
V

]

Hysteresis Phenomenon

 

 

Discharge Curve
Charge Curve



Energies 2013, 6 4577 

 

 

݈ܴ = ܭ ݐ݅ܳ − 0.1 ∙ ܳ (4)

Like the discharge model, the exponential voltage for the Li-Ion battery is the A ∙ exp(−B ∙ it) term 

and for the Lead-Acid battery, the voltage is given by Equation (5). The NiMH and NiCd batteries 

have a particular behavior at End-of-Charge (EoC). Indeed, after the battery has reached the full charge 

voltage, the voltage decreases slowly, depending on the current amplitude. This phenomenon is very 

important to model because a battery charger monitors the ∆V value to stop the charge. 

This behavior is represented by modifying the charge polarization resistance. When the battery is 

fully charged (݅ݐ = 0), the voltage starts to drop. The charger continues to overcharge the battery 

ݐ݅) < 0) and the voltage decreases. This phenomenon can be represented by decreasing the 

polarization resistance when the battery is overcharged by using the absolute value of the charge (݅ݐ): ܴ݈ = ܭ |ݐ݅|ܳ − 0.1 ∙ ܳ (5)

Similarly to the discharge model, the exponential voltage for these batteries is given by (5). Finally, 

the equations for the four types of batteries are reported in Table 1: 

Table 1. Charge and discharge equations for the four types of batteries. 

Lead-Acid 
Discharge ܸ௧௧ = ܧ − ܴ ∙ ݅ − ܭ ܳܳ − ݐ݅ ∙ ݐ݅) + ݅∗) + ܸ௫(ݐ) 

Charge ܸ௧௧ = ܧ − ܴ ∙ ݅ − ܭ ݐ݅ܳ − 0.1 ∙ ܳ ∙ ݅∗ − ܭ ܳܳ − ݐ݅ ∙ ݐ݅ + ܸ௫(ݐ) 
Li-Ion 

Discharge ܸ௧௧ = ܧ − ܴ ∙ ݅ − ܭ ܳܳ − ݐ݅ ∙ ݐ݅) + ݅∗) + ܸ௫(ݐ) 
Charge ܸ௧௧ = ܧ − ܴ ∙ ݅ − ܭ ݐ݅ܳ − 0.1 ∙ ܳ ∙ ݅∗ − ܭ ܳܳ − ݐ݅ ∙ ݐ݅ + ܣ ∙ ܤ−)ݔ݁ ∙  (ݐ݅

NiMH and NiCd 
Discharge ܸ௧௧ = ܧ − ܴ ∙ ݅ − ܭ ܳܳ − ݐ݅ ∙ ݐ݅) + ݅∗) + ܸ௫(ݐ) 

Charge ܸ௧௧ = ܧ − ܴ ∙ ݅ − ܭ |ݐ݅|ܳ − 0.1 ∙ ܳ ∙ ݅∗ − ܭ ܳܳ − ݐ݅ ∙ ݐ݅ + ܸ௫(ݐ) 
3. Model Parameter Identification 

The method for identifying the model parameters of the battery proposed in [23,24] is based on the 

evaluation of the “Typical Discharge Characteristics” on the manufacturer datasheet of the battery and 

does not require experimental tests on the battery. It has been experimentally verified that such an 

approach, being simple and fast, is also of poor accuracy and can lead to significant deviations in 

battery behavior estimation, especially in dynamic conditions. In fact, the “Typical Discharge 

Characteristics” on the manufacturer datasheet of the battery are, in most cases, not characteristics of 

the specific battery but, at most, average values deducted for entire batteries stock. For this reason they 

can lead to a forecasting of battery behavior which is very different from the actual response. 

Moreover, some typical quantities of the battery, and thus some parameters of its model vary with 

battery life usage and conditions: a discharge curve experimentally taken at the beginning of the 

battery life could not represent the actual discharge curve of a battery with a certain number of 
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charge-discharge cycles. A continuous estimation and updating of the parameters is necessary to obtain 

reliable results over time. 

As it was previously said, in this paper the proposed approach to the identification of battery model 

parameters is based on the experimental evaluation of the discharge curve of the battery and on an 

optimisation procedure for the parameter assessment. The presented results in the following 

explanation refer to discharge at the nominal current (typically equal to 20% of the battery capacity) 

but the methods can also be extended to different currents with minor changes. The research procedure 

of model parameters is based on the minimization of a fitness function through the use of a hybrid 

optimisation technique (i.e., the combined use of a stochastic and a deterministic algorithm). The 

fitness function is a scalar function of the battery model parameters whose value carries out the 

deviation of the model from the experimental data. In the following subsections the automated 

measurement station for battery characterisation and the optimisation procedure are described. 

3.1. Automated Measurement Station 

In order to characterize the battery and record experimental data for model parameter identification 

and model validation, an Automated Measurement Station (AMS) has been set up. It is based on a four 

quadrant power supply, numerically controlled through IEEE 488 bus, and a PXI platform. Its block 

scheme is shown in Figure 3. It includes a module for data acquisition and one module for waveform 

generation. The data acquisition module has eight synchronous analog inputs and ±10 V input range,  

16 bits resolution and 500 kHz maximum sampling rate per channel. The generation module has one 

analog output at 16 bits, ±12 V output range, 100 MHz maximum generation frequency and a memory 

of 256 MB. Through the generation module, the desired waveforms are generated and then amplified. 

The utilised power supply is the Kepco BOP 20–20 M, with output ranges of ±20 Vpeak for voltage and 

±20 Apeak for current; the frequency bandwidth is in the range of DC-50 kHz. 

Figure 3. Block scheme of the realized Automated Measurement Station. 

 

It can operate in the four quadrants of the Voltage/Current plane and can therefore be used as a 

supply as well as an electronic load, i.e., to charge and to discharge the battery. Moreover, thanks to  

its wide output frequency range, it can be used both in static as well as dynamic charge/discharge 

conditions. As a voltage transducer, a resistive voltage divider has been used, while as current 

transducer a current shunt (Lem Norma Triax Shunt) with an input range of ±30 ARMS and a resistance 
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of 10 mΩ has been used. Measurement software has been developed in LabView, a graphical 

programming environment, measuring instruments oriented and distributed by National Instruments. 

3.2. Optimization Procedure 

A standard optimisation problem requires the definition of a scalar function, named fitness function 

or objective function: it must be applicable to every possible solution for the problem as it represents 

the validity of that solution. So a fitness function F may be defined as: ݔ:ܨ ∈ ܺ → (6) ܴ߳(ݔ)ܨ

where X is the space of the solutions; x a possible solution in X and R is the set of real numbers.  

The best solution is an ݔො such that: ܨ(ݔෝ) = ݐ (7)  (ݔ)ܨ

where ݐ	(ݔ)ܨ can be the minimum or maximum of the function F, depending on the actual situation. 

For the case at hand the fitness function has been defined as follows: 

(ݔ)ܨ = ඩ1ܰ ሾܸݏܽ݁ܯ(݇) − ሿ2ܰ(݇)݀ܯܸ
݇=1 + ݈݈ݑ݂ܸ) − 0ܧ +ܴ ∙ ݅ − (8) (ܣ

(݇)݀ܯܸ = 0ܧ −ܴ ∙ ݅ ܭ+ ܳܳ− ݅ ∙ ݇ܶܿ ൣ݅ ∙ ݇ܶܿ + ݅∗(݇ܶܿ)൧ + (9) (ܿܶ݇)ݔܸ݁

݅∗(݇ܶܿ) = ݅ ∙ (1 − ݁−݇ܶܿ ߬ൗ ݔ(10) ( = ,ܭ,ܴ,0ܧ) (11) (ܣ,ܤ,߬

where ெܸௗ(݇) is the model output at time ݇ ܶ; ெܸ௦(݇) is the measured battery voltage at time ݇ ܶ; ܶ is the sampling interval; ܰ is the number of points; 	߬ is the time constant of the filtered current ݅∗;  ݅ is the discharge current and ݔ is the vector of the variables, i.e., the model parameters which have to 

be identified. 

The Equation (9) comes from the discharge equation for a Lead-Acid battery reported in Table 2, 

where the quantities are now dependent on the discrete time variable ݇ ܶ. The quantity ݅ݐ, which is the 

integral of the current over the time, can be expressed as the product of the current ݅ and the time ݇ ܶ 
since experimental data obtained from a discharge process at constant current is considered. 

Table 2. Values of model parameters obtained from the two procedures. 

Quantity Simplified procedure Proposed procedure ࡽ [Ah] 27.40 27.40 ࡱ [V] 12.70 12.44 ࡾ [mΩ] 50.00 81.30 ࡷ [Ω]-[V/Ah] 0.085 0.016 ࣎ [s] 30.00 19.31  [s−1] 15.73 112.37  [V] 0.52 0.17 
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The battery capacity ܳ is a known parameter since it is directly obtained from experimental data. 

Experimental data, i.e., the battery voltage values during a discharge process, is obtained using a 

completely charged battery and making it discharge at a constant nominal current (typically equal to 

20% of the battery capacity). 

The fitness function in Equation (11) is composed of two terms: the first represents the root mean 

square error among measured and simulated battery discharge curves, while the second represents a 

condition on battery voltage which should be verified at the time t = 0, before the current changes its 

value from zero to nominal value. This term can be obtained from the equation of a battery model 

substituting t = 0. Considering the formulation of the fitness function in Equation (11), an optimal 

solution for the problem is an ݔො that minimizes it [10–15]. 

The choice of the best parameter values for optimal approximation of battery operation can be 

formulated, from the mathematical point of view, as an inverse problem [45] and solved by adopting 

optimisation techniques [46]. An objective function, describing the difference between desired and 

obtained frequency responses has to be defined and minimized by an optimisation algorithm. The 

choice of the chosen objective function affects at the same time the optimality of the solution as well 

as the computational complexity of the research.  

The optimisation problem here studied has a non-linear objective function with six independent 

variables. Therefore, the research space should be R6, with R being the whole set of real numbers. 

Nevertheless, this interval can be reduced adopting some constraints on solution characteristics. The 

constraints divide the research space into feasible and infeasible regions with remarkable reduction of 

computational burden [47]. Constraints can be of two types: 

• equality and inequality constraints; 

• bounds on variable values. 

A solution that does not satisfy all the constraints and all the bounds is called an infeasible solution 

and it is ignored. A constraint, for the case in question, must be imposed on the variables: They must 

be greater than zero. So a linear inequality constraint is imposed. In order to numerically study the 

Equation (11), a hybrid scheme based on the combination of a stochastic and deterministic approach 

has been adopted [48,49]. The two approaches are used in a combined way to take advantages of their 

complementary characteristics. In fact, the deterministic approach is the fastest way to calculate a 

solution but the quality of the results strongly depends on the choice of the starting point.  

Non-deterministic approaches do not depend on the initial choice and are usually slow in finding out 

optimal solutions. Starting from these considerations, an initial exploration of space of solutions is 

made by a genetic algorithm having a population size greater than the number of variables chosen as a 

target. Then, the obtained values are used as initial points to run a constrained deterministic approach 

based on the Sequential Quadratic Programming (SQP) [47] to find out an optimal solution. The SQP 

algorithm was preferred over simpler algorithms (such as zero-order methods) taking into account the 

information about the derivative of the objective function and, in addition, to include in direct way  

the above-mentioned constraints. The optimisation routine was written in a MatLab environment, 

using the “Global Optimisation Toolbox”. Regarding the computational burden, the proposed method 

requires about ten seconds to converge to optimal solutions, running on a commercial Personal 

Computer with standard performance, based on the Microsoft Windows operating system. Such a 



Energies 2013, 6 4581 

 

 

convergence time was obtained utilizing the following values for the main genetic algorithm 

parameters: (1) population size equal to four times the number of points of experimental  

characteristic [45–49], i.e., 64; (2) generation limit equal to 50; (3) fitness limit equal to zero; (4) stall 

generation limit equal to 20 s; (5) stall time limit equal to 1000 s; (6) tolerance on fitness function 

value equal to 10−9; (7) tolerance on constraint value equal to 10−15. 

4. Experimental Results 

In scientific literature, some papers propose the identification of the parameter values of the battery 

model based on an optimisation algorithm. In [23], a method for the parameter extraction for the 

runtime-based circuit-oriented battery model is presented. It is based on a strategy of minimizing the 

RMS error between measured and equivalent-circuit-estimated battery terminal voltages; the estimated 

battery voltage is considered as a function of the battery circuit parameter. The obtained results under 

static conditions are quite good, but no validation of the model under dynamic conditions is presented; 

moreover, it is said that such a method is computationally expensive. In [50], a model of the battery 

and a methodology for determining the parameters of a battery model using the catalog data of the 

batteries and Multiobjective Optimisation Genetic Algorithm is proposed. The technique is applied to 

different battery types. The presented experimental results refer only to static conditions. Moreover, 

since the method is not based on experimental data for the parameter identification, but rather on data 

taken from a battery datasheet, it cannot account for fabrication tolerances, the battery’s state of health, etc. 

In this section results regarding experimental characterisation of a battery, identification of its 

model parameters and model validation in dynamic conditions are presented. They refer to a lead-acid 

12 V, 44 Ah battery, but the procedure remains valid also for the other types of analyzed batteries, i.e., 

NiMH, Li-Ion, NiCd. Moreover, in order to prove its effectiveness, the obtained results have been 

compared with those obtained by simplified methods for parameter identification proposed in [23,24]. 

The simplified procedure is applied to the experimental discharge curve unlike what was done  

in [23,24] where reference was made to the discharge curve reported in the manufacturer datasheet so 

better results are expected. The applied simplified procedure proposed in [23,24], and here modified, 

consists of the following steps: 

• assigning a value for internal resistance ܴ, evaluating it from an experimental test; 
• evaluating values for ܳ, ܸ௨, ܸ௫, ܳ௫, ܸ, ܳ from experimental discharge curve (as 

illustrated in Figure 1) and extracting from them ߬, ,ܤ  ;ܣ

• calculating the values of the two remaining parameters, ܧ and ܭ, from two other points of the 

experimental discharge curve in the nominal zone. 

In the following two subsections the results obtained from tests in static and dynamic conditions  

are presented. 

4.1. Experimental Validation in Static Conditions 

The battery being tested has been completely discharged at a constant current of 8.8 A, that is  

a current equal to 20% of battery capacity (44 Ah). According to the Peukert effect ([8,9,24]),  

the extracted charge is lower than the rated capacity and equal to 27.4 Ah, which corresponds to a time 
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for complete discharge equal to 11,209 s. The simplified procedure and the proposed identification 

procedure have been applied to the measured discharge curve. The obtained values of the model 

parameters are reported in Table 2. 

With the values of model parameters reported in Table 2, the deviations between model outputs and 

experimental data have been evaluated. Figure 4 shows the measured discharge curve and the model 

output, where parameters are those obtained with the simplified procedure; Figure 5 shows the relative 

deviation. Figures 6 and 7 refer to the results obtained with the proposed procedure. Figure 6 shows the 

measured discharge curve and the model output, where the parameters are those obtained with the 

proposed procedure; Figure 7 shows the relative deviation. 

Figure 4. Measured discharge curve and model output with parameters from simplified procedure. 

 

Some comments stem from Figures 4–7. First of all, the exponential zone is well approximated with 

the proposed procedure, resulting in a maximum deviation lower than 1%; the deviation in the 

exponential zone with simplified procedure is about 4%. Then, in the nominal zone the root mean 

squared deviation is about 0.5% with the proposed procedure and about 0.9% with the simplified 

procedure. Finally, the end of the characteristic is not well approximated with both methods. In any 

case, this is a part of the curve that is not of interest: in fact, the residual charge is only a very little 

fraction of the battery capacity and, moreover, battery voltage rapidly decreases, representing therefore 

a very difficult operating zone for every power converter (such as inverters or DC/DC converters). 

Therefore, in static conditions, the proposed method produces results with a better approximation 

than those obtained by means of the simplified procedure, both in the exponential zone as well as in 

the nominal zone. 
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Figure 5. Relative deviation among measured data and model output (simplified 

procedure). (a) Discharge characteristic: Simplified procedure; (b) Zoom of Figure 5a. 

 
(a) 

 
(b) 

Figure 6. Measured discharge curve and model output with parameters from proposed procedure. 

 

Figure 7. Relative deviation among measured data and model output (proposed procedure). 

(a) Discharge characteristic: Proposed procedure; (b) Zoom of Figure 7a. 
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4.2. Experimental Validation in Dynamic Conditions 

In the scientific literature some papers propose the identification of the parameter values of the 

battery model based on an optimisation algorithm. In [23], a method for the parameter extraction for 

the runtime-based circuit-oriented battery model is presented. It is based on a strategy of minimizing 

the RMS error between measured and equivalent-circuit-estimated battery terminal voltages; the 

estimated battery voltage is considered as a function of the battery circuit parameter. The obtained 

results under static conditions are quite good, but no validation of the model under dynamic conditions 

is presented; moreover, it is said that such a method is computationally expensive. In [50], a model of 

the battery and a methodology for determining the parameters of a battery model using the catalog data 

of the batteries and Multiobjective Optimisation Genetic Algorithm is proposed. The technique is 

applied to different battery types. The presented experimental results refer only to static conditions. 

Moreover, since the method is not based on experimental data for the parameter identification, but 

rather on data taken from a battery datasheet, it cannot account for fabrication tolerances, the battery’s 

state of health, etc. 

In order to validate the proposed procedure, the battery has been subject to a test under dynamic 

conditions. A current pattern such as that in Figure 8 has been used: the period is a variable from  

20 min to 10 min, while the value is 8.8 A (i.e., a charge current) for a quarter of a period, zero for a 

quarter of a period, −8.8 A (i.e., a discharge current) for a quarter of a period and then zero for the last 

quarter of a period. The period has been chosen as a variable in order to test the battery with variable 

input situations. 

Figure 8. Current pattern used for test in dynamic conditions. 

 

Figure 9 shows the measured battery voltage and the model output, where the parameters are those 

obtained with the simplified procedure; Figure 10 shows the relative deviation. Figure 11 shows the 

measured battery voltage and the model output, where parameters are those obtained with the proposed 

procedure; Figure 12 shows the relative deviation. As for test under static conditions, also under 

dynamic conditions, some comments are merited. 
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Figure 9. Test in dynamic conditions: measured battery voltage and model output with 

parameters from simplified procedure. 

 

Figure 10. Test in dynamic conditions: relative deviation among measured data and model 

output (simplified procedure). 

 

With the simplified procedure, the maximum deviation is about 8% while root mean squared 

deviation is about 3.5%. With the proposed procedure, the maximum deviation is lower than 4%  

and the root mean squared deviation is about 1.5%. This means that the deviations obtained with  

the proposed procedure are lower than the half of the deviations obtained by means of the  

simplified procedure. 
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Figure 11. Test in dynamic conditions: measured battery voltage and model output with 

parameters from proposed procedure. 

 

Figure 12. Test in dynamic conditions: relative deviation among measured data and model 

output (proposed procedure). 

 

The importance of the model validation under dynamic conditions is evident: a storage system 

designed and realized for a smart grid, always operates under dynamic conditions. In fact, both the 

energy generation, which tends to charge the batteries of the storage system, as well as the energy 

consumption, which tends to discharge the batteries of the storage system, are strongly time varying, 

especially in the smart grid scenario. Therefore, there could be situations in which a large portion of 

the power network has to be supplied only with energy stored into storage systems: in these cases, 

having a model with low deviation allows the network operators to best choose the size of the storage 

system, and not to oversize it, with consequent great economic advantages. In this contest, the adoption 

of the proposed procedure to model the storage systems allows to predict with better accuracy the 

battery operation and, thus, to simplify the network management from a technical and economical 

point of view. 
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Compared to other methods for identification of parameter values for the battery model, such as [23] 

and [50], the proposed technique allows for a description of the battery operation even under dynamic 

conditions, starting from experimental battery characterisation under static conditions. Even if the 

model does not account for some parameters affecting its accuracy, such as State-of-Health of the 

battery, the proposed procedure can be repeated over time; in this way, new parameter values, 

describing the mutated battery operation, can be used in order to obtain a new accurate model. 

5. Conclusions 

In this paper a technique for optimisation of the extraction of model parameters for energy storage 

systems in Smart Grids, based on experimental data, has been presented. The method could help in 

performing an accurate modeling for storage systems, in order to achieve robust real-time control of 

the network, from the point of view of stability and energy supply assurance. Apart from the many 

techniques presented in the literature, the proposed method is based on experimental data and could be 

applied to continuous re-estimation and updating of model parameters. In this framework, this paper 

proposes a procedure that allows a continuous updating of model parameters, even taking information 

from charge and discharge that apply during normal battery operations, to obtain reliable results over 

time. The parameter extraction is performed with a low computational burden with a hybrid 

optimisation procedure. The performance of the proposed procedure has been validated under dynamic 

conditions and compared with techniques present in literature showing a better accuracy. 
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