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Abstract:

 This study suggests an optimization method for the life cycle cost (LCC) in an economic feasibility analysis when applying energy saving techniques in the early design stage of a building. Literature and previous studies were reviewed to select appropriate optimization and LCC analysis techniques. The energy simulation (Energy Plus) and computational program (MATLAB) were linked to provide an automated optimization process. From the results, it is suggested that this process could outline the cost optimization model with which it is possible to minimize the LCC. To aid in understanding the model, a case study on an industrial building was performed to outline the operations of the cost optimization model including energy savings. An energy optimization model was also presented to illustrate the need for the cost optimization model.
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1. Introduction


Korea is the fifth largest oil importer in the world. Since Korea does not produce oil, 97% of the fossil fuel used for energy is imported [1]. As a result, saving energy has increasingly become an important part of national policy. As buildings account for around 30% of energy consumption, energy efficiency should be improved and more renewable energy sources used to prepare for rising energy costs and evolving international environmental regulations. Energy policy for buildings includes strengthening the energy saving standards of a building, such as the U-value of the building envelope, or enforcing compulsory use of renewable energy sources. To adjust to these measures, however, construction companies have been meeting only the minimum standard each time regulations are tightened. This is caused largely by the misunderstanding that efforts to reduce energy consumption undermine profitability, meaning that energy saving buildings are not attractive to investors who wish to maximize profit.



According to prior research [2], a lack of information on the return period of an energy reduction investment or an energy saving strategy is a stumbling block for people to invest in energy saving processes. The cost of collecting the energy data or installing new energy-efficient equipment is hard to recognize as a cost saving investment when compared with the simple purchase of energy. This can be a greater obstacle to small and medium-sized enterprises. To overcome this, financial information such as life cycle cost should be gathered for the decision-making process of the building design. Architects experience many difficulties in the process of designing buildings with reduced energy consumption, one way of which is to find an optimal combination of the many variables that affect energy savings. As they cannot analyze all possible design alternatives and complex situations in the design process, it is difficult for them to be certain that this is the optimal design, despite undertaking numerous energy simulations. A model that can find the optimal combination using an algorithm would help to arrive at the optimal energy saving design in a timely manner. It is hard to decide if a building is a good investment in terms of the life cycle cost, even if an optimal building design that uses the least energy is produced. If a cost optimization model can be suggested, with application of all energy saving elements in the design process and the life cycle cost taken into consideration, companies may actively participate in constructing buildings that use less energy. In this context, this study aims to suggest a model that minimizes the life cycle cost through combined use of interactive energy saving strategies. It also presents the need for, and applicability of, the cost optimization model by applying this model to an industrial building with high energy consumption, a topic not yet addressed in previous studies.




2. Research and Development of Mobile Applications for Building Construction


2.1. Type and Characteristics of Optimization Technique


Optimization is the process of finding the best outcome amongst available alternatives that meet given requirements under given circumstances. It is also a method for isolating the global optimum within a given design space. The basic items required to perform an optimization are the design variables, objective functions and constraints. The following expresses optimization in a general mathematical sense.


minχ∊Rnf(X)










Subject to gi (X) ≤ 0, i = 1, 2, …, m










lj (X) = 0, j = 1, 2, …, p











Here, X represents design variables consisting of design vectors, and f(X) is a design vector consisting of the objective function. The constraints of the design vector is gi (X) ≤ 0, i = 1, 2, …, m and lj (X) = 0, j = 1, 2, …, p [3]. Determining the design variables, objective functions and constraints is the most important part of the procedure and requires the optimization technique. There are various optimization techniques which are used, depending on the constraints, the number of objective functions and many other classification criteria. These methods are generally classified as either deterministic or stochastic.



A deterministic method seeks a local minimum and uses a convex function, mostly based on the gradient method. Simplex methods and pattern search methods, however, are deterministic methods that do not take the form of a convex function. When a function has an exact solution, the calculations are fast. However, these methods are difficult to apply to non-linear problems and problems that cannot be solved with differentiation. In some cases, local minima, which are attained in a manner dependent upon the start point, are recognized as the optimal minima. Stochastic methods find a global optima based on a random search procedure. This is therefore a non-gradient method and uses only the function value for comparison. This category includes Simulated Annealing [4], Evolution Strategies [5], Genetic Algorithms [6], Tabu Search methods [7] and Differential Evolution [8]. These methods are effective at finding the global minima in non-linear problems and problems that cannot be solved with a differential, but can take much longer when compared with gradient methods.




2.2. Building Energy and Cost Optimization Resear


Recent building energy optimization studies at home and abroad have applied optimization from the design to the large-scale system. Interest in optimal control during operation has also increased beyond the design stage. This is in contrast to empirical analysis which uses energy savings as the sole parameter of the energy analysis program during design. Multi-objective optimizations have been applied with multiple optimization targets (objective functions) through use of the genetic algorithm [6], the Taguchi-ANOVA method [9] and the PSO algorithm [10] as optimization techniques.



Recent studies on cost optimized industrial buildings published in other countries [11,12,13,14,15] estimated all costs, including the building energy, reduction of CO2 emissions and life cycle cost. However, Korean studies [16,17,18,19] have limited their scope to the optimal construction costs, focusing on structure, materials and construction. Since many studies on optimizing the life cycle cost have considered energy, they applied the optimization technique by recognizing the outcome of the building energy analysis program as a cost. Therefore, the optimization technique also used a genetic algorithm (GA), an evolutionary algorithm and Tchebycheff optimization, similar to those used for energy optimization.




2.3. Building Energy and Cost Optimization and Genetic Algorithm (GA)


Optimization of the building energy and cost results in a multi-dimensional solution space must use a multi-objective optimization method, with the solution space having several local minima. The solution space is also characterized by discontinuities and non-linearity, with discrete and continuous variables existing together [20,21,22]. As a result of the size of the solution space, it is impossible to check all possible combinations. Seeking a solution using a gradient method is also impossible as many objective functions cannot be differentiated [23]. To find the correct method for such an optimization problem, this study reviewed the aforementioned optimization techniques. As a result, it is believed that, though the calculation is slower than with the gradient method, a non-gradient, stochastic method that is appropriate for non-linear and non-differentiable problems would be the best to locate the global minima. A genetic algorithm (GA), selected good designs by including combinations of variables to form the chromosomes, then evaluating the appropriateness and forming the next generation using an algorithm that ultimately produces the optimal solution (Figure 1).


Figure 1. Process of GA Algorithm.
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3. Life Cycle Cost (LCC) Analysis and Optimization Method


3.1. Need for LCC Analysis


Generally, buildings have a life cycle formed of planning, design, construction, maintenance, demolition and removal, with maintenance also accounting for a high proportion of the total cost. LCC data from the US and Japan [24,25] show that maintenance requires about three-to-five times the initial investment, as seen in Figure 2. Since the planning, design and construction stages are classified as the initial investment cost, usually excluding short-term operations costs, investment is not straightforward without a long-term vision.


Figure 2. Cash Flow during Life Cycle of Buildings.
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If the operational or environmental costs (CO2 emission costs) needed for building maintenance were predicted and provided as cost data, a high initial investment can be recognized as being reasonable from the perspective of the total expense. Interest in the environment and reducing energy consumption are increasing, and the national certificate system and energy saving laws evolve accordingly. As the energy saving methods are interactive, their effects may sometimes clash with one another. As a substantial initial investment does not bring about a proportionate reduction of the energy cost, the total cost of designing energy saving buildings needs to be analyzed. For instance, in Figure 3, Alternative 1 would be selected if only energy savings were considered. However, if the total cost were to be analyzed, Alternative 3 would be chosen. Therefore, prediction and analysis of the LCC in the initial design stage is increasingly emphasized to assist in making wise investment decisions as energy use reduction becomes obligatory for buildings.


Figure 3. Concept Graph for Total Cost of Alternatives.
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3.2. Assumption and Condition for LCC Analysis


As a building life cycle occurs over the long term, setting up important variables in the LCC analysis is vital. An accurate and reasonable analysis requires a realistic setup. However, an LCC analysis is a prediction, and estimation of future costs is uncertain and depends upon the underlying assumptions. Therefore, factors to be designated as LCC analysis variables should be determined based upon the most objective grounds. LCC analysis factors include the analysis period, discount rate and inflation. This study used a real discount rate that is also used to convert utilization into an actual time value, considering the opportunity cost at the same time. In the process of estimating the LCC, costs that occurred throughout the period in question should be calculated at a certain point in time. This study used the present value method to calculate the value of all future costs at the current value.
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Cost items to be applied in an LCC analysis should be set up depending on the analysis objective, where either the entire building or a certain objective in the building can be considered. An LCC analysis can affect decision making. This study classified the items that formed a substantial cost as the major cost items to help make the correct investment decisions and made them the analysis target. Similar fixed costs present in all alternatives were not classified as variables in the selection process. The most influential cost items reflecting the energy saving strategies in the building design were the materials component of the initial investment along with the installation costs and the energy costs during operation. Therefore, this study estimated the cost of the two stages of the life cycle to analyze the LCC (Figure 4).


Figure 4. Research Scope of Life Cycle Cost Analysis.
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3.3. Optimization Modeling of LCC Analysis


The initial investment in LCC components can be described with a relatively simple functional formula when there is cost data per unit area. However, the operating cost cannot be described so simply as it is affected by external conditions such as the weather, season and solar altitude. To address this problem, the optimization technique used MATLAB (main loop) and wrote a double loop so that only the energy cost of the building could be drawn through the building energy simulation performed in Energy Plus (sub-loop). Energy Plus received the newly produced IDF file from MATLAB (Energy Plus file format) as an input and sent the simulation results to MATLAB as an output (Figure 5) [19].


Figure 5. GA Algorithm Flow of MATLAB Related with Energy Plus.
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When individuals of the early generations were arbitrarily created through the GA implemented in MATLAB, new IDF files were created, with each individual contained in the basic IDF file (Energy Plus file format). Since one IDF file has one combination of design variables, the building energy consumption was estimated as the design variable inside each IDF file when Energy Plus was automatically set to run. This value was then read in MATLAB and used to write a fitness function. If this process were manual, it would be time consuming and so an M file script (M-Script) was created to run automatically inside the MATLAB platform (Figure 6). The results from the fitness evaluation were input to the GA, which found the optimal solution by repeating for the maximum allowable number of generations.


Figure 6. Content of Command in M-Script.
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The following Figure 7 showed the process of drawing the cost optimization model considering energy saving.


Figure 7. Process for Cost-Optimal Modelling of Energy Saving Buildings.
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4. Energy Simulation on the Target Building


This study selected a building and performed a case study to illustrate the cost optimization model’s use in the energy saving design. As previous studies on building energy and optimal costs were focused on residential and office buildings instead of industrial ones, an industrial building was purposely selected. The chosen building is an automobile factory in Ulsan, Korea, with one-quarter of it being examined in the study. With a gross floor area of 12,600 m2 (140 m × 90 m) and a height of 6.5 to 9 m, it is a single-story, open space building. The building has an 18 m gable roof, with five rooftops (Figure 8).


Figure 8. Plan and Picture of Case Study Building.
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4.1. Characteristics of Industrial Buildings


Unlike other buildings, industrial buildings need a large-scale space plan, considering the large manufacturing equipment and products which they must accommodate. These buildings have a multitude of large open spaces to carry out work and a wide envelope compared with the area used. Above all, the roof area takes up a great proportion. The roof type is an important parameter in this building type as it has a close relationship with the building’s manufacturing features, natural lighting and ventilation. The roof types of industrial buildings are closely related with the manufacturing process employed. Types include flat roofs, gable roofs, monitor roofs, saw-tooth roofs, etc., and they are built depending on the manufacturing characteristics, with consideration of the pillar intervals, ventilation and natural lighting plan [26]. To prevent leaks at the joints, the roof slope was steep in the 1970s (3/10 gradient) and heat insulation materials were not used. In the 1980s, the slope became less steep (1/10) and insulation materials began to be applied. From the 1990s, roofs could be constructed to be seamless, making the slope even easier (3/100). A body shop (the subject of this study) of an automotive factory is the place where robots weld the panels from the press factory to produce automobile frames. Bogies move the frames and inspection robots are in place for quality control. It is therefore important to consider the inside flow and the movement of logistics entering from outside [27]. The side windows of the building envelope are not enough to light deep inside an automotive factory, which has a wide internal space; therefore, natural light coming through skylights in the roof is more effective. There are, additionally, skylights and clerestory and topside lighting systems which are employed. The machines used are heavy and their vibrations sometimes violent, meaning that the body shop is usually built as a single-story building. As the most common structure of an industrial building, it provides good conditions for horizontal transportation of materials and equipment. Since a single-story building is high, natural lighting and illumination are provided through skylights for the working area. Because of its height, however, ascending air currents cause excessive thermal stratification and the large envelope area also brings about great heat loss and heat gain. Because of the large machines, equipment and the continuous logistics flow, a gable roof that offers wide pillar intervals is preferred.




4.2. Energy Saving Strategies in Industrial Buildings


It is assumed that manufacturing equipment uses 30% of the total energy consumption, with cooling/heating and lighting accounting for 40% and 30%, respectively. Though it may vary depending on manufacturing processes, the lighting load can account for up to 40% of total energy use [28]. Energy consumption caused by the manufacturing equipment inside of the industrial building is not directly affected by the building design. However, the remaining energy use can be saved through the design. As previously mentioned, the building has a wide surface area to account for the equipment size, work flow and movement, with the roof accounting for around 70% of the total surface area [29]. As the roof angle has been reduced thanks to advanced construction technology, the roof received more solar heating than it could have with vertical elements. As the roof plays a significant role in transmitting solar radiation energy indoors, substantial effects were expected if energy saving items were applied to the roof.



The energy saving items the study selected were:

	
Photovoltaic (PV) panels: The roof has many advantages for the use of PV systems. PV panels on the roof will not experience reduced efficiency from shadows, and the sloped roof is ideal to receive sunlight. They are often used on the sloped roof to the south and are expected to produce a high power generation efficiency after installation [30]. PV panels installed on the roof whose minimum pitch is 3/10 to the south, will convert solar radiation with an efficiency of around 90% [31].



	
Natural lighting through a skylight: This is appropriate for an industrial building that has a single-story open space with great height. Because lighting with direct sunlight is difficult in an area that frequently has a clear sky, it is necessary to block the light with a sunshade or to convert it to diffused light. There are also benefits to inviting the sunlight from the north using a saw-tooth roof [32].



	
Improved roof insulation: The envelope of the roof accounts for more than 70% of the total envelope. Such roofs were constructed mainly with asbestos cement slate in the 1970s and 1980s and sandwich panels followed. The sandwich panels are made up of steel plates with insulation materials in between. The insulation materials between the steel plates have a significant influence on the thermal transmittance of the entire envelope [33].








Each of these energy saving items were proven effective at saving energy by many studies. They also create synergy through their interaction, though conflicting effects have been noted as well (Figure 8). To find the optimal combination of items, this study applied the method seen in Figure 9.


Figure 9. Co-Relationship between Energy Saving Strategies and Energy Consumption.
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4.3. Energy Simulation


The basic information for the energy analysis is detailed below in Table 1. The energy simulation was conducted in Energy Plus and, unlike other software, it uses its own IDF file format which is compatible with other programs so as to be text-based and re-writable. As it is compatible with the optimization program for the optimization model, it was selected as the energy analysis instrument.



Table 1. Description of Industrial Building.



	
Category

	
Element

	
Value






	
Location and Climate

	
Location

	
East 129°15′, North 35°36′




	
Climate

	
KOR_Ulsan (Climate Data: KOR_Ulsan.471520_IWEC.epw)




	
Volume and Shape

	
Size(m)

	
140 × 90 × 6.5




	
Story

	
single-story




	
Height of Roof(m)

	
3




	
Envelope

	
Roof

	
sandwich panels

	
0.58 W/m2K




	
Wall

	
sandwich panels

	
0.58 W/m2K




	
Window

	
U-Value

	
2.4 W/m2K




	
SHGC

	
0.8




	
VLT

	
0.8










This study used the internal gains from a previous study [34] on the same industrial building, but revised them to accommodate the reduced model size. Robots account for most of the machines inside the industrial building and each process (No.1 and No.2) has 45 robots. The power consumed by one robot is 1527 W, meaning that 90 robots use 137,430 W. The thermal density per unit area was estimated at 14.0 W/m2. The industrial building which houses Process 1 and 2 has a total of 84 workers, with 42 on each process. ASHRAE Fundamental [35] was used as a reference for the working conditions and heat generation from the occupants. Considering the type of work in the building, this study used a heat value of 110 W and a latent heat of 185 W for light machine work. The building uses four fluorescent lamps (40 W) hanging from each skylight and has a lighting density of 4.4 W/m2. The building operates Monday through Friday and the daily working hours are eight hours on the day shift and eight at night, making 16 h in total. This study used the Air Flow Network model of Energy Plus to apply an annual infiltration (0.31~0.6ACH) and used a value of 3.28ACH, which added the ventilation rate of the exhaust fans to the simulation based on the supply airflow and exhaust fan of each process. Table 2 below showed the performance of the PV modules installed on the five roof surfaces facing south.


Table 2. Description of PV Panel.


	Model
	Value





	Model No.
	ASE 300-DFG/50



	Cell type
	Crystalline Silicon



	Active area (m2)
	3.37



	Max power (W)
	300



	Module current at max power (A)
	5.6



	Module voltage at max power (V)
	50.5









The five roof surfaces facing north were installed with skylights, with the illumination required for light work set at 300 lux to make the most of the natural light. The working surface was 0.85 m above the ground and illumination sensors were installed at two locations inside the building.





5. Establishment of Cost Optimal Industrial Building Model


5.1. Setup for LCC Analysis on the Industrial Building


From the national tax regulation [36], a 20-year analysis period was decided, assuming that the standard durable years of the steel/concrete factory is 20 years. A real discount rate was applied using Equation (1). As it is very difficult to predict both the interest rate and inflation, since they change every year, an arithmetic mean of the real discount rate calculated from data from the last 10 years (2005 to 2014) was applied. The arithmetic mean of the data for the last decade resulted in a figure of 1.32%. The interest rate used for the calculation came from the time deposit data (five years or more) of the Bank of Korea economic statistics system [37], while the consumer price index and inflation data came from the Korean Statistical Information Service [38].



The initial investment only considered the parts to which the energy saving items were applied. PV panels are subject to support provided by the Ministry of Trade, Industry and Energy according to its renewable energy policy (building support program). The national regulations include financial support and around 26% of the cost was subsidized in 2015. This referred to a glass estimate from Hankuk Glass Industries and the Korea Price Research Center (Seoul, Korea) and estimated the unit roof price with actual construction cases from S Architect and Engineers. The operating electricity cost used the industrial power I, voltage A and selection I, provided by Cyber Korea Electric Power Corporation (KEPCO) (Seoul, Korea), so that the data can be converted into a unit price per kW. Table 3 shows the power cost data from 21 November 2013.



Table 3. Electricity Cost.



	
Category

	
Basic Cost (Won/kW)

	
Electricity Cost (Won/kWh)




	
Summer (Jun-Aug)

	
Spring/Fall (March-May, Sep-Oct)

	
Winter (Nov-Feb)






	
Electricity for Industry (A) I

	
6490

	
89.6

	
65.9

	
89.5











5.2. Setup for Cost Optimal Building


5.2.1. Design variables and constraints


	(1)

	
PV panel area ratio







The PV panel’s area ratio refers to the ratio of the PV panel area to the south-facing roof area. Since the roof area is fixed, a greater PV panel area ratio leads to a larger PV panel area. If the panel area increases, the building can use less energy under good weather conditions because the panels generate energy. However, it may also be disadvantageous because of the rising cooling costs during hot summer days, expensive PV materials and the installation cost. This study selected the PV panel area as a design factor as it is closely related to the energy cost. The study took into account the usable effective area ratio [39] of the PV panels installed on the roof as a constraint to have 65% of the south-facing roof area as the maximum installation area, which can be expressed as in Equation (2).
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(2)







	(2)

	
Skylight area ratio







The skylight area ratio refers to the ratio of skylight area to the north-facing roof area. Since the roof area is fixed, a greater skylight area ratio brings a greater skylight area. An increased skylight area saves electrical energy as the natural light coming through provides sufficient illumination and helps use less lights through dimming control. However, the weaker insulation performance of the window glass compared to other materials can lead to a rising cooling cost due to light entry and also a rising heating cost after sunset, meaning a greater energy cost. Therefore, this study selected the skylight area as a design factor as it is closely related to the energy cost. The study took into account the usable effective area ratio [40] of the windows installed on the roof as a constraint to have 85% of the north-facing roof area as the maximum installation area, which can be expressed by Equation (3):
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(3)







	(3)

	
Thickness of roof insulation material







The roof here refers to the entire roof area except for the PV panels and skylights. The thickness of the insulation that serves as the core of the sandwich panel was changed. As the material properties are fixed other than the insulation thickness, thicker insulation leads to better performance. Good roof insulation can prevent heat exchange, helping use less energy for cooling and heating and eventually reducing the energy cost. However, using more insulation material to secure a good insulation performance is also costly. An insulation thickness of 0.26 m was used as the upper constraint, which met the minimum thermal transmittance standards of the roof from the current building value, with 0.05 m as the lower constraint, which can be expressed as in Equation (4).
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(4)








5.2.2. Constraints of the selected design variables are:


	(1)

	
Relations between areas







The roof area is fixed and only the roof area not covered in PV panels or skylights was subject to the variable thickness insulation, which caused subordination between the variables, which can be expressed by Equation (5):
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(5)
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	(2)

	
Dimming relationships







Dimming control to meet a work illumination of 300 lux was assumed, with the light being the summation of the natural light through the skylights and the artificial light. Therefore, the skylight area ratio (X2) affects the volume of natural light, while the artificial light affects the lighting cost. This relation can be written as in Equation (6).
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(6)







The PV panel area ratio and skylight area ratio were independent variables, and the light dimming control depended on the skylight area ratio. Improved insulation was applied to the roof area excluding the PV panel and skylight areas. The insulation was therefore subordinate to the PV panel and skylight area ratio Table 4.


Table 4. Design Variables and Constraints.


	Design Variables
	Ranges
	Criteria
	Relations
	Constraints





	PV panel area ratio
	0 < X1 ≤ 0.65
	Area
	X1,X2,X3
	AAI = ATR(1−X1−X2)



	Skylight area ratio
	0 < X2 ≤ 0.65
	Dimming
	X2
	IDL + IAL ≥ IO



	Thickness of roof insulation
	0 < X3 ≤ 0.26
	–
	–
	–










5.2.3. Objective function


When each value of the design variables (X1X2X3) within the constraint moved, the objective function f (X) to be optimized was the LCC of the industrial building. See Equation (7) below.
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where
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5.2.4. Selection for GA


The number of individuals included in one generation of a GA is between 30 and 200, in general [41], with a value of 30 being used here. In every generation the dominant individual was recorded as the algorithm progressed and the iterations finished when the algorithm reached convergence. The algorithm was set to finish when more than five simultaneous generations repeat the same optimal individual or a maximum of 100 generations are reached. The operators inside the algorithm that repeat each generation were set with the method that was used frequently before. The design variables applied to the GA were divided into multiples of two so that they could be easily expressed in binary within the constraints of the selected variables. The PV area ratio, skylight area ratio and roof insulation thickness had 26, 27 and 23 alternatives, respectively, and the number of bits owned by one individual was 16. The number of possible combinations of the three design variables was therefore 65,536 (26 × 27 × 23).





5.3. Optimization by Genetic Algorithm


Design variables and constraints


Based on the written design variables, constraints and the objective function, when the energy saving items were applied to the industrial building, a cost optimization was performed using the GA in MATLAB (See Section 3.3). The energy optimization model was also used to compare the results with the cost optimization model. The energy optimization model here refers to the model that optimizes for the lowest energy consumption, while the cost optimization model refers to the model that optimizes for the lowest cost. Figure 10 shows the M-script written to connect the MATLAB and Energy Plus programs.


Figure 10. Partial M-Script.
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The GA recognizes that higher fitness is required; however, as the objective function was cost based it should be kept to minimum, and the fitness function had a negative value for the objective function as seen in Equation (8).


Fitness Value (fitness function) = −(objective function value)











When the GA was executed, the individual with the best fitness was displayed as the generations moved on. The best fitness value rose and the evolutions were completed at generation 74 (Figure 11). The evolution was rapid at the early and middle stages, before slowing at the later stages. This was attributed to the fact that it took time to choose the individuals of the parent generation and supplement lacking ones at an almost even probability as the solution set had good genes. Moreover, mutations sometimes degraded good genes [42].


Figure 11. Best Fitness in Generation Process.
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5.4. Optimization Result


5.4.1. Energy Optimization


In the energy optimization, without considering the cost, the model with a PV panel area ratio (X1) of 65%, skylight area ratio (X2) of 17.8% and a roof insulation thickness (X3) of 0.26 m used the least energy, with an energy consumption of 1,465,157 kWh.




5.4.2. Cost optimization


In the cost optimization, also considering the energy saving, the model with a PV panel area ratio (X1) of 1%, skylight area ratio (X2) of 17.8% and a roof insulation thickness (X3) of 0.26 m had the minimum LCC, with the cost standing at 3.03955 billion won.





5.5. Comparing the Energy Optimization Model and Cost Optimization Model


This study aimed to suggest a methodology to come up with a cost optimization model in the energy saving design. It also set out to show the importance of the cost optimization model by comparing it with the energy optimization model.



5.5.1. Comparison by optimal combination variables


	
PV panel area ratio (X1)






The maximum 65% PV panel area ratio was used when only the energy was considered, within the PV panel area ratio range of 0 < X1 ≤ 0.65, while the minimum 1% was used when the energy and cost were considered together. When only the energy saving was considered, it is best to have a large PV panel area that can generate the maximum energy for the building. If the cost was also considered, however, keeping the panel area to a minimum resulted in the optimal model because the initial investment was greater than the savings resulting from the power generation. The 20-year analysis period for the building meant that the cost of the PV panels could not be recovered.



	
Skylight area ratio (X2)






The optimization model that only considered the energy and the one which considered both the energy and cost presented the same value of the skylight area ratio at 17.8%, within the skylight area ratio range of 0 < X2 ≤ 0.85. If the skylight area could secure an average of 300 lux with only natural light, this was enough to save energy on the lighting. Since a skylight larger than this would cause energy losses, the appropriate skylight area ratio was 17.8%. The same result came out in the cost optimization because the operating cost saved from the energy optimization model was found to be greater than the initial investment saved with the skylight area ratio reduced to below 17.8%.



	
Roof insulation thickness (X3)






The optimization model that only considered energy and the one which considered both the energy and cost presented the same value of 0.26 m, within the roof insulation thickness range of 0.05 < X3 ≤ 0.26. As a thicker roof insulation would be more effective at saving energy when cooling or heating, the maximum value within the range would make the optimal model. As with the skylight area ratio, the maximum value within the range was found to be the most effective, saving on the operating cost rather than lowering the initial investment.




5.5.2. LCC result analysis


Calculation of the LCC of the original plan (A), energy optimization model (B) and cost optimization model (C) showed that the energy cost was in the precedence order A > C > B. Based on the LCC, however, the total cost order was A > B > C. The energy optimization model could save more energy than the cost optimization model but did not consider cost, resulting in a greater initial investment and reducing the LCC by only 11.5% from the original plan. On the other hand, the cost optimization model saved less energy than the energy optimization model, though it did not incur an increase in the initial investment and could reduce the LCC by 27.3% compared to the original plan (Figure 12) (Table 5).


Figure 12. Comparison Results of Alternatives.
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Table 5. Results of Case Study.



	
Alternatives

	
Variables

	
LCC (Won)

	
LCC Saving




	
X1 (%)

	
X2 (%)

	
X3 (m)






	
Original Design

	
0

	
0

	
0.05

	
₩ 4,182,586,000

	
–




	
Energy-optimal Design

	
65

	
17.8

	
0.26

	
₩ 3,699,227,000

	
11.50%




	
Cost-optimal Design

	
1

	
17.8

	
0.26

	
₩ 3,039,549,000

	
27.30%












5.6. Cost Optimization Model Depending on the Initial Investment of the PV Panel


In the cost optimization model, not using the PV panels brought about the lowest LCC. However, technological development has brought down PV panel cost and it is expected to drop further in the future, meaning that the cost optimization model may not be correct with current technology. The unit price of the PV panels that should be adopted in the cost optimization model can be predicted based on panel price trends and an estimated price. In the cost optimization model, the PV panel price was designated as the fourth variable of X4 in a range from 4108 won per watt in 2011 to 2091 won per watt in 2030. The PV panel price previously applied was from 2013. To account for the slight price rise from 2011 to 2012, the price was estimated in the range from 2012 to 2030, as can be seen in Figure 13 (Table 6). In the cost optimization, the panel cost becomes sufficiently reduced by 2024 when the PV panel costs 2317 won per watt (about 210,000 won/m2) and the PV panel area ratio increases to 5%. After this point, the greater the PV panel area ratio is, the lower the LCC. Energy cost increases are different from general inflation when estimating the current value of the energy cost; therefore, if this were reflected in future studies, the PV panel would be adopted by the cost optimization model at an earlier stage.


Figure 13. Prediction of PV Cost (~2020 year).
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Table 6. Results of Case Study Considering Future Price of PV.



	
Alternatives

	
Variables

	
LCC (Won)

	
LCC Saving




	
X1 (%)

	
X2 (%)

	
X3 (m)

	
X4 (m)






	
5

	
1

	
17.8

	
0.26

	
2317

	
₩ 2,987,940,000

	
28.5%












6. Conclusions


This study suggested the use of an optimization technique as part of an optimization model for LCC economic feasibility analyses, aiming to apply energy saving techniques to the early building design stage. Different types of optimization techniques and the case studies describing their use were examined to select a method, and the resulting model produced the building energy simulation result as the LCC cost. Considering both the energy and cost, a unified structure was developed which performed energy simulations and cost optimization. Based on the energy saving techniques and a GA, a cost optimized process was introduced and case studies were performed on an industrial building to aid in further understanding the cost optimization model. A GA was applied that would function in locations with discontinuity and non-linearity, which are present in such cost optimizations.



A process to apply cost optimization to energy saving designs was proposed. To demonstrate the process in detail, an industrial building with high energy use was selected, as these have not been examined in detail previously. The model reflected the PV panel, skylight and roof insulation performances and dimming control of the lights as the energy saving items, and designated the PV panel area ratio (X1), skylight area ratio (X2) and roof insulation thickness (X3) as the design variables.



In addition to the cost optimization model case studies, different variable combinations and their LCC savings were illustrated by the energy optimization model. The combination of X1 = 1%, X2 = 17.8%, X3 = 0.26 m, was the optimum location found by the cost optimization model, and the differences with the energy optimization model were illustrated with that result X1 = 65%, X2 = 17.8%, X3 = 0.26 m. As the PV area ratio (X1) required a large initial investment compared with the energy saved, it was found to be an inappropriate design variable for the cost optimization model over the assumed life span of the building. On the other hand, the variables X2 and X3 were found to match both in the energy and cost optimization models. As a result, it was believed that the skylight area ratio and roof insulation thickness affected energy savings more than the initial investment. Similar to this, when the cost is considered with a combination of variables that is more sensitive to the initial investment than the energy saved, the cost optimization model must be used.



The cost optimization model can be a good alternative to the energy optimization model, which only focused on reducing the energy consumption, a less economical tactic. If the cost optimization model is suggested to investors who emphasize economic feasibility, the energy saving design can be recognized as a reasonable alternative from the building life cycle perspective. In spite of this, the LCC itself is based on a number of assumptions and it is difficult to estimate the exact cost because the cost data came from the statistics of a limited number of items. More studies should therefore be conducted on economic feasibility and optimization that can help to find energy saving combinations to rapidly minimize costs in the early design stage instead of providing an exact cost estimation.
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