
algorithms

Article

Application of the Approximate Bayesian
Computation Algorithm to Gamma-Ray Spectroscopy

Tom Burr 1,*, Andrea Favalli 2, Marcie Lombardi 3 and Jacob Stinnett 2

1 Statistical Sciences, Los Alamos National Laboratory, Los Alamos, NM 87545, USA
2 Safeguards Science and Technology, Los Alamos National Laboratory, Los Alamos, NM 87545, USA;

afavalli@lanl.gov (A.F.); stinnett@lanl.gov (J.S.)
3 Advanced Nuclear Technology, Los Alamos National Laboratory, Los Alamos, NM 87545, USA;

lombardi@lanl.gov
* Correspondence: tburr@lanl.gov; Tel.: +1-505-665-3958

Received: 21 August 2020; Accepted: 14 October 2020; Published: 19 October 2020
����������
�������

Abstract: Radioisotope identification (RIID) algorithms for gamma-ray spectroscopy aim to infer
what isotopes are present and in what amounts in test items. RIID algorithms either use all energy
channels in the analysis region or only energy channels in and near identified peaks. Because many
RIID algorithms rely on locating peaks and estimating each peak’s net area, peak location and peak
area estimation algorithms continue to be developed for gamma-ray spectroscopy. This paper shows
that approximate Bayesian computation (ABC) can be effective for peak location and area estimation.
Algorithms to locate peaks can be applied to raw or smoothed data, and among several smoothing
options, the iterative bias reduction algorithm (IBR) is recommended; the use of IBR with ABC
is shown to potentially reduce uncertainty in peak location estimation. Extracted peak locations
and areas can then be used as summary statistics in a new ABC-based RIID. ABC allows for easy
experimentation with candidate summary statistics such as goodness-of-fit scores and peak areas that
are extracted from relatively high dimensional gamma spectra with photopeaks (1024 or more energy
channels) consisting of count rates versus energy for a large number of gamma energies.

Keywords: gamma spectroscopy; peak location; approximate Bayesian computation; radioisotope
identification

1. Introduction

The energy spectra of gamma-rays emitted by radioisotopes act as fingerprints that enable the
identification of the source. Such identification over short time periods is challenging for several reasons,
including Poisson fluctuations in counts, relatively large isotope libraries with some peak overlaps,
environmental effects, shielding effects such as missing peaks, single-escape and double-escape peaks
due to electron pair production, pulse pileup and deadtime effects at relatively high count rates, as well
as energy-dependent and sample-dependent detector efficiencies [1–21].

The term “unfolding” in gamma spectroscopy refers to several steps used to infer the features of
the source that generated the spectrum [10]. The main gamma spectrum unfolding tasks are spectral
data smoothing (as a form of noise reduction), background subtraction, peak searching (overlapping
peak separation), peak area calculation, and radioisotope identification (RIID) [7,11].

There is reason to believe that RIID performance using, for example, Sodium Iodide (NaI) detectors
(a very common fielded gamma ray detector) can be improved [7–11]. This paper will show the
strong potential of approximate Bayesian computation (ABC) in peak location and area estimation,
plus in simple RIID applications using either peak information or other features of the spectra collected
by NaI detectors. Since [7], several RIID advances have been made. For example, [8] introduced a
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Bayesian approach applied to extracted peak locations and area ratios; [9] used convolution neural
networks applied to simulated spectra; [10] applied the least absolute shrinkage and selection operator
(LASSO) that is well known to be effective for subset selection. The first goal of an RIID algorithm
is to choose which subset from a library of a few 10 s to approximately 100 radioisotopes (including
medical, threat, industrial, and naturally occurring radioactive materials) is likely to be contained
in a test item. The second goal is to estimate the amount of each isotope thought to be present in
the item. One key validation step in any modern RIID is to simulate data assuming that the item
contains the chosen isotope subset using a “forward model” that requires an estimate of the gamma
detector response function (DRF) [11–13,18–21]. If the simulated data agree reasonably well with the
observed data, then there is reasonable confidence that the inferred subset is at least close to correct.
However, simulation model bias is not yet considered in any existing RIID to our knowledge. The ABC
algorithm [22] provides a natural option to allow for model bias and this leads to the proposed new
ABC-based RIID.

This paper is organized as follows. Section 2 provides additional background for gamma-ray
spectroscopy. Section 3 briefly describes existing peak location algorithms. Section 4 briefly describes
smoothing algorithms. Section 5 describes ABC and peak location and area estimation. Section 6
illustrates a newly developed ABC-based RIID.

2. Background

Figure 1 plots real (smoothed using the iterative bias reduction method [23,24]) and simulated
spectra (from the GADRAS 18.8.10 code [21]) from a relatively low-energy resolution and widely
deployed NaI detector of the isotope I-131 without shielding effects and with background effects
subtracted. I-131 is a medical-use isotope that is sometimes detected at border crossings, is a
radionuclide that vendor’s field instruments are required to recognize and is a significant fission
product that can be released into the atmosphere. Shielding attenuates lower energy counts more
than higher energy counts, and can reduce or sometimes eliminate evidence of low energy peaks.
The vertical lines indicate the birth energies of the key source of gamma energies from the decay of
I-131; note that some peaks are not likely to be detected. The approach and an example function
to simulate such spectra are given later in the section. Figure 2 plots real and simulated spectra of
I-131 for two energy ranges in Figure 2a,b, and the corresponding relative model bias calculated as
(simulated/-measured)/simulated in Figure 2c,d. Other radioisotopes have different gamma birth
energies with different relative intensities so in theory, the potential signature of most radioisotopes is at
least moderately distinct from that of other isotopes. In practice, for relatively low resolution detector
types such as NaI detectors (commonly deployed detector and the main type of interest here, although
higher resolution is also discussed), RIID performance can be surprisingly poor [1–5,7–10,15–17].

Since the 2009 paper [7] on RIID algorithms, to infer what radioisotopes are present in an unknown
test item, there have been several improvements to RIIDs for NaI spectra. Most notably, among those
algorithms that rely on estimated peak locations and net areas, [8] developed a Bayesian approach,
and [10] applied the LASSO. However, reference [8] did not address to what extent its Bayesian
approach actually led to well calibrated probabilities that a given radioisotope was present in each
test item. That is, among all test items for which the estimated posterior probability that isotope
A was present is for example, approximately 90%, was the actual fraction that included A close to
90% [25–27]?
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The ABC-based RIID reported in this paper is shown to be well calibrated, and it can rely 
(depending on the user choice of summary statistics) on locating peaks and estimating peak areas. 
Section 5 demonstrates that (1) the extracted peak areas are impacted by modeling bias and (2) that 
there can be some advantage in using non-parametric methods to estimate peak areas. Both 
parametric and nonparametric options are evaluated in real and simulated data. The parametric 
method must first select an analytical model such as the one used in the Gamma Detector Response 
and Analysis software (GADRAS [21) or the one used in the Fixed Energy Response Function 
Analysis with Multiple Efficiencies software (FRAM [28]) and then estimate the model parameters. 
The DRF is a mapping from the gamma birth energy to the distribution of possible detected energies. 
The DRF must account for the main interactions of gamma rays in the detector, including 
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Figure 2. Similar to Figure 1, but for 2 energy regions: simulated and real I-131 spectra in (a,b). The real
data are background adjusted, but model bias remains, as seen in (c,d).

The ABC-based RIID reported in this paper is shown to be well calibrated, and it can rely (depending
on the user choice of summary statistics) on locating peaks and estimating peak areas. Section 5
demonstrates that (1) the extracted peak areas are impacted by modeling bias and (2) that there
can be some advantage in using non-parametric methods to estimate peak areas. Both parametric
and nonparametric options are evaluated in real and simulated data. The parametric method must
first select an analytical model such as the one used in the Gamma Detector Response and Analysis
software (GADRAS [21]) or the one used in the Fixed Energy Response Function Analysis with Multiple
Efficiencies software (FRAM [28]) and then estimate the model parameters. The DRF is a mapping
from the gamma birth energy to the distribution of possible detected energies. The DRF must account
for the main interactions of gamma rays in the detector, including photoelectric absorption, Compton
scattering, and pair production, as well as the processes in the conversion process from deposited
energy in the detector to a measured voltage pulse that leads to increased variance in the measured
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energy. Figure 1 is an illustration with the vertical lines depicting the gamma birth energies with the
observed count rates in each energy bin arising from the probability of detecting a gamma with birth
energy E1 at another energy E2. An example DRF (for a range of detector resolutions) is:

f (E) = h1e
−

(E−µ1)
2

σ2
1 + h2e{(P1+P2µ1)+(P3+P4µ1)(E−µ1)}×(1−e

−
(E−µ2)

2

σ2
2 ) (1)

which defines a simplified version of a DRF in FRAM with the Gaussian broadening of each peak, plus
a tail and background contribution from each peak (FRAM sets h1 = h2 µ1 = µ2 and sets σ2

2 = 2.5σ2
1).

Previous versions of FRAM set P2 = P4 = 0 to get what is referred to as model 2 in Section 5. Model 1
allows for nonzero P2 and P2 and is currently thought to provide a better description of spectral data at
least for higher resolution detectors with a large number of peaks and relatively large mean count rates.
This example FRAM model is intended as a good approximation in a region close to a peak. Because
the FRAM model does not account for scattering to lower energies outside of a small tail contribution,
it is not a comprehensive DRF, and this explains why in Figure 2 the simulated spectrum drops more
below the real spectrum more at lower energies away from the peak. The statistical programming
language R [29] is used throughout this paper for analysis, and the DRF f(E) in Equation (1) is coded as
an R function.

The non-parametric method bias reduction curve smooths the data [23,24], then locates each peak
region, and next applies local regression to infer which energy bins belong to each region. Section 5
includes an evaluation of the effect of overlapping peaks.

3. Peak Location Algorithms

One common peak location algorithm uses differences and second differences to locate each
local maximum [30]. The first derivative changes sign from positive to zero to negative at a peak;
therefore, the second derivative for automatic full-energy peak location was proposed by [30]. However,
real spectra have significant fluctuations because of the discrete and statistical nature of the data.
Thus, a discrete analog of the second derivative (the second difference) is typically used.

Each local maximum is a candidate peak, and simple screening methods can eliminate some
local maxima from consideration. Two common screening methods are to check whether the local
maximum is sufficiently larger than the nearby background level, which is larger than an absolute
threshold, or the peak width is larger than a threshold.

No matter what peak detection and location methods are used, as seen in Figure 1, it is unlikely
that all birth energies will lead to a detected peak. Whenever a peak detection algorithm fails to
resolve overlapping peaks, some information will still be extracted from the resulting combined peaks.
Therefore, library comparison RIIDs [1–10] have the potential to work better with customized libraries
with a single peak energy and peak area assigned to a composite peak. For example, the libraries
in [31] only save information regarding the combined peak. It is still necessary to assess whether
a peak detection algorithm can resolve overlapping peaks. The minimum energy gap (minimum
resolvable energy, MRE) that a peak detection algorithm can resolve can be estimated using real and/or
simulated spectra. The MRE will be different for different peak detection algorithms and detector
response functions, which depends on the relative amplitude of the adjacent peaks [8]. The Bayesian
RIID in [8] used the photopeak libraries in [31] generated by the method in [8]; almost certainly the
simulated spectra would be meaningfully different from corresponding real spectra; the impacts of
simulation quality on RIID development and assessment will be addressed in future work.

As an example, Figure 3 plots example raw data and a fit to one peak and a fit to two peaks. The fit
with one peak leads to a different estimated peak center (centroid) and net peak area than does the fit
with two peaks.
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4. Smoothing Algorithms

Algorithms to locate peaks can be applied to raw or smoothed data, and among the smoothing
options considered (including wavelet-based [32], spline-based, local-linear smoothing) the iterative
bias reduction (IBR) algorithm has been shown to be effective [23,24] so it will be used here. The basis
for assessing IBR effectiveness is the extensive testing results reported in [23] in which separate root
mean squared error (RMSE) results were reported for on-peak and off-peak smoothing. The IBR
algorithm is quite successful in adaptively smoothing to reduce bias in peak regions by smoothing less,
and smooth more heavily in off-peak regions without explicitly identifying the peak regions.

Smoothing data over neighboring energy bins can reduce noise in the raw counts, at the cost of
introducing a bias that de-emphasizes the peaks and valleys of a spectrum. Reference [23] described
a new two-stage smoothing procedure that uses a multiplicative bias correction (working with the
ratio data/smooth) for adjusting initial smoothed spectra. Applying the multiplicative bias correction
to an initial smoother reduces the bias of the initial smoother in the peaks and valleys with no or a
negligible increase in its variance. As an example, Figure 4 is the real data (from an item enriched in
U-235, for which the major peak is located at 185.7 keV) and two smooth fits using IBR. Smooth fit
2 uses fewer degrees of freedom (df) than smooth fit 1 and so smooth fit 2 oversmooths in the peak.
In practice, the df is chosen using cross validation. The vertical black (red, green) lines are the local
maxima in the raw data and smooth fit 1 and fit 2, respectively. The obvious peak near 185.7 is found
using all three (raw, smooth 1 and smooth 2).

All smoothers exhibit bias to varying degrees in regions of rapid change such as near a peak.
An ideal smoother smooths peak regions very little and off-peak regions much more [23]. The IBR
algorithm evaluates the ratio data/smooth to detect regions of oversmoothing using iteration.
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5. Net Peak Area Extraction and ABC

The net area of a peak can be estimated using a parametric or non-parametric approach.
A parametric approach assumes an analytical function such as the f (E) in Equation (1). A nonparametric
approach infers which energy bins belong to the peak region and uses a nearby background to estimate
the background contribution to the gross peak count rate.

Recall that some RIIDs use estimated peak location and area. For example, reference [7] described
the potential for a Bayesian RIID and reference [8] implemented one version of a Bayesian RIID that
relied on peak locations and areas. Reference [8] assumed that the likelihood could be expressed as a
product of four terms:

P(D|M) = fLPI fDPI fPP fAR. (2)

The term fLPI quantifies how well model M matches expected library peaks, weighted by peak

areas. Specifically, fLPI =
L∏

i=1
(1− θLPI

Ai
max{Ai}

(1− δi), where δi = 1 if the ith library peak (of L library

peaks) is found in the data, Ai is the estimated area of peak I and θLPI is a parameter to control the
magnitude of the penalty for library peaks that are not found in the data. For example, if model M is
isotope 1 without any other radioisotopes and isotope 1 has K = 3 library peaks, all of which are found

in the data, then fLPI = 1. Similarly, fDPI =
D∏

i=1
(1 − θDPI

Ai
max{Ai}

(1− δi) scores how well the D data

peaks are matched in the L library peaks. The peak position score quantifies how closely the found

peak is to the library peak, fPP = 1
σ
√

2π
exp (

−(E0−EL)
2

2σ2 ) if δi = 1 and fPP = θPP if δ i = 0. Allowing a
nonzero value of θPP was shown in [8] to perform better because it ensures that matched peaks lead
to a larger likelihood than unmatched peaks. The area ratio fAR quantifies how well the ratios of the
data peak areas match the corresponding library peak ratios. Comparing area ratios rather than areas
eliminates the need to estimate shielding (lower energy gammas are attenuated more than higher
energy gammas by shielding, but by amounts that depend on the unknown types and amount of
shielding) and to have a prior estimate of relative source activity. To define fAR, a lower bound BL and
upper bound BU are defined such that if the relative peak area for a matched peak lies between BL and
BU. For larger discrepancy in the matched peak areas, an exponential decay in the penalty is used
that allows for more widely separated matched peaks to differ more in area due to energy-dependent
attenuation effects.
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Reference [8] used a custom library that was created using simulated spectra from each isotope
in the library [31]. This labor-intensive approach used the estimated minimum resolvable energy to
create composite peaks, eliminating unresolvable peaks. To illustrate, several library peaks of I-131 do
not appear to the eye of the measured I-131 spectrum in Figure 1 and would be unlikely to appear in
the custom library in [31].

Although [8] reported stable posterior probability results for the two isotopes evaluated (Eu152
and Co60), clearly P(D|M) = fLPI fDPI fPP fAR is ad hoc, and is not to be interpreted as a true likelihood.
Therefore, there has been no attempt to quantify uncertainty in the model choice stage so [8] did
not address to what extent its Bayesian approach actually led to well calibrated probabilities that a
given isotope was present in each test item. That is, among all the test items for which the estimated
posterior probability that isotope A was present was, for example, approximately 90%, was the actual
fraction that included A close to 90%? Note that having well calibrated probabilities is desired, but the
top priority is the highest correct classification rate; however, if a confidence measure such as the
probability that the chosen model is correct is not well calibrated, then it will not provide value to
the procedure.

5.1. ABC

Any Bayesian approach requires a prior probability and a likelihood to compute the posterior
probability of model as (M|D) ∝ P(D|M)p(M), where P(D|M) is the likelihood and p(M) is the
prior probability of model M. The likelihood P(D|M) is key to any statistical approach, Bayesian or
non-Bayesian (“frequentist”) [33,34].

ABC provides a way to modify the approach in [8] using summary statistics computed from
spectra. The factors fLPI, fDPI fPP, fAR become candidate statistics for use by ABC. Other candidate
statistics include one or multiple peak fits to key regions, off-peak count rates at selected energy bins,
scan statistic values associated with chosen peaks, and the net signal attributable to each isotope in

the library. The net signal µ1
σ1

, µ1+µ2√
σ2

1+σ
2
2

, . . . ,
∑p

i=1 µi√∑p
i=1 σ

2
i

for 1, 2, . . . , p peaks is the net signal-to-noise

ratio assigned to the recognized peaks, where µi is the peak height (“signal”) for peak i and σi is the
peak width for peak i. Recall that DRFs typically assume a Gaussian-shaped peak with a tail and
background as f (E) in Equation (1). Because the number of candidate statistics is large, one could
perform ABC separately for each library isotope, following the approach in [9,10].

In any Bayesian approach, prior information regarding the magnitudes and/or relative magnitudes
of any model parameter(s) can be provided. If the prior is “conjugate” for the likelihood (for example,
a gamma prior is conjugate for the Poisson likelihood), then the posterior is in the same likelihood
family as the prior, in which case analytical methods are available to compute posterior prediction
intervals for quantities of interest. So that a wide variety of priors and likelihoods can be accommodated,
modern Bayesian methods do not rely on conjugate priors, but use numerical methods to obtain
samples from approximate posterior distributions [34]. For numerical methods such as Markov Chain
Monte Carlo [34], the user specifies a prior distribution (which need not be normal), for the parameters
to be inferred, such as which subset of the library isotopes is present and in what amounts in the
test item and possibly which shielding materials are present [3,5,30]. The user must also specify a
likelihood for the data given the model parameters. In contrast, ABC does not require likelihood for
the data; and, as in any Bayesian approach, ABC accommodates constraints on variances through prior
distributions [22,25,26,33].

No matter what type of Bayesian approach is used, a well calibrated Bayesian approach is defined
here as an approach that satisfies several requirements. One requirement is that in repeated applications
of ABC, approximately 95% of the middle 95% of the posterior distribution for peak area (for example)
should contain the true value. That is, the actual coverage should be closely approximated by the
nominal coverage. The nominal coverage is obtained by using the quantiles of the estimated posterior.
For example, the 0.005 and 0.995 quantiles define the lower and upper limits of a 99% probability
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interval. A second requirement is that the true mean squared error (MSE) of the ABC-based estimate of
the peak area should be closely approximated by the variance of the ABC-based posterior distribution
of peak area. Inference using ABC can be summarized as follows:

ABC Inference

For i in 1, 2, . . . , N (typically, N is large, such as 104 or 105 or more) do these three steps:

(1) Sample θ from the prior, θ ∼ fprior(θ);
(2) Simulate data x′ from the conditional pdf P(x|θ);
(3) Denote the real data as x. If the distance d(S(x′), S(x)) ≤ ε, then accept θ as an observation from

fposterior(θ|x);

Experience with ABC suggests that the ABC approximation to fposterior(θ
∣∣∣x) improves if step (3) is

modified to include a weighting factor, so that trial values of θ simulated from fprior(θ) that lead to very
small distance d(S(x′), S(x)) are more heavily weighted in the estimated posterior [22,35]. In step (2),
the model can be analytical or, for example, a forward transport model. In ABC, the model has input
parameters θ, has output data x′ ∼ P(x|θ), and there is corresponding real data xobs. For example, f (x)
in Equation (1) is a forward model (with energy E denoted generically as x here) with 12 parameters
(three for the peak: peak width, location, height; five for the tail associated with the dominant peak;
and four for the background as modeled by P1–P4). Model parameter θ specifies which isotopes are
present and in what amounts, and P(x|θ) is the forward model such as Equation (1) or GADRAS [21].

To illustrate, 105 simulations of one-peak and two-peak regions (overlapping peaks) were
simulated. Using ABC, when the true model was the same as the assumed model, parametric-based
area estimation has a smaller RMSE than non-parametric estimation. However, when the assumed
model is only modestly different from the true model, the non-parametric based area estimation has a
lower RMSE (see below for more detail).

ABC is also effective for choosing the number of peaks in a region. For example, in a small energy
region, either one or two peaks appear to be present to the eye. ABC sometimes chooses one peak, and
sometimes chooses two peaks in simulated repeats of the same data. For example, Figure 5 plots the
data and fit and the corresponding residuals defined as usual as residual = data − fit when the true data
have one peak or two peaks and the fitted model always has one peak. The pattern and magnitude in
the residuals in the peak region in both (b) and (d) suggests a much worse fit in (d). The residuals in
(d) would be flagged by a scan statistic [35], leading to a rejection of the one-peak fit. A scan statistic
scans for the largest sum of consecutive positive residuals; a separate scan statistic can be computed
that scans for the smallest sum of consecutive negative residuals. Moreover, the maximum of the scan
statistic over the analysis region can easily be included as a candidate summary statistic in ABC.

One nice feature of ABC is that the goodness-of-fit scores to compare fits with one, two, or more
peaks can be used as summary statistics, which are used to approximate the posterior probability of a
candidate set of model parameter values such as the isotopic composition of the item being assayed.

In any peak-fitting approach, one must choose the energy region using some type of figure of
merit [36]. ABC also provides an option to choose the energy region for the analysis of residuals,
using trial and error to determine which energy region leads to the best inference. To illustrate
ABC, 100 energy bins were chosen that only included the dominant peak at 185.7 keV (from U-235);
summary statistics included the maximum of each of two scan statistics (one scanning for a large
sum of consecutive positive residuals between data and fit and the other scanning for a large sum of
consecutive negative residuals), the average residual, and the minimum and maximum residual for a
total of five candidate summary statistics scan statistics. In 105 test items and using a training size of
105 simulated data sets (using f (E) in Equation (1) with Poisson variation), the misclassification rate
was 0.2% (134 misclassified out of 105, with 107 having two peaks classified as having one peak and
117 having one peak classified as having two peaks). Each simulated data set had one peak only with a
probability of 0.5 and had the same peak plus a nearby peak at 187.7 keV with a probability of 0.5.
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All simulated data sets were normalized by dividing by the maximum count rate, so all scaled count
values ranged from 0 to 1, to deliberately avoid trivially obvious discrimination (that would not be
available in applications of interest) between the two classes (class 1 has one peak; class 2 has two
peaks) based on the average count rate near the peak. ABC is thus showing strong potential for this
type of model selection and will be further investigated for its potential in selecting the number of
peaks present in an analysis region.
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To illustrate, the peak location (center) and height were estimated using either parametric (using
Equation (1)) or nonparametric estimation in ABC. One set of ABC runs used the parametric estimation
results as summary statistics and a second set of ABC runs used the nonparametric estimation results
as summary statistics. Simulation results indicate that ABC is well calibrated at the 90%, 95%, and
99% posterior probability intervals for each model parameter of ineptest, and provides an effective
estimate of the RMSE in a frequentist sense, with the average posterior standard deviation across the
105 simulations in close agreement with the RMSE. Additionally, the RMSE in peak area estimation
(peak area is calculated as area = h1 × σ1

√
2π from Equation (1)) is 0.28 (repeatable across sets of 105

simulations to within ±0.01) for the parametric based on simdata1 and 0.29 for the nonparametric
method with the true model is the same as the assumed model (model 1 is the true model and model 1
is the assumed model with model 1 defined as in Figure 6). When the true model is model 1 but the
assumed model is model 2 (by setting P2 = P4 = 0 in Equation (1) as explained in Section 2), the RMSE
remains 0.29 for the nonparametric method but increases to 0.38 for the parametric method.

Recall that ABC does not require one to explicitly specify a likelihood. Therefore, the true
likelihood used to generate the data need not be known to the user. Synthetic data are generated from
the model for many trial values of θ and trial θ values are accepted as contributing to the estimated
posterior distribution for θ|xobs if the distance d(xobs, x(θ)) between xobs, and x(θ) is reasonably small.
Alternatively, for most applications, it is necessary to reduce the dimension of xobs to a small set of
summary statistics S and accept trial values of θ if d(S(xobs), S(x(θ))) < ε, where ε is a user-chosen
threshold. Here, for example, xobs is the gamma count rate in a specified subset of energy channels,
and θ specifies which isotopes are present and in what amounts.
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Recall that, because trial values of θ are accepted if d(S(xobs), S(x(θ))) < ε, an approximation
error to the posterior distribution arises that several ABC options attempt to mitigate. Additionally,
recall that such options weigh the accepted θ values by the actual distance d(S(xobs), S(x(θ))) (abctools
package in R [33]). In practice, the true posterior distribution is not known, so a method such as that
in [25,26,37] using the calibration checks described above, is needed in order to choose an effective
value for the threshold.

ABC can be used to evaluate candidate summary statistics. For any inference option, the estimated
distribution of plausible peak parameters (or isotope subset in the full RIID application) can be assessed
by checking at least two criteria: (1) whether the estimated standard deviations agree with the observed
standard deviations, and (2) whether the actual coverage of coverage intervals is close to the nominal.
For example, a 95% probability interval construction method (frequentist or Bayesian) should contain
the true nuclear material mass in approximately 95% of the repeated applications. ABC is used here
for two main reasons:

(A) ABC allows for an easy comparison of the performance of candidate summary statistics such as
peak area ratios, off-peak count rates, and goodness-of-fit test results such as scan statistic values
near peaks.

(B) ABC allows for easy experimentation with different DRFs.

As an example, for the spectra in Figure 7, Figure 8 plots an ABC-based estimate of the posterior
probability density function (pdf) for peak location, using either raw or smoothed data. To implement
ABC, 105 simulations of both raw and smoothed spectra were generated by sampling from the prior
distribution, which spanned a range of peak locations, areas, and widths. Note that the posterior is
wider for the raw data; in this case, a short count time was simulated, resulting in 7000 counts over the
250 keV-wide region of interest, so smoothing has a large impact. In a separate set of 103 simulated
test cases (the spectra in Figure 7 are test case number 1 of 1000), the ratio of the posterior standard
deviation of the peak location distribution for smoothed spectra to that for raw spectra for peak location
is approximately 0.45 (0.43/0.93 = 0.46), so the fact that the smoothed data lead to a narrower posterior
for test case 1 is typical. For test case 1, the ratio of the standard deviation for the smoothed data to
that for the raw data is 0.37/0.62 = 0.60. For area estimation, the ratio of the RMSE for the smoothed to
that for the raw data is 1.41/1.84 = 0.77. Recall that the area is calculated as area = h1 × σ1

√
2π from

Equation (1).
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Figure 8. ABC-based (Approximate Bayesian Computation) estimate of the posterior probability
density function (pdf) for peak location using raw and smoothed data.

This observed tendency for the smoothed data to lead to a narrower posterior than the raw data
do for peak location calls for attention to the “is ABC calibrated” question. Fortunately, ABC is shown
here to again be well calibrated, with actual coverages of 0.89, 0.95, and 0.99, using the quantiles of
the posterior to calculate the probability intervals having nominal coverages of 0.90, 0.95, and 0.99,
respectively. Moreover, the average posterior standard deviation is {0.90 for the raw, 0.43 for the
smoothed} while the observed RMSE is {0.90 for the raw data and 0.42 for the smoothed data}, indicating
excellent agreement with both the coverage and the RMSE calibration checks. Therefore, smoothing
appears to improve peak location estimation, at least when the raw data arises from moderate or short
count times leading to a modest number of total counts (as is typical in applications).
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6. A New ABC-Based RIID

During ABC-based RIID development, one can easily experiment with different summary statistics.
Here, a very simple RIID was developed and applied as follows; future work will include factors such
as fLPI, fDPI fPP, fAB from [8] described above as candidate summary statistics. In the simple RIID,
smoothed data (using IBR) was used to locate peaks. Then, only those candidate peaks that were
statistically distinct from the nearby background were used. Each significant peak’s area was estimated
using the nonparametric peak area approach described in Section 4. The goal was to distinguish
between four groups. Group 1 is simulated Lu-177m (“m” denotes a meta-stable isotope) spectra.
Group 2 is the corresponding simulated Lu-177m spectra with model bias. Group 3 is the simulated
weapons grade WgPu spectra; group 4 is the corresponding simulated WgPu spectra with model bias.
The simulated Lu-177m and WgPu spectra are plotted in Figure 9.
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Figure 9. Simulated (smoothed) Lu177m and WgPu spectra in (a) and scaled to range from 0 to 1 in (b).

Results of this very simple RIID are illustrated in Figures 10 and 11. This is a simple RIID example
because the library consists of only four groups and because the shape of the Lu177m spectra is not
that difficult to distinguish from that of WgPu (although Lu177m was chosen because its spectrum
is has certain similar features to that of WgPu that can cause some algorithms to misidentify it).
In this ABC-based RIID example, simulated Lu-177m and simulated WgPu are to be distinguished.
The simulations were done in GADRAS 18.8.10 [21], and simulation bias was estimated by comparing
real to simulated spectra as in Figure 6. Four classes are in the training data for ABC. Summary
statistics from the scaled count data in Figure 9, and from the scaled count data in Figure 9 that is
modified by adding an estimated model bias vector to the Lu177m spectra, and a second estimated
model bias vector to the WgPu spectra.
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if model 1 has the maximum probability, model 2 if model 2 has the maximum probability, etc. The 
ABC-based RIID had a good correct classification rate, of 0.96. Because the estimated average 
confidence (probability) in the predicted group 0.91 is reasonably close to 0.96, this ABC-based RIID 
is reasonably well calibrated, but there is room for improvement. Note that these percentages are 
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classification rate of 0.65. For the 105 sets of simulated data used to train ABC, the average probability 
of the chosen model is 0.60, so this ABC-based RIID is fairly well calibrated, but again there is room 

Figure 11. The ABC-based posterior probabilities for each of the 4 models (1–4) in Figure 10 using
an ABC-based radioisotope identification (RIID) that uses nonparametric estimates of each detected
peak’s net area as summary statistics. The four classes (real and simulated Lu-177m and WgPu) are
easily distinguished in this simple example with only 4 classes. This figure of model probabilities is for
only 1 test case for illustration.

Figure 10 is a principle coordinate (PC) plot using the cmdscale function in [29]. The two plotted
PCs can be used to closely approximate the distance between each of the 100 spectra (25 sets from each
of the four groups) and give strong qualitative evidence that Lu177m spectra are distinct from the
WgPu spectra. Figure 11 plots the results of a simple ABC-based RIID that aims to predict which group
a test items is in (group 1 is Lu177m; group 2 is WgPu; group 3 is simulated Lu-177m with model
bias; group 4 is simulated WgPu with model bias). As in Figure 1 for I-131, model bias is evident
when any of the real spectra are compared to the corresponding simulated data. Therefore, model bias
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was simulated as follows. First, model bias was estimated for 10 real (background subtracted) and
corresponding GADRAS-simulated isotopes as with the I-131 example in Figure 1. Second, principal
components (the prcomp function in [29]) Pi of the collection of bias vectors were calculated and the
dominant five components were retained in order to capture most of the variability observed among
the 10 estimated bias vectors. Third, to generate other model bias vectors B, small random variations
ε (zero mean, 0.05 standard deviation random normal variables) were added to the mean coefficient

vector C = {C1, C2, C3, C4, C5} to generate additional bias vectors Bnew =
5∑

1=1
Ci(1 + ε)Pi. This is an ad

hoc but defensible option to generate bias vectors on the basis of 10 paired comparisons between the
real and simulated data. In Figure 10, the modeled bias vector was group-specific, so the five sets of ε
values were only generated one time for the Lu177m isotope group and one time for the WgPu group.

For the same example, for one test case, Figure 11 plots the ABC-based probability for model
1, model 2, model 3, and model 4, with the true model being model 1 (a), model 2 (b), model 3 (c),
or model 4 (d).

One calibration check in this ABC-based RIID is whether the estimated posterior probability of the
chosen model provides a good measure of confidence. Using the 105 sets of simulated data that were to
train ABC and to produce Figure 11 for one test case, the average probability of the chosen model is 0.91
in 1000 simulated test cases from each of the four groups. The chosen model is model 1 if model 1 has
the maximum probability, model 2 if model 2 has the maximum probability, etc. The ABC-based RIID
had a good correct classification rate, of 0.96. Because the estimated average confidence (probability) in
the predicted group 0.91 is reasonably close to 0.96, this ABC-based RIID is reasonably well calibrated,
but there is room for improvement. Note that these percentages are repeatable within ±0.01, so 0.91 is
clearly distinct and slightly pessimistic compared to the observed 0.96. To illustrate that model bias
can matter, in another set of 105 simulations of Lu-177m and WgPu with 10% larger average relative
model bias than the previous, the ABC-based RIID had a correct classification rate of 0.65. For the 105

sets of simulated data used to train ABC, the average probability of the chosen model is 0.60, so this
ABC-based RIID is fairly well calibrated, but again there is room for improvement because 0.60 is
distinct from 0.65. Additionally, 0.65 is far from 1, so future work to improve this ABC-based classifier
will experiment with other summary statistics.

Figure 12 plots PC2 versus PC1 for the spectra from each of five common naturally occurring
radioactive materials (NORMs), using (a) 5 min count times and (b) 0.5 min count times with
item-specific modeling of the bias vector. Item-specific bias vectors were generated by drawing a

random set of five values of ε in Bnew =
5∑

1=1
Ci(1 + ε)Pi for each item rather than for each isotope group.

Because isotope quantities are not specified in this paper, the 5 min count time is specified to indicate
a factor of 1/10 smaller random error variance arising from the Poisson count rate than the 0.5 min
count time. ABC was implemented for this five-group library using 50,000 training cases; the percent
correct classification was 0.93 and the confusion matrix is in Table 1 with the true group in the column
and the inferred group in the row. There was no attempt to optimize the summary statistics; instead,
the scaled counts in 100 equally spaced energy bins from 50 to 250 keV were used as summary statistics,
so improvements are possible. Additionally, regarding calibration, the average ABC-based probability
for the chosen group (the group that has the largest membership fraction in the estimated posterior) is
0.89, which compared favorably to the observed success probability of 0.93.
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Figure 12. PC 2 versus PC1 for 5 common naturally occurring materials for (a) 5 min count time
without variation in the detector response function (DRF) and (b) 0.5 min count time with item-specific
variation in the model bias as described.

Table 1. Confusion matrix for 50,000 test cases with 10,000 simulated in each of naturally occurring
radioactive material (NORM) groups 1–5. The true group is in the column and the inferred group is in
the row.

Inferred/True 1 2 3 4 5

1 8927 0 0 1 80
2 788 10,000 0 5 95
3 272 0 10,000 89 387
4 13 0 0 9873 1713
5 0 0 0 32 7725

Another important isotope to recognize is U-235, whose spectrum can be confused with a few
other isotopes, such as Cu-67 or Ga-67 because of nearby strong peaks as seen in Figure 13 in the low
energy region. Figure 14a plots PC2 versus PC1 calculated from each of 10 simulated spectra from
each of U-235 (indicated as HEU), Cu-67, and Ga-67 for a 5 min count time. Figure 14b is the same, but
with a 0.5 min count time and item-specific model bias added as described above.Algorithms 2020, 13, x FOR PEER REVIEW 15 of 18 
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Figure 14. PC 2 versus PC 1 for U-235 (HEU), Cu-67, and Ga-67 for (a) 5 min count time without model
bias and (b) 0.5 min count time with item-specific variation in the model bias.

For 1000 test cases of each of U-235, Cu-67, and Ga6-7, the Figure 13 spectra lead to 100% correct
classification in the Figure 14a case (5 min count time and no model bias). For 1000 test cases of each of
U-235, Cu-67, and Ga-67, the Figure 13 spectra lead to 90% correct classification in the 14b case (0.5 min
count time and model bias) and an average confidence (probability that the guessed group is correct)
was also 90%, indicating good ABC calibration. For the 1000 test U-235 cases, 895 were predicted to be
U-235, 103 were predicted to be Cu-67, and 2 were predicted to be Ga-67. The scaled count rate in
each of 20 equally spaced energy bins were used as summary statistics (peak areas were not explicitly
extracted), and there has not yet been an attempt to optimize performance by experimenting with
candidate summary statistics, because all of the example RIID applications are for illustration only.

7. Discussion and Summary

A new ABC-based RIID was developed. The results show that the ABC-based RIID is well calibrated
and that ABC is effective for inferring peak location, width, and area, which are key steps in peak-based
RIID algorithms. It is important to recall that the simulated spectra are clearly distinct from the
corresponding real spectra. Therefore, the forward model used in ABC, such as that in GADRAS [21]
or that in Equation (1), has model bias that was addressed by comparing real to simulated spectra.
More comparison of real to simulated spectra should be a next step. As real experiments with RIIDs
become more costly, simulated data are likely to be more extensively used. Recall that already in
practice, one quality check used by some RIIDs is whether simulated data agree reasonably well with
the observed data; if so, there is reasonable confidence that the inferred subset is at least close to correct.
However, simulation model bias is not yet considered in any existing fielded RIID to our knowledge.
Future work will also adapt ABC for use with peak ratios as in [8] and will explore candidate summary
statistics for ABC as in [8].

The RIID results in [8] relied on the simulated gamma library from [31]. Similarly, the RIID results
in [9] were largely based on simulated data that were used to train a convolutional neural network
using moderate resolution gamma detectors. It is likely that the simulated spectra in [9,31] are also
distinct from the corresponding real spectra. However, the challenge problems in [8,9] were not difficult
because the library isotopes (isotopes) were well separated (and so were the energy peaks), as were the
isotopes analyzed in this paper. Simulation quality appears to be adequate in some situations, such as
that in [8,9] and in the simple example in Section 6 summarized in Figure 10 where both groups 1 and
3 (Lu177m) are distinct from groups 2 and 4 (WgPu). Another remaining challenge is to assess to what
extent RIID results on simulated data can be used to infer RIID performance on the corresponding real
data [9].
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