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Abstract

:

CrossFit has gained recognition and interest among physically active populations being one of the most popular and rapidly growing exercise regimens worldwide. Due to the intense and repetitive nature of CrossFit, concerns have been raised over the potential injury risks that are associated with its training including rhabdomyolysis and musculoskeletal injuries. However, identification of risk factors for predicting injuries in CrossFit athletes has been limited by the absence of relevant big epidemiological studies. The main purpose of this paper is the identification of risk factors and the development of machine learning-based models using ensemble learning that can predict CrossFit injuries. To accomplish the aforementioned targets, a survey-based epidemiological study was conducted in Greece to collect data on musculoskeletal injuries in CrossFit practitioners. A Machine Learning (ML) pipeline was then implemented that involved data pre-processing, feature selection and well-known ML models. The performance of the proposed ML models was assessed using a comprehensive cross validation mechanism whereas a discussion on the nature of the selected features is also provided. An area under the curve (AUC) of 77.93% was achieved by the best ML model using ensemble learning (Adaboost) on the group of six selected risk factors. The effectiveness of the proposed approach was evaluated in a comparative analysis with respect to numerous performance metrics including accuracy, sensitivity, specificity, AUC and confusion matrices to confirm its clinical relevance. The results are the basis for the development of reliable tools for the prediction of injuries in CrossFit.
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1. Introduction


It is widely accepted that a physically active lifestyle and sports participation are important for all age groups with positive impact [1,2,3]. However, sports participation also carries a risk for injuries, which may in some cases lead to permanent disability [4]. Sports injuries are very common across different sports among both elite and recreational athletes, affect health and performance and may even cause prolonged problems in a person’s life [5]. Sports injuries can lead to pain, loss of playing or working time, as well as decreased motility and stability [5].



CrossFit (CF) is one of the most popular and rapidly growing exercise regimens in Greece, as is worldwide [6]. It is a high-intensity, conditioning and training program [7,8] that has gained recognition (widespread attention) and interest among physically active populations [8,9,10,11] for its focus on successive ballistic motions that build strength and endurance [8]. CF is based on a set of complex functional exercises that include (1) cyclical (running, rowing, rope jumping), (2) weightlifting and (3) ballistic movements (bars, push-ups etc.) [7,12] performed at high intensity, quickly and repetitively with limited or no recovery time between sets [8,9]. These exercises are related to rapid muscular fatigue, which can lead to a loss of concentration and skill, elevating the risk of injury [9,10]. Recently, due to the popularity of CF practice, many studies have conducted injury-related epidemiological surveys in CF practitioners in many countries [6,7,8,9,11,13,14,15,16,17,18,19,20,21,22]. According to the aforementioned studies, it is necessary: (i) to compile more data about musculoskeletal injuries of this type of exercise in order to better understand their origin and aitiology, (ii) to identify the risk factors that are associated with injuries and take proactive steps to prevent them, (iii) to increase the safety level and better serve the active athlete population who participate in CF. Further research and investigation into CF is needed to enhance our understanding of the causes of injuries thus facilitating the establishment of injury preventive strategies.



Sport injuries have been recognized as global health problem with significant impact on national health systems worldwide [6]. Specifically, injuries, such a demanding exercise program such as CF, may result in: (i) loss of manpower, (ii) increased costs due to extensive medical treatments and rehabilitation as well as (iii) poor quality of life. Several factors have been related with the development of injuries during CF practice. A recent systematic review revealed that multiple factors have been suggested to increase the risk of injury [23] including biological and anthropometric characteristics (older age, gender), history of previous injuries, longer periods of training, limited experience on CF, lack of coach supervision and the extensive participation in competitions.



In the majority of the studies, data were analyzed using traditional statistical methods, such as Pearson correlation coefficients, multiple regression, and general linear models with partial correlation coefficients. Logistic regression (LR) represents the most primitive form of Machine Learning (ML) techniques and has been frequently applied in the literature [24,25]. However, regression analysis is static and not predictive, meaning that it does not autoregulate to “learn” from complex data relationships, especially when more data inputs are added. Given the mass proliferation of data in sports and addressing the growing needs for reducing the health, performance and financial consequences of injuries in athletes, this study represents the first foray into the development of models capable of predicting CF injuries using advanced ML algorithms.



ML is a subset of artificial intelligence that uses computational algorithms with the aim of providing new insights on relationships between variables that has significant potential for application in sports medicine research [26,27]. ML refers actually to the process by which a computer system utilizes data to train itself to make better decisions. ML and data mining have recently emerged as a strategical area to exploit knowledge in sports providing solutions in various sport domain including prediction of physical performance [28] and recovery rates following traumatic brain injury [29] as well as biomechanical analysis of change of direction in subjects with chronic groin pain [30]. Based on their ability to understand the non-linear dynamics of human body, ML algorithms have been used in various sports such as baseball [31], soccer [32,33,34], hockey [31,35], basketball and floorball [36].



According to our knowledge, identification of risk factors for predicting injuries in CF athletes has been limited by the absence of relevant big epidemiological studies. The main purpose of this paper is threefold: (i) the design of the first ever survey-based epidemiological study in Greece that collects data on musculoskeletal injuries in CF practitioners; (ii) the identification of risk factors that are associated with injuries in CF and (iii) the development of machine learning-based models that can predict CF injuries using a small descriptive subset of selected risk factors. To accomplish the aforementioned targets, a robust ML pipeline was implemented that involves data pre-processing, feature selection and well-known ML models. The performance of the proposed ML models was assessed using a comprehensive cross validation mechanism whereas a discussion on the nature of the selected features is also provided.



The rest of the paper is organized as follows. Section 2 gives a description of the epidemiological study performed including information about the study design, sample calculation and inclusion/exclusion criteria. Section 2 also presents the proposed methodology along with the necessary data pre-processing, feature selection and validation approach. Results along with the associated discussion are given in Section 3 and Section 4, respectively. Conclusions and future work are finally drawn in Section 5.




2. Materials and Methods


2.1. Study Design


This study is a survey-based descriptive epidemiological study designed to collect data on musculoskeletal injuries in CF practitioners in Greece. The purpose of the study was to: (i) investigate the epidemiological profile among CF participants in Greece; (ii) identify the most common musculoskeletal injuries endured during CF training; (iii) determine the main risk factors for musculoskeletal injuries in Greek CF practitioners. It was approved by the Ethical Committee of the Faculty of Physiotherapy, School of Health Sciences, University of Thessaly (n.1575ΣΕ2/13-4-2020). The study was carried out using an electronic, anonymous, self-administered questionnaire. The questionnaire was based on previous relevant studies [7,11,15,17] and was further modified by four experts with different backgrounds. Data were collected from April 2020 to June 2020 via an electronic survey tool using a Google-based form in Greek language. The questionnaire consisted of three parts. The first part included items concerning demographics—general information (gender, age, height, weight, training location). The second part had specific questions about CF (physical effort that work involve, CF experience, training sessions per week and duration, participation in competitions, days a week of rest, regular performance of other sports, sports activity level prior to CF, reasons of start practicing CF, supervision by a coach, professional monitoring, recovery, nutrition, etc.). The last, third part, focused on the occurrence of injuries while practicing CF, injury location and type of injury over the whole CF practice (lifetime prevalence).



The following simple formula [37] was used for calculating the adequate sample size in our prevalence study:


  n ≥     1.96  2     δ 2    p   1 − p    



(1)




where n denotes the sample size, p is the estimated prevalence and δ is the margin of error. The minimum sample required to conduct the study was 1068 people, taking into account that there exist approximately 35,000 CF athletes all over Greece and assuming that 50% are injured, with 95% CI and 3% accuracy of injury prevalence. Since the existing number of CF participants in Greece remains unknown, the authors of this study followed the calculation method of Sprey et al. [11].



The inclusion criteria were determined to include those CF practitioners who: (i) practice in Greek boxes with at least Level 1 certified trainers, (ii) aged 18 or over and (iii) had attended at least one one-week training session and were present during the data collection days. It should be noted that the study sample consists of CF practitioners of both sexes who work out in Greece regardless of their participation in competitions.



Participants were excluded if they: (i) trained independently outside of a CF gym or outside Greece, (ii) trained in noncertified fitness centers or on their own, (iii) were performing other type of functional training, (iv) were younger than 18 years, (v) were affected by chronic osteo-articular diseases and (vi) provided incomplete questionnaires.



The sample included 1224 CF practitioners aged 18 to 59 (443 (36%) females and 781 (64%) males) (Table 1). In this paper, the injury prediction task is considered as a two-class classification problem. Specifically, the participants of the study were divided into two groups: (1) Class 0: Healthy participants (not injured during CF) and (2) Class 1: Participants who reported having suffered an injury while practicing CF and this injury was confirmed by a medical professional. So, the main objective of the study is to build ML models that could discriminate the two aforementioned groups and therefore be able to decide whether a new testing sample (participant) will be assigned in one of the two classes.




2.2. Data Preprocessing


Risk factors with more than 20% missing values compared to the total numbers of subjects were excluded from the dataset. To handle missing values, data imputation was employed. Specifically, missing values in the categorical or numerical variables were replaced by the most frequent value of the non-missing variables. In our paper, data were normalized with respect to features’ standard deviation (Z-score). This leads a common basis that facilitates the smooth and effective application of the subsequent processing steps (feature selection and learning).




2.3. Statistical Analysis and Feature Selection


Feature Selection (FS) was applied on the pre-processed training dataset to identify variables that are associated with injuries. This reduction of the space dimensionality also reduces the complexity of the final ML models and thus improves their performance and generalization. The SVM-FuzCoC feature selection algorithm, that was proposed in previous studies [38,39], was applied to select a small subset of informative as well as non-redundant (complementary) features. This method achieves a reasonable trade-off between accuracy and computational complexity.



Statistical analysis was performed with Statistical Package for Social Sciences (SPSS), version 25.0. Quantitative variables were described as means with the standard deviations, whereas qualitative variables as percentages reporting 95% confidence intervals. Statistical comparison between risk factors and the outcome was performed using independent-samples t-test for continuous variables and Chi-squared tests for the categorical ones. Statistically significant considered all comparisons with two-tailed p-values smaller than 0.05 with confidence intervals (CI) of 95%.




2.4. Machine Learning Methodology


Various ML models were evaluated for their suitability in the task of predicting injuries. A brief description of these models is given below. We tested logistic regression [24] which is an extension of the linear regression model for classification problems. Logistic regression (LR) models the probabilities for classification problems with two possible outcomes. The response variables can be both categorical or continuous and an iterative maximum likelihood procedure is implemented to fit the final model. Decision Trees (DTs) [40] were also investigated for their suitability. DTs are a non-parametric supervised learning method that is simple to understand and interpret. They require little data preparation and use a hierarchical structure to go from observations about an item (represented in the branches) to conclusions about the item’s target value (represented in the leaves).



Based on their capacity to deal with the overfitting problem that appears in high-dimensional spaces, K-Nearest Neighbor (KNN) [41] as well as non-linear Support Vector Machines (SVM) algorithms [42] were also employed here. In the classification setting, the decision-making mechanism of KNN is driven by a majority vote between the K most similar instances to a given “unseen” observation. Similarity is defined according to a distance metric (Euclidean or other) between two data points. Furthermore, SVMs are a set of supervised learning methods that are effective in high-dimensional feature spaces and have been widely used for both classification and regression. SVMs try to maximize the separation performance and at the same time keep margin between the two classes as wide as possible so that other points can still be classified correctly. Finally, the ensemble techniques Adaboost [43] and Random Forest (RF) [44] were also evaluated using DT models as weak learners. Both ensemble techniques create a set of weak learners (decision trees in our case) whose decisions are combined by aggregating the votes received to decide the final class of the test object. Adaboost proceeds sequentially in multiple rounds using the entire training sample and iteratively improves its performance using information from the classification results in the previous rounds. RF builds independent weak learners on random subsets of the training sample and the most popular class is chosen as the final classification output.



Hyperparameter selection was implemented to optimize the performance of our models and to avoid overfitting and bias errors. Each model was optimized with respect to a number of preselected hyperparameters. (Table 2). The code for the pre-processing of the data, feature selection, implementation and validation of the ML models was implemented in Matlab 2021b (R2021b).




2.5. Validation


The performance of the ML models was evaluated using 10-Fold Cross Validation (10FCV). 10FCV is a modification of the holdout method. Initially the dataset was divided into 10 subsets. Each ML model was trained using data from the k-1 folds and the trained model was then validated on the remaining kth fold. This process was repeated until every fold has served as testing set. Then the final performance of the model was calculated by averaging the 10 recorded scores.



The classification performance of the competing ML models was evaluated with respect to a number of evaluation criteria that are extracted on the basis of the confusion matrix. Specifically, precision, sensitivity, specificity and classification accuracy have been widely utilized in the recent literature to assess the predictive performance of ML techniques in various health applications [45,46,47,48]. The aforementioned metrics are shortly described below.



Precision is also referred to as Positive Predictive Value (PPV) and is defined as follows:


  P r e c i s i o n =   T P   T P + F P    



(2)







Sensitivity is the proportion of true positives that are correctly identified by the model and is defined by:


  S e n s i t i v i t y =   T P   T P + F N    



(3)







Specificity is the proportion of the true negatives correctly identified by the model and is defined by:


  S p e c i f i c i t y =   T N   T N + F P    



(4)







A Receiver Operating Characteristic curve, or ROC curve, is a graphical plot that illustrates the diagnostic ability of a binary classifier system as its discrimination threshold is varied. AUC stands for “Area under the Curve” and provides an aggregate measure of performance across all possible classification thresholds.



Classification Accuracy (ACC) is the percentage of correct predictions (either positive or negative) over the total number of samples.


  A c c u r a c y =   T P + T N   T P + T N + F P + F N    



(5)









3. Results


3.1. Identification of Important Risk Factors


Figure 1 shows the classification accuracy (10FCV) of the six competing ML models with respect to the number features, as they have been ranked by the proposed FS algorithm. An increase on the classification performance of all ML algorithms was observed for the first 6 selected features, whereas the inclusion of additional features had no significant effect on the classification accuracies. The overall best 10FCV accuracy was obtained by Adaboost at the first six selected features (0.7466). In light of these results, the first six selected features were finally kept for the subsequent analysis.



Table 3 cites the six most important risk factors as they have been selected by the proposed FS methodology. Risk factors associated with the frequency/intensity of exercise (three variables) as well as medical history (two variables) were selected. Gender was also proved to be a contributing factor and was included in the final feature subset.



Independent-samples t-tests were conducted to compare the three continuous factors (F2–F4) with the outcome (injured/non-injured). Chi-square tests of independence were performed to examine the relation between the outcome and the qualitative factors F1, F5 and F6. The results of the statistical analysis verify that there are significant changes between the two subpopulations (C0: non-injured and C1: injured) in all the six selected risk factors. Table 4 below highlights the distribution of samples in the entire population and the two sub-cohorts for each of the six selected risk factors.




3.2. Prediction Performance


Figure 2 shows the confusion matrixes obtained from the six ML models. The following remarks could be extracted: (i) LR and SVM failed to cope with the class imbalance problem leading to very low accuracies for the minority class of injured subjects (54.9% and 53%, respectively). Overall, they both achieved a 10FCV performance of approximately 72%. (ii) DT and KNN accomplished a similar overall performance (~72%), however they had a better distribution of accuracies among the two classes. Especially, KNN had an almost equivalent performance for participants in both classes (69.7% for class C1 and 73.9% for class C0). (iii) Adaboost accomplished the overall highest 10FCV performance (74.7%) with 66.6% and 79.6% accuracies for classes C1 and C0, respectively. (iv) RF was the second-best classifier with a 73.22% accuracy and a good trade-off between the accuracies in classes C0 and C1 (79.8% and 62.3%).



Table 5 cites the predictive performance of the six ML models with respect to various metrics, whereas the associated ROC and precision recall curves for each of the models are shown in Figure 3. The best AUC performances were achieved by the two ensemble techniques: Adaboost (AUC 0.7793, 95% CI: 0.7466–0.8064) and RF (AUC: 0.7790, 95% CI: 0.7528–0.8063). KNN and LR accomplished slightly lower AUC (0.7658, 95% CI: 0.7353–0.7933 and 0.7610, 95% CI: 0.7341–0.7871, respectively). SVM and DT gave AUC scores in the range of [0.755–0.76]. Precision, sensitivity and specificity of the ML models ranged from 0.74 to 0.8%, 0.73 to 0.83 and 0.52 to 0.69, respectively, as shown in Table 5.



Statistical analysis was also performed using McNemar tests [49] to identify significant differences in the performance of the competing ML models. Adaboost was proved to be significantly more accurate than SVM (p = 0.0162), LR (p = 0.0096), DT (p = 0.0185) and KNN (p = 0.0213) at a confidence level of 5%. Adaboost performance was not statistically higher than the performance of RF (p = 0.0572).



Figure 4 shows reliability graphs for each of the six competing ML models that compare how well the predicted outputs of the binary classifiers are calibrated. The average predicted probabilities for binned predictions are shown in the X axis, whereas Y axis denotes the proportion of samples whose class is positive per bin. Being a measure of uncertainty, the reliability graphs of Figure 4 demonstrate how closely the predicted class probability reflects its ground truth likelihood. The two ensemble algorithms (Adaboost and RF) were proved to be the most reliable ones achieving the lowest observed mean average errors (MAE of 0.0797 and 0.0692, respectively) from the ideal calibration condition (shown with the dashed black line). LR accomplished a moderate MAE of 0.0857, whereas the rest of models achieved MAEs higher than 0.1.



Having accomplished the best accuracy (0.7466), the highest AUC (0.7793), the second highest precision (0.7968), fourth sensitivity (0.7956), second reliability performance and second highest specificity (0.6658) among the six models, Adaboost was proved to be the most efficient model overall.





4. Discussion


In the present study six risk factors for injury during CF training were identified: (i) CF participation in months/years (CF experience); (ii) days/weeks of training; (iii) training duration; (iv) prior to CF level of activity; (v) medical history/previous injuries; (vi) gender. These risk factors have been reported in previous studies related to CF injuries either individually or combined with other risk factors using various statistical methods.



Mehrab et al. (2017) [15] identified CF participation (CF experience) as a risk factor of injury. They suggested that coaches and athletes should focus on correct movement patterns and workouts designed for beginners. This is something that happens in most CF boxes. Every CF training center has a different beginners’ program; therefore, the quality of coaching might vary [15]. It is reasonable that loads can be managed better by more experienced athletes and thus they have smaller injury risk than inexperienced ones [50]. Szeles et al. (2020) [21] found that a 1-year increase in CF experience reduced the odds of sustaining a musculoskeletal injury related to CF by approximately half. On the other hand, Feito et al. (2018) [18] reported that CF athletes with 3 years of experience reported more injuries (43.1%) compared with those with 1 to 3 years (38.8%) and those with less than 1 year (18.0%) of experience. In agreement with their findings Montalvo et al. (2017) [9] and da Costa et al. (2019) [19] found that more CF experience (in years) was associated with higher odds of sustaining a musculoskeletal injury related to CF.



Training frequency is also an important risk factor for injury in CF. According to the American College of Sports Medicine (ACSM) [51] in order to obtain the physiological training effects, such as the cardiovascular conditioning improvement and muscle hypertrophy, training program prescription should include at least 3 training sessions per week. Minghelli & Vicente (2019) [7] in a sample of 885 worldwide athletes, found that participants of CF who trained twice or less than a week had a 3.24 greater probability of injury than those who exercised more. Feito et al. (2018) [18] and Minghelli and Vicente (2019) [7] were in agreement with the finding of the aforementioned studies and particularly they stated that practitioners who trained fewer times a week had increased probability to have an injury than those who trained three or more times a week.



There is conflicting evidence whether the duration of CF participation is a risk factor for injury. Alekseyev et al. (2020) [6] found a positive correlation between injury prevalence and training duration per week in CF athletes. This comes in agreement with studies of Montalvo et al. (2017) [9] and Sprey et al. (2016) [11] who concluded that a higher length of participation in CF was associated with a higher injury incidence. On the other hand Soares (2017) [16], Sprey et al. (2016) [11] and Weisenthal et al. (2014) [8] found no significant difference between injury incidence and training session duration. Further research is needed to determine if CF training duration is related to injuries in CF.



The present study showed that referring medical history to the coach is a risk factor for future injuries in CF. Medical history knowledge can prevent injuries by modifying CF exercises’ parameters and informing coach of any health problems that may affect performance or problems that may endanger the trainee’s health. Therefore, supervision by a proper and trained coach is considered of paramount importance. There is strong evidence that previous injuries increase the risk of future injuries in several sports [52,53,54,55] as well as in CF [21].



To our knowledge there is no clear evidence regarding gender and its relationship with CF related injuries. It is difficult to make a conclusive statement on this since some studies have statistical significant results [8,10,56] but others did not [9,11]. CF is a sport that incorporates movements such as squats, pull-ups and a variety in types of lifting (i.e., Olympic style) combined with overhead movements. In sports that include lifting, female participation used to be uncommon thus documenting gender differences in injury epidemiology is scarce. Keogh et al. (2006) [57] in their study about power lifters found that the injury rate for men was marginally higher than women’s. On the other hand, Quatman et al. (2009) [58] studying weightlifting found that females were at a higher risk of lower extremity injuries compared to males. Females do not have the same increases in strength, power and coordination during puberty compared to men, so gender differences in neuromuscular patterns after the onset of puberty exist [58]. These neuromuscular imbalances may place females at a higher risk of injury [58]. Further studies should examine if any strong relationship exists between gender and CF athletes’ population with respect to injuries prevalence.



Apart from the identification of the most important risk factors, this study also contributes to the development of ML-based models that could potentially predict an injury or at least categorize CF practitioners or athletes into different risk categories (high versus low risk of injury). Despite the improved predictive accuracy achieved by Adaboost compared to the rest of the competing ML models, this remains relatively low (less than 75% in accuracy and less than 78% in AUC). The inability of the ML models to achieve a far superior predictive accuracy could also be attributed to the fact that a relatively small number of risk factors has been considered and that the current dataset lacks quantitative performance-related variables that could provide more detailed and measurable information with respect to the physical state of the athletes. Future work includes the inclusion of data from wearables that could quantify the physical abilities of the CF practitioners. Finally, the employed ML models are treated as black boxes and therefore it is currently impossible to provide explanations on the decisions. To overcome the aforementioned challenges, explainability analysis could be also considered to quantify the contributions of each of the selected risk factors on the prediction outputs.




5. Conclusions


This paper focuses on the development of an ML-based methodology capable of identifying important risk factors which are strongly associated with CF injuries. To facilitate the training process, a survey-based epidemiological study was conducted in Greece to collect data on musculoskeletal injuries in CF practitioners. A variety of ML models were then built on a set of selected features to implement the prediction task. The nature of the selected features was also discussed to increase our understanding of their contribution to potential injury risks. After an extensive experimentation, an AUC of 77.93% was achieved by Adaboost on a group of six selected risk factors. The authors believe that this study will add another puzzle piece to this growing topic, in an attempt to protect CF practitioners and therefore reduce injuries and costs.
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Figure 1. Accuracy with respect to the number of selected features for all the competing algorithms. 
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Figure 2. Confusion matrixes of the six competing ML models: (a) SVM, (b) LR, (c) DT, (d) KNN, (e) Adaboost and (f) RF. 
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Figure 3. (a) Receiver–operating characteristic curves, (b) Precision–recall curves for ML models. 
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Figure 4. Reliability diagrams of the competing ML models. 
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Table 1. Demographic data of the participants.
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	C1
	C0
	Total
	p-Value





	Sex
	n (%)
	n (%)
	n (%)
	0.00



	Female
	143 (11.68)
	300 (24.51)
	443 (36)
	



	Male
	391 (31.95)
	390 (31.86)
	781 (64)
	



	Age group
	
	
	
	0.00



	<18
	0
	0
	0 (0)
	



	18-29
	230 (18.80)
	368 (30.07)
	598 (49)
	



	30-39
	212 (17.32)
	236 (19.28)
	448 (37)
	



	40-49
	84 (6.86)
	78 (6.37)
	162 (13)
	



	≥50
	8 (0.65)
	8 (0.65)
	16 (1)
	



	Mean ± SD
	175.43 ± 8.56
	175.37 ± 8.95
	175.40 ± 8.78
	



	Median (range)
	176 (150–203)
	176 (153–198)
	176 (150–203)
	



	Height
	
	
	
	0.00



	Mean ± SD
	175.43 ± 8.56
	175.37 ± 8.95
	175.40 ± 8.78
	



	Median (range)
	176 (150–203)
	176 (153–198)
	176 (150–203)
	



	Weight
	
	
	
	0.00



	Mean ± SD
	77.26 ± 13.27
	74.84 ± 13.23
	75.89 ± 13.24
	



	Median (range)
	77 (47–120)
	77 (47–120)
	77 (47–120)
	



	BMI, kg/m2
	
	
	
	0.00



	Mean ± SD
	24.96 ± 2.71
	24.14 ± 2.67
	24.5 ± 2.72
	



	Median (range)
	24.92 (17.93–35.92)
	24.13 (17.63–35.83)
	24.54 (17.63–35.92)
	










[image: Table] 





Table 2. ML hyperparameters tested in our experimentation.
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	ML Model
	Hyperparamaeters





	LR
	C: {0.01, 0.1, 1, 10, 100}, penalty: {‘l1’, ‘l2’}



	DT
	criterion: {‘gini’, ‘entropy’}, min_samples_leaf: {1, 2, 3, 4, 5}, min_samples_split: {2, 3, 4, 5, 6, 7}



	KNN
	algorithm: {‘auto’, ‘ball_tree’, ‘kd_tree’, ‘brute’}, leaf_size: {1, 2, 3, 5}, n_neighbors: {3, 4, 5, 7, 9, 12, 14, 15, 16, 17}, weights: {‘uniform’, ‘distance’}



	SVM
	kernel: {‘rbf’, ‘linear’, ‘sigmoid’}, C: {0.001, 0.1, 0.1, 10, 25, 50, 100, 1000}, gamma: {0.01, 0.001, 0.0001, 1 × 10−5}



	Adaboost
	criterion: {‘gini’, ‘entropy’}, min_samples_leaf: {1, 2, 3, 4, 5}, min_samples_split: {2, 3, 4, 5, 6, 7}, n_estimators: {10, 15, 20, 25, 27, 30}



	RF
	criterion: {‘gini’, ‘entropy’}, min_samples_leaf: {1, 2, 3, 4, 5}, min_samples_split: {2, 3, 4, 5, 6, 7}, n_estimators: {10, 15, 20, 25, 27, 30}
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Table 3. Statistical analysis of the selected features with respect to the outcome (presence of injury).
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	#
	Risk Factor Category
	Questionnaire Items
	t-Statistics
	Pearson Chi-Square
	p-Value





	F1
	Demographics
	Gender
	
	36.35
	0.00 *



	F2
	CrossFit experience
	How long have you been participating in CrossFit?
	11.462
	
	0.00 *



	F3
	Days/weeks of training
	On average, how many days a week do you train in CrossFit?
	4.121
	
	0.00 *



	F4
	Training duration
	On average, what is the duration of your workout (including warm-up)?
	7.352
	
	0.00 *



	F5
	Prior to CrossFit level of activity
	What was the level of your athletic activity—fitness in the last 1 year before you start CrossFit?
	
	38.43
	0.00 *



	F6
	Medical history/previous injuries
	Did you mention to your CrossFit trainer from the beginning (before you started training with him) a detailed medical history (with previous injuries or accompanying health problems you may have had)?
	
	26.84
	0.00 *







* indicates significant difference between C0 and C1 at the confidence level of 95% (p-value < 0.05).
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Table 4. Number of samples (and percentages) in the entire population as well as in the two classes considered in our study (C0: healthy participants and C1: injured ones).
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#

	
Selected Risk Factor

	
N (%)




	
All

	
C0

	
C1






	
F1

	
Gender

	

	




	

	
female

	
443 (36)

	
300 (24.5)

	
143 (11.7)




	

	
male

	
781 (64)

	
390 (31.9)

	
391 (31.9)




	
F2

	
How long have you been participating in CrossFit?




	

	
0–6 mo

	
126 (10.3)

	
89 (7.3)

	
37 (3)




	

	
6–12 mo

	
143 (11.7)

	
113 (9.2)

	
30 (2.5)




	

	
12–24 mo

	
361 (29.5)

	
254 (21)

	
107 (8.5)




	

	
≥24 mo

	
594 (48.5)

	
234 (19.1)

	
360 (29.4)




	
F3

	
On average, how many days a week do you train in CrossFit?




	

	
1–2 times/wk

	
69 (6)

	
45 (4)

	
24 (2)




	

	
3–4 times/wk

	
592 (48)

	
357 (29.1)

	
235 (18.9)




	

	
>4 times/wk

	
563 (46)

	
288 (23.5)

	
275 (22.5)




	
F4

	
On average, what is the duration of your workout (including warm-up)?




	

	
<1 h

	
98 (8)

	
55 (4.5)

	
43 (3.5)




	

	
≥1 h

	
1126 (92)

	
635 (51.9)

	
491 (40.1)




	
F5

	
What was the level of your athletic activity–fitness in the last 1 year before you started CrossFit?




	

	
Low

	
216 (17.6)

	
116 (9.4)

	
100 (8.2)




	

	
Medium

	
598 (48.9)

	
388 (31.7)

	
210 (17.2)




	

	
High

	
410 (33.5)

	
186 (15.2)

	
224 (18.3)




	
F6

	
Did you mention to your CrossFit trainer from the beginning (before you started training with him) a detailed medical history (with previous injuries or accompanying health problems you may have had)?




	

	
yes

	
1009 (82)

	
603 (49)

	
406 (33)




	

	
no

	
215 (18)

	
87 (7.3)

	
128 (10.7)








#. Feature ID.
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Table 5. Predictive performance of ML models (10 FCV) with respect to various validation metrics.
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	ML Algorithm
	Accuracy
	Precision

(C0/C1)
	Sensitivity

(C0/C1)
	Specificity

(C0/C1)
	AUC [Confidence Interval]





	SVM
	0.7222
	0.7461/0.6667
	0.8391/0.5298
	0.5298/0.8391
	0.7550 [0.7240,0.7845]



	LR
	0.7204
	0.7506/0.6553
	0.8246/0.5489
	0.5489/0.8246
	0.7610 [0.7341,0.7871]



	DT
	0.7249
	0.7826/0.6332
	0.7724/0.6467
	0.6467/0.7724
	0.7590 [0.7295,0.7881]



	KNN
	0.7231
	0.8006/0.6186
	0.7391/0.6968
	0.6968/0.7391
	0.7658 [0.7353,0.7933]



	AdaBoost
	0.7466
	0.7968/0.6643
	0.7956/0.6658
	0.6658/0.7956
	0.7793 [0.7466,0.8064]



	RF
	0.7322
	0.7772/0.6525
	0.7986/0.6229
	0.6229/0.7986
	0.7790 [0.7528,0.8063]
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