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Abstract: We developed a methodology for the neural network boosting of logistic regression aimed
at learning an additional model structure from the data. In particular, we constructed two classes
of neural network-based models: shallow-dense neural networks with one hidden layer and deep
neural networks with multiple hidden layers. Furthermore, several advanced approaches were
explored, including the combined actuarial neural network approach, embeddings and transfer
learning. The model training was achieved by minimizing either the deviance or the cross-entropy
loss functions, leading to fourteen neural network-based models in total. For illustrative purposes,
logistic regression and the alternative neural network-based models we propose are employed for
a binary classification exercise concerning the occurrence of at least one claim in a French motor
third-party insurance portfolio. Finally, the model interpretability issue was addressed via the local
interpretable model-agnostic explanations approach.

Keywords: predictive insurance analytics; logistic regression; neural networks; deviance loss function;
cross-entropy loss function; regularization procedures; CANN approach; embedding layers; transfer
learning; Newton—-Raphson algorithm; gradient descent algorithm; LIME model agnostic approach

1. Introduction

The past decade has seen an emergence of a range of new technologies and big
data analytics which have begun to reshape the landscape of predictive modeling in
many enterprises. The highly data-driven insurance sector not only has to cover the risks
which usually fall within its remit but it also needs to continuously adapt and evolve to
cover new risks which may result from a combination of traditional data with new data
collected from various sources called “big data” which consist of structured, unstructured
and semi-structured data. Examples include, but are not limited to, analyzing information
from telematics and usage-based insurance for computing insurance premiums, consumer
analytics focusing on preferences for certain insurance products, insurance fraud detection,
catastrophe modeling, automatic diagnosis of disease from images, crop insurance and
weather monitoring and variable annuity products.

Therefore, it can be clearly understood why machine learning (ML) approaches are
increasingly being considered in actuarial literature research, as can be seen in [1-4]. The
ML methods which have been used so far for efficiently addressing alternative regression
and classification problems in insurance include, for example, XGBoost, random forest
(RF), decision trees (DTs), naive Bayes, K-nearest neighbor (K-NN) model, AdaBoost (AB)
model, stochastic gradient boosting (SGB) model, support vector machine (SVM) model
and NNs. Additionally, a very interesting and novel research direction, which follows in
this study, is the combined actuarial neural network (CANN) approach of [5,6]. Under this
approach, every classical actuarial model can be embedded in an NN. In particular, the
CANN approach can be interpreted as an NN boosting of the classical actuarial regression
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model. Therefore, the CANN models can be used to address all kinds of regression and
classification tasks with the latter being the main research focus of this study. For more
details regarding the use of ML methods in insurance, as can be seen, for instance, in
Refs. [7-37].

The aim of this paper was to present alternative ways in which the predictive perfor-
mance of the classical logistic regression model can be enhanced using neural networks
(noting that the methods which are explored herein can be used for any binary response
model). The neural network boosting of logistic regression allows us to explore missing
interactions of nonlinear type that cannot be captured by generalized linear models such as
logistic regression. Following the fundamental approach in the ML process, the generic
algorithms which we employ for all the classification models we develop split the input
data into a learning or training dataset and a test dataset. Subsequently, the proposed
models are fitted on the learning dataset and evaluated on the test dataset in order to
demonstrate their ability to make more accurate predictions than the logistic regression,
which is used as a benchmark. We compare their predictive performance and investigate
whether they generalize well to external data, which in this case, are unseen insurance
policies concerning a particular classification task. This procedure is in line with the concept
of the so-called “algorithmic modelling culture” according to [38].

In particular, the main contributions we make are as follows:

¢ We bring the statistical and ML algorithmic cultures concerning binary classification
problems into a more integrated relationship by describing how the logistic regres-
sion model can be fitted or “trained” by either maximizing its log-likelihood or by
minimizing the deviance loss, i.e., the difference between the log-likelihood of the
“optimal” model and the learned model.

¢  The logistic regression model is represented as a shallow dense neural network with
one hidden layer which takes in any number of explanatory variables, or input exam-
ples in ML jargon, and constrains the output to be between 0 and 1. This approach
enables us to consider several extensions of the logistic regression model and utilize
methods for optimization and regularization that come as part of platforms for neu-
ral network training. Specifically, we consider the following variants of the logistic
regression:

1.  The one-layer, or shallow, perceptron neural network (NN) model. This is the
representation of the logistic regression model as a neural network with one
hidden layer.

2. The one-layer perceptron NN model using embeddings for features. Embed-
ding learning is a more advanced method than one-hot encoding for treating
categorical feature components with many nominal levels and it is useful for
dealing with categorical variables with many levels in the context of regression
analysis. It works by replacing instances of categorical variables by real-valued
vectors of fixed size such that the vectors reflect similarity between nominal
levels, for different notions of similarity. The embedding technique has its origins
in natural language processing (NLP), as can be seen in [39—41], but it has also
been used in other fields, as can be seen, for example, in Ref. [42]. Regarding
actuarial applications, the use of embedding learning has recently been proposed
by [3,4,43]. The approach we adopt is novel and slightly different since we aim
at receiving a better predictive model by utilizing precomputed embeddings.
More precisely, we replace the categorical variables for the one-layer perceptron
NN model representation of the logistic regression with a low-dimensional con-
tinuous vector representation that was trained by a deep neural network model
in order to cluster labels that are more similar to each other with respect to the
given classification problem.

3. The one-layer perceptron NN model with frozen NN weights on the next-to-last
layer. Since the balance property holds true under the canonical link choice
for the logistic regression model, see, for example, Ref. [37], a deep neural
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network can learn feature representations from data. Thus, we partition the
training dataset into two sub-datasets of equal size. The deep neural network
is trained on the first sub-dataset, and then we feed the second sub-dataset into
the pretrained model and we extract the weights of the last hidden layer. In
this way, we obtained a new, augmented dataset with new features of different
dimensionality. These new features represent nonlinear interactions between the
original features. Finally, the one-layer perceptron NN model representation of
the logistic regression is fitted on the augmented dataset.

4. The one-layer perceptron NN model with transfer learning. The idea is to
use embeddings for categorical variables that are obtained from a deep neural
network which has been pretrained either on the same or another dataset for
another problem which nonetheless shares certain characteristics with the current
setting. There are several benefits of using transfer learning. Firstly, one can
benefit from other neural network-based models without the need to have access
to the data they were trained on. This way, we can convert any regression type
problem into a classification type problem and vice versa. Secondly, one can
improve the training time for larger datasets. Thirdly, the one-layer perceptron
NN model representation of the logistic regression can be updated with new
observations, for instance, we can have new insurance policies with new risk
characteristics entering the portfolio. Finally, the one-layer perceptron NN model
representation of the logistic regression becomes more robust since transfer
learning can be seen as a form of regularization.

In addition to the one-layer perceptron NN model extensions of the logistic regression,
we construct alternative feedforward neural network-based models with many hidden
layers for addressing the same classification problem. Each layer can be thought of
as a possibly nonlinear function whose output is the output to the last layer. The last
layer computes the prediction of the model, which, in the setup we adopt herein, is
the probability that is associated with the desirable objective for a certain classification
task. In particular, we consider the following deep neural network-based models:

1.  The multilayer perceptron NN model. This is the feed-forward neural network
with multiple hidden layers consisting of several neurons.

2. The multilayer perceptron NN model with embeddings. The embedding layers
which embed categorical features into low-dimensional Euclidean spaces have
weights which are learned during the representation learning phase, i.e., the
calibration of the model, thus enabling us to investigate the proximity of such
features to the classification task.

3. The combined multilayer perceptron NN-logistic regression model. Following
the CANN approach of [5,6], the logistic regression can be interpreted as a skip
connection which is added to the neural network directly connecting the input
with the output layer. The logistic regression predicts the probability of an
outcome related to a specific classification task and the neural network learns
nonlinear transformations and interactions between variables from the data that
the logistic regression cannot capture.

Furthermore, this study investigates how the predictive performance of the proposed
models can be improved for addressing the complexity of all sorts of binary classi-
fication problems in insurance and special analysis tools are introduced in order to
establish their interpretability:

—  Neural network architecture. The multilayer perceptron NN-based models, as it
can be clearly understood, are more difficult to train and more prone to overfitting
to the training data than the one-layer perceptron NN model extensions of the
logistic regression.

—  The choice of activation functions. Regarding the one-layer perceptron NN model
extensions of the logistic regression, the chosen activation function has to be
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nonlinear in order to capture the stylized characteristics of the data. There are
several options for nonlinear activation functions that we discuss later in the paper
and the appropriate choice of suitable activation functions at each layer are crucial
steps when designing a neural network architecture. Furthermore, we outline
the procedure that must be followed for selecting a sufficiently large number
of neurons for the one-layer perceptron NN model extensions of the logistic
regression for receiving the required accuracy for a particular classification task.

-  Loss function. Configuring the loss or cost function for the one-layer perceptron
NN model extensions of the logistic regression and the multilayer perceptron
NN-based models is an important step for ensuring that the models will perform
well in the intended manner since it is a measure of error between what outcome
or value the models predict and what the outcome actually is.

- Regularization procedures to prevent overfitting due to the complexity of the
multilayer perceptron NN-based models. We consider the following regulariza-
tion methods:

1.  Dropout regularization which goes over all the layers in a neural network
and randomly setting the probability of keeping or removing some nodes
together with all of their incoming and outgoing connections, except the
input and output layers which are kept the same.

2. Early stopping which is a cross-validation approach. We divide the learning
data into training and validation datasets. The models are trained on the
learning data and evaluated on the validation data after each training epoch.
An arbitrarily large number of training epochs is specified and the training
of the model is stopped when it is observed that its performance on the
validation dataset does not improve (note that the validation data is part
of the learning dataset and thus different from the test dataset used for
evaluation of the final model).

—  Parameter initialization. For non-convex functions, different parameter initializa-
tion strategies can lead to different results. As a result, a unique best model does
not exist, as can be seen in [44]. This issue was explored by [45]. Thus, parameter
initialization is a very important step.

- Embedding representation and feature prepossessing. For expository purposes,
we consider the problem of predicting the probability that an insurance claim
will be filed in a French motor third party liability (MTPL) insurance portfolio
consisting of features describing the vehicle, the driver and the geographic area
of the car registration and the number of insurance claims observed during one
accounting year. We discuss in detail the embedding representation for categorical
features and feature preprocessing for the continuous and ordered features in
the data.

-  Hyperparameter tuning. The architectures of the neural network-based models
were chosen based on rigorous hyperparameter tuning, i.e., the process of de-
termining the right combination of hyperparameters that allows the model to
maximize performance.

- Interpretability. As is well known, for insurance claim predictions, it can be of
crucial importance to be able to analyze the reasons behind a certain prediction.
For this purpose, we will apply a model that locally approximates the function
learned by the NN model with a linear function. The coefficients of this linear
approximation function will then show the importance of the original features
for the output of the advanced NN model.

The rest of this paper proceeds as follows: in Section 2, we present the classical logistic
regression model and how it generalizes to a neural network model. In particular, the
Newton-Raphson and the gradient descent algorithms for the logistic regression model
are described and the maximum likelihood (ML) estimation, goodness-of-fit and model
evaluation are discussed. Then, we discuss how NNs can be used for predicting claim
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occurrence in the French MTPL data.In Section 3, a detailed description of insurance claims
prediction using the neural network boosting of logistic regression is given and the LIME
approach is utilized for providing local model interpretability. Finally, concluding remarks
can be found in Section 4.

2. Notation and Overview of Techniques

In this section, we present the details of the main techniques used in our paper, and
how they apply to the problem at hand. We first introduce logistic regression and then
discuss how it can be generalized to feed-forward neural networks.

2.1. Logistic Regression

In logistic regression, the response Y; is a Bernoulli (77;) variable with a probability
mass function (pmf) given by

P(Y;=y;) = (1-m) Vi, 1

where Y; = 1 if the i-th claim is observed with probability 7; and Y; = 0 with probability
1 — 71; otherwise, fori =1,...,n.

Furthermore, we assume that the i-th claim will be observed or not using covari-
ate information x; = (x;q,...,%;4) €XC {1} x RY, with x;9 = 1 corresponding to the
intercept component.

As is well known, Y; has an exponential dispersion family (EDF) representation with
canonical link function given by

g(m;) = log (&) =x/B, 2)

where B = (Bo,...,Bq)" € R*! and where the design matrix X = (xi,...,x,)" €
R"*(4+1) is of full rank d 4 1. The use of the canonical link function implies that we
receive unbiased estimates on a portfolio level, as can be seen in [46].

Additionally, from Equation (2), we obtain the sigmoid, or the inverse of the logit,
function 0 : X — (0,1) of the prediction

1

x> o(x;B)=m = 1+exp(—x7g)’

®)

The sigmoid function has the advantage that the predicted values are probabilities
which yield more easily interpretable results. Furthermore, the individual coefficients in the
vector B can be treated as feature importance weights which result in explainable models.

Finally, it is worth noting that in addition to the logistic sigmoid function, which is
given by Equation (3), there are several other sigmoid functions, such as the hyperbolic
tangent and the arctangent which are also monotonic and have a bell-shaped first derivative.
Sigmoid functions were inspired by the activation potential in biological neural networks
and have been widely used when designing ML algorithms, particularly as activation
functions in artificial neural networks.

2.2. Training a Logistic Regression Model

Let {(Y;, x;)}"", be a set of examples where Y; is the binary response and x; € R4 *1
are explanatory variables, or input examples, such that each example is represented by
d real valued features and augmented with the constant 1 that represents the intercept
component. Let 8 € R4*! be the parameters that define the model and Ly (X; 8) be a loss
function that evaluates how well the model fits the response Y for input X. We want to
optimize the loss with respect to the parameters , and thus, in the following, for brevity,
we will denote Ly (X; ) by Ly (B). We will present later appropriate choices for the loss
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function. Let us for now only assume that the first and second derivatives %EY( B) and
%EY (B) with respect to the parameters B are well defined and nonzero.

Unfortunately, the logistic regression model does not admit a closed form of the opti-
mal solution (for a reasonable choice of the loss function) and we cannot directly compute
an optimal solution. Instead, the solution has to be numerically estimated using an iterative
process. Below we present two widely used approaches to finding an approximation of the
optimal solution: namely the Newton-Raphson algorithm for the logistic regression model,
which is outlined in Algorithm 1, and the gradient descent approach, which is presented in

Algorithm 2.

Algorithm 1 Newton-Raphson algorithm

1.  Input: A design matrix X € R"*(@+1) a response vector Y € {0,1}".

2. Setan initial value for § € R*! and name it 8(), set A(0) = co,
3. Define the maximum permitted number of steps, rmax and threshold & > 0.

while A) > ¢ do

Update:
, ; 82 r -19 r
B — g(r) _ (afﬁzcym( )) ap 26", (42)
AU = || gr+D) — gy, (4b)

if AUt > ¢ then
if r > rmax then
| Conclude that the algorithm does not converge.

else
| Update the index r = r 4+ 1 and repeat the while loop
end
else
| Present (1) as the solution
end

end

Both algorithms use the gradient descent approach that iteratively approximates a
local optimum by a starting at a randomly selected point and moving in the opposite
direction to the gradient. For a convex loss function, this is also the global optimum. The
difference between the approaches is that, if we use a small predefined constant learning
rate that moves in the direction of the (Iocal) optimum, we use the second derivative of the
loss function that guarantees the convergence with a smaller number of steps. The reduced
number of iterations of the Newton-Raphson algorithm comes at the price that we need
the second derivative of the loss function. We will later discuss why computing the second
derivative can be a computational bottleneck for neural network optimization.

2.3. The Loss Function

We present two different approaches to defining a loss function that measures the
quality of a candidate solution for B. The first one is based on the ML estimation of the
probability mass function of the logistic regression model, and the second one compares
the quality of the candidate model to the solution of a saturated model.
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Algorithm 2 Gradient descent algorithm

1. Input: A design matrix X € R"*(@+1) a response vector Y € {0,1}".

2. Setan initial value for 8 € R¥*! and name it (*)

3. Setalearning ratea > 0,7 = 0 and A0 = co.

4. Define the maximum permitted number of steps, rmax and threshold ¢ > 0.

while A(") >¢,do
Update:

n aﬁy ﬁ<’>>>
i=1
A = gD — g0, (5b)

ﬁ(r—H) (r)

—a : 5a)

if AUTD > ¢ then
if r > rmax then
| Conclude that the algorithm does not converge.

else
| Update the index r = r + 1 and repeat the while loop
end
else
‘ Present B"+1) as the solution
end

end

2.4. Maximum Likelihood Estimation

Assume that we have a set of data points {(Y, x;) }/"_; and we want to calculate the
ML estimate of the (d 4 1)-dimensional parameter f of the logistic regression model in
Equations (1) and (2).

The log-likelihood function of the model is given by

[\1:

Ly(B) = ) _lyilog(mi) + (1 —yi) log(1 — ;)] (6)

I
—

fori=1,...,n.
Thus, by substituting 7r; from Equation (3) into Equation (6), we have

P) = L. [wloBlc(:TB) + (1~ log(1 — o(<T))], 7)

where 0 : X — (0, 1) is the sigmoid function.
To find MLE of B, one has to solve the score equation

0= 55Lr (B Z[ ~ o) x. ®)

The negative likelihood thus defines the cross-entropy loss:
1& T T
=~ ) —vilog(e(x/ p)) — (1 - yi) log(1 - o (x{ B)), ©)
i=1

However, since there is no analytic solution for Equation (8), the solution has to be
numerically estimated using an iterative process as the one described in the previous
section. Next, we show how to employ the Newton—-Raphson method which is the most
popular method for solving systems of nonlinear equations (note that the MLE of the
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logistic regression model can be obtained by calling the glm() function in programming
language R whilst setting the family argument to “binomial”).

The Newton-Raphson algorithm for the logistic regression model can be described in
matrix form as follows:

e Let (") be the estimate of B obtained after the r-th iteration. The matrix representations
of the first and the second derivative of the log-likelihood in (6)—(9) are given by

d r - r r
352 (B") = Ly — i = Xy = =) (10)
i=1
and
icy(ﬁm) = fx-x.Tn@(l — "y = —xTwx (11)
8’32 = [t A i 4
where X = (xq,..., xn)T is the design matrix and where 7 = (nir),..., 7'(,([))T,
with nl(r) = U(xiT,B(r)), where 710 (1 — (1)) is the pointwise product (ngr)(l -

ngr)), nér) (1- ér)), e ny) (1- n,sr)))T. Furthermore, let W(") = diag(7(") (1 — ("))
be an 1 x n diagonal matrix where the i-th diagonal entry is given by [W(")];; =
7" (1- n.(r)).

1

*  Then, the r-th update is given by

ﬁ(r+1) _ ﬁ(r) _ (aa;EY(ﬁ(r)))laaﬁEY(ﬁm) - /3(0 + (XTW(r)X)AXT(y, ,T(r)), (12)

The description of a gradient descent algorithm is straightforward from the above
discussion, the difference being that we need to replace the second derivative with a
constant learning rate «. In order to obtain good quality, we will need to set a sufficiently
small ¢, and thus the gradient descent will converge in more iterations than the Newton—
Raphson method. However, we avoid the computation of the second derivatives in the
Hessian matrix which has a computational complexity of O(nd?), whereas computing the
first derivative can be performed in O(nd) steps The big O notation denotes asymptotic
growth. Formally, it holds f(x) = O(g(x)) iff |f(x)| < cg(x) for all x > x( for some
constants ¢ > 0 and x.

2.5. Goodness of Fit

In the context of logistic regression, the maximum number of parameters that can be
fitted is given by n, i.e., one for each observation. In this case, we have Y; ~ Bernoulli(7;)
and 7; = y; as the optimal solution obtained from a saturated model. Let ﬁmﬂx denote
the vector (711, .., ;). One way to assess the goodness of fit of a model is to compare its
log-likelihood with that of a saturated model. The relevant test statistic, called the deviance,
is defined by:

D = 2(UBuaxiy) — (By))- (13)
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It can be calculated explicitly, as follows:
A n yi
((Bmax;y) = ; {]/i log (2 yi) +log(1 — }/i)}
. ! 7T
((Bry) =), {yz log ( ) +log(1 — m)}
i=1 & (14)

D=2 Z{yzlog( (x;T 'B)) 1=yl g(l—ltf_(xyiiTﬁ))}
e e/
p_zi_zlyllog( —Yi 1°g< o(x Tﬁ))

where 0 : R — (0,1) is the sigmoid function.
Note that the first and the second derivatives of the deviance loss are the double of the
derivatives of the cross-entropy loss as it holds

wiog(soirgy ) + (0108 (1= 5oy ) =
yilogy; — yilog(o(x;"B) + (1 —y;) log(1 — y;) — (1 — y;) log(1 — o(x;" B)

and the derivative is computed with respect to . Thus, we can use the same approach to
approximate the optimal solution as for the cross-entropy loss.

2.6. Model Evaluation

We split the available dataset into a learning set D and a test set 7. We train the
models only on D and report results for the performance of the models on both D and 7.
We would like the quality of prediction on both datasets to be comparable, since in this
case, the model’s performance is likely to be representative for new unseen datasets. This
will be particularly important when training neural network models which have higher
capacity, i.e., they can represent more complex functions than GLMs. In fact, one of the
main results on neural networks is that they can represent arbitrary continuous functions.
On the other hand, for this reason, such models are prone to overfitting the training data.
Thus, it is of crucial importance to show results of comparable quality on a dataset that was
not used for training.

More precisely, we perform the parameter estimation on the learning set D to achieve
a minimal deviance loss as follows:

BMLE _ argm;xE(D,ﬁ) — argmﬁinD(D,,B)- (15)

This enables the calculation of the in-sample deviance loss

D(D, M) =2 Y (log f(yiivir @) — log f(yis i}, ). (16)

i€D

and the out-of-sample deviance loss

D(T, M) =2 Y (1og f(yiivir @) — log f (s Y5, ¢)). a7

ieT

This out-of-sample loss is then our main measure of interest when comparing the prediction
performance between models. Note that the model is fit only on the learning data and thus
we optimize the in-sample loss but evaluate the quality of the model on the out-of-sample
loss. The expressions for in-sample and out-of-sample cross-entropy loss can be derived in
a straightforward way from the above and Equation (6).
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2.7. Neural Networks

In this section, we give an overview of neural networks and we discuss how they can
be used in our setting for the prediction of insurance claims in the French MTPL data we
consider for our numerical illustration in Section 4.

The design of advanced neural network architectures is a very active research area,
with applications ranging from speech recognition to drug design. We refer the reader
to [47] for an overview of different neural architectures.

A feed-forward neural network consists of several layers such that each layer consists
of a number of neurons. The first layer is the input layer and the last layer computes the
output of the function. The layers between the input and the output layers are called hidden
layers. In Figure 1, we show a neural network with three hidden layers. This is the network
that we are using for our model, as more details are provided in the following sections.
Each neuron computes a linear combination of all inputs from the previous layer. We can
think of the output of a layer as a matrix multiplication with the input from the previous
layer where the entries in the matrix should be learned by training the model. A neuron
corresponds to a row in this matrix. In order to represent nonlinear functions, we apply a
nonlinear activation function to the output of each layer.

More precisely, a neural network computes a function f mapping the features x € R”
to the response y € R™:

y=flx)

As the neural network consists of several hidden layers, and each layer can be expressed as
a mapping, we see that f is composed of several functions. In particular, let z(k=1) € Rk
be the input to the k-th hidden layer with g; neurons. Then, the function in the k-the
layer is given by f*) : Rf-1 — R where f®) (z(k=1) = ¢ (WK z(k=1) for a matrix
W) € R%-1%0% and a nonlinear activation function ¢ : R% — R that is applied entry-
wise to the vector W) z(k=1) ¢ R, Thus, the i-th neuron is represented by the i-th row in
the matrix W. Summarizing the above, the k-th layer computes the function

FO RIS R, 20Dy R = f(0) (1)) = (fl(k) Dy, ... /fq(;i{) (Z(k—l)))/,

The hidden neurons are given by

Tk—1

9 +0) = 4’<ﬁ§,ko) + ) Bf-,krizﬁfl)> =g, 26Y),  forj=1,,q, (18)
m=1

with Wk) = ( gk),. -, ,Bg];)), € Rax(140-1), For k = 1, the input z(%) is simply the design
matrix x and gp is equal to the dimension of the feature space X'.

The last layer computes a predicted value for the problem at hand. In our setting, we
consider a binary classification problem. Thus, to take into account the exposure of every
insurance policy, just as in logistic regression, the output layer is given by

A:RK SRy, 2K AR = 0<,B(KH),Z(K)>, 19)

where 0 : R — (0,1) is the sigmoid function which computes the probability that a given
example will be an insurance claim. That is equivalent to adding a layer with g1 =1
and a sigmoid activation function. This basic architecture of the neural network then has a
depth of K with r = YK | g, (1 +gx_1) + (1 + gx) parameters to be learned.

As a concrete example, we consider the neural network shown in Figure 1. The
input comprises 11 variables provided in the insurance claim dataset. There are K = 3
hidden layers with g9 = 11, g1 = 100, g2 = 50 and g3 = 25 neurons. Thus, there are
5100 parameters for ;.
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Figure 1. A multilayer perceptron neural network with three hidden layers. The last neuron in each

layer is the intercept term.

2.7.1. Logistic Regression as a Single Layer Neural Network

We can view logistic regression as a single layer network. In particular, for g0 = d + 1,
g1 =1land ¢ =0 : R — (0,1), the network implements the logistic regression model.

2.7.2. Neural Network Training

Given a dataset with examples x; € R” and a target variable y; € K" (where K = R
for regression problems, and K = IL. C N for classification), we want to learn the parameters
or the weights of the layers of a neural network that computes a function f(x;) = y;. This is
usually achieved by choosing a particular neural network architecture and a loss function
that helps us achieve a given objective, e.g., high accuracy for classification or a small
absolute error for regression. In our setting, the desired objective is to reflect the probability
for an insurance claim.

The loss function should be well defined and differentiable such that an optimal
solution can be found. As neural networks represent complex functions, an optimal
solution will not exhibit a closed form in the general case. Instead, a local optimum is found
using numerical optimization methods. It is standard to use the gradient descent method.
The approach starts with randomly assigned values for the weights for all neurons. The
values are random but sampled from some distribution. Empirically, it was observed that
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sampling from a 0-mean normal distribution where the variance is a function of the number
of input and output neurons at the layer guarantees the fast convergence of training.

The examples are processed in batches. For example, let f(x) € R be the output of a
neural network for a given regression problem. For a batch with 1 examples x; € R?, the
loss is defined as 2 £(f(x;),y;) where y; is the response we want to learn. For regression
problems, a commonly used loss function is the mean squared error, thus we have to
optimize the parameters of F, i.e., the weights of the layers in the neural network, such that
Ly (f(xi) —y:)? is minimized. In the binary classification setting, appropriate choices
for the loss function are cross-entropy and deviance, as discussed in the previous section.

The method of choice for neural networks is gradient descent, as described in Algorithm 2.
Weights are updated such that the weight values 8 move in the negative direction of the
gradient of L(f(x),y):

Brr1 = Pt — aVL(E(x; Br),y)
where f(x; B) denotes neural network evaluated at x with weights f and a > 0 is the learning

rate. For sufficiently small -y, gradient descent is guaranteed to converge to a local optimum.
Thus, for a convex function, it will probably find an optimal solution.

Bry1 = Bt —YVL(f(x),y)

As discussed, a neural network implements a composition of functions. Thus, the loss
function can be written as

L(f(x),y) = LB FEVC (B Y)

Using the chain rule for computing the derivative of a composite function, gradient descent

is applied to a neural network using back propagation. Remember that z(6) = f(z(k=1)) =
!/

PR (WK Z(k=1)y and W) = ([Sgk)f o, [[3,(7&)) . In order to compute the derivative of the

loss function with respect to the weight of the neurons in the t-th layer, for 1 <t <k, we

apply the chain rule as

AL(f(x),y) _ LW, y)af " 1) aftV
w9z 9z(k-2) T W)
In each layer, we compute the derivative at each layer with respect to the output of
the previous layer. In the above, it holds that

af(i) af(i) 34,(1')
9z(i-1) o) 9z(i-1)

Note that, in the above, the design matrix values, i.e., the feature values in the training
dataset, are considered to be constants.

Of course, neural networks are not supposed to only model convex functions but even
the local optima of non-convex loss functions yield good enough solutions in practice.

2.7.3. More on Gradient Descent Optimization

Gradient descent has become the ubiquitous approach to training neural networks,
and is the method of choice in literally all platforms for neural network training. As
discussed in Section 2.1, we can apply the Newton-Raphson algorithm which converges in
fewer iterations. However, this would require the computation of the second derivative
with respect to the parameters at each layer, i.e., we need the Jacobian matrix of the layer
parameters fy. For larger networks with many parameters, this is unfeasible as the Jacobian
will have (qxq5—1)? parameters, where g1 and g is the number of input and output
neurons at the k-th layer. Even for our relatively small neural network from Figure 1, this
would mean a Jacobian matrix with 25 million entries.

However, gradient descent comes with many challenges that need consideration:
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1. We can get stuck in a local optimum which might result in a solution which is not
good enough. Furthermore, for a non-convex function there might exist a saddle point
where, in one dimension, the function has a positive slope, and a negative slope in
other dimension. The derivative of a function at a saddle point is 0 but the saddle
point is not a local optimum.

2. A small learning rate would lead to very slow convergence, and a large learning rate
might lead to oscillation around the optimum.

3.  Computing the gradient with respect to the whole training dataset might result in
very slow updates.

4. For certain loss functions, we might encounter the problem of vanishing gradients.
Consider the sigmoid function ¢(z), for large or small values of z the gradient will be
close to 0, and thus we will need many iterations until we reach an optimum.

5. The learning rate needs to be adapted in order to address changes in the curvature
for complex functions. In particular, the gradients in different directions might be
of largely different magnitudes, and thus using a constant learning rate might lead
to oscillations.

Researchers have approached the above issues using various techniques such as

1.  In particular, the choice of activation function is of critical importance. We discuss
different activation functions and how we use them in our architecture in greater
detail in the next subsection.

2. Mini-batch training. Compute the gradients not for the whole dataset but for a batch
of examples.

3.  Adaptive learning rate. The idea is that the learning rate is not a constant but a
function of the gradients of the past iterations of the optimization process. A popular
choice in practice is the Adam approach (adaptive moment estimation) where the
learning rate is adjusted after each iteration by using an exponentially decreasing
average of past gradients. We refer to [48] for more details on the approach.

4.  Parameter initialization. We start to train the neural network model by initializing the
parameters with random values. However, the magnitude of these random values
has to be carefully selected as it might lead to slower training or even vanishing or
exploding gradients.

Note that the above list is not exhaustive since, unfortunately, neural network opti-
mization relies on heuristic techniques and trial-and-error-based hyperparameter tuning,
and is thus often characterized as being more of an art than science. Regarding the classifi-
cation problem we consider herein, we provide more details in the next section wherein we
discuss the results of our models.

2.7.4. Activation Functions

When the activation function is nonlinear, a deep neural network computes complex
nonlinear functions. In fact, the universal approximation theorem states that any continuous
function can be approximated with an arbitrarily small error by a neural network with
a single hidden layer and a nonlinear activation. However, such functions are unlikely
to generalize well as the hidden layer might need to be very large, and thus they will
not be useful for learning a model that generalizes well to new data. Instead, one prefers
multilayer networks where each layer computes certain patterns which are then combined
by the next layer in order to form more complex patterns. In the context of computer vision,
one can think of the first layers of a neural network of detectors of basic image features
such as edges and contours, while the latter layers combine these basic shapes into more
complex patterns that represent object parts.

Below, we list the most widely used activation functions.

e Sigmoid.
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The sigmoid function is widely used for binary classification as it returns a value in
(0,1) which can be treated as the probability that a given example belongs to one
of two classes. For multi-classification problems, the function is generalized to the
softmax function which returns the probability for each of k classes. However, the
derivative of the sigmoid function is o(x)(1 — o (x)). Therefore, the maximum possible
value of the derivative is 0.25. It is not advisable to use the sigmoid as the activation
function for several layers as it is likely to encounter the problem of vanishing gradients:
by the chain rule, we multiply the derivatives at each layer and thus the gradient
will converge to 0 and updating the weights by gradient descent will converge very
slowly towards an optimal solution. For this reason, the sigmoid is usually used as an
activation function only for the output layer.

*  Hyperbolic functions.
tanh(z) = 172? -1
This is an alternative to the sigmoid function where the range of values is between
—1 and 1 which might yield more insights, especially regarding the impact that
certain features have on the output. Observe that tanh(z) = 20(2z) — 1, and thus
the derivative is at most 1 and is close to 1 only for z ~ 0. Thus, stacking several
layers with a hyperbolic activation function might again lead to the vanishing gradient
problem, and thus it is recommended to use it only for layers close to the output layer.
* ReLU.
¢(z) = max(z,0)

This is a nonlinear function that can be used to obtain a piecewise linear approximation
of arbitrary functions. As long as the weights are positive, gradient descent quickly
converges towards the optimal solution. However, an obvious problem of the ReLu
activation function is that if the input to a neuron is negative, then the derivative will
always be 0, which is the so-called “dying” ReLUs problem. Alternatives have been
proposed, such as the LeakyReLU with ¢(z) = max(z, yz), where v € (0,1) is a small
constant, or the eLU ¢(z) = max(z, ae* — 1) for some « € (0, 1].

In our setting, we found that the eLU activation function yields the best results, slightly
outperforming the ReLU. We will comment more on this in the next section.

2.7.5. Embedding Layer

A common technique for the preprocessing of categorical features is to convert them
into numeric vectors. The standard choice is to represent a feature x, with values over ¢
possible categories vy, ..., 7., by a binary c-dimensional vector x with a single nonzero
coordinate such that x; = 1 iff x = v;. This is the so-called “one-hot encoding”.

Neural networks offer an important alternative, namely that categorical features are
represented by numerical vectors and these vectors are learnt just like we learn the weights
of the individual layers. This is achieved by the so-called embedding layer that maps
each feature value to its corresponding embedding, i.e., its vector representation. This is
implemented by a simple hash table that keeps the corresponding representation for each
feature value and loads it when required. All modern neural network frameworks such as
Keras, PyTorch, etc., offer embedding layers.

One major advantage is that the learnt feature representations capture the intrin-
sic characteristics of the features. For example, embeddings are very popular in natural
language processing where the semantic similarity between words is reflected in the embed-
dings. A notorious example is that emb(king) — emb(queen) ~ emb(man) — emb(woman).

3. Prediction Models and Numerical Illustration
3.1. Data Description

The freMTPL2freq data which we consider for the application of the proposed models
are a French MTPL claim count dataset which was included in the R package CASdatasets,
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as can be seen in [49]. This dataset consists of 678,013 insurance policies, or examples
in ML terminology. An in-depth exploratory data analysis of this dataset is given in the
tutorials of [6,23,50] for the Swiss Association of Actuaries (SAA). Furthermore, to ensure
that the heavily parameterized neural network-based models do not overfit the data, we
split the data at random into a learning dataset D consisting of 90% of all examples and a
test dataset 7 comprising the remaining 10%. Each example consists of 12 features, which
are described in Table 1. We used 10 features for the design matrix, and one for the target
variable (the unique identification number of the policy is clearly useless for prediction).
Each feature is transformed as described in the last column. We converted the number of
claims feature into a binary label. This is justified by the data as only 0.278% of examples
have a claim number of more than one, as can be seen in Table 2 for the exact numbers.
We normalize numeric features to be normally distributed around their mean using the
variance in the data. In particular, we use the learning dataset mean and standard deviation
of each feature for normalization. Categorical variables were converted into ordinal ones,
the order being arbitrarily decided and then normalized. Normalization is important as we
bring the features to be on a comparable scale, which is helpful for the gradient descent
algorithm. One of the major advantages of deep learning is that, as mentioned earlier, it
can be seen as an approach to learning feature representations from data. This is why we
chose relatively simple techniques for feature preprocessing.

Table 1. Summary of the data features and the corresponding preprocessing methods.

Feature Description Type Values Used Transformed
IdPol The number of the policy Numeric ~ Consecutive integers ~ No -
ClaimNb The number of claims Numeric {0,1,2,3,4} Yes x=x>0
Exposure How much the car was used Numeric [0.00273, 2.01] Yes x = %
VehPower The power of the car engine Numeric Integer4 < x <15 Yes x= %’E;)
VehAge The age of the vehicle Numeric Integer in [0, 100] Yes X = xs_d}(lg)
DrivAge The age of the driver Numeric Integer in [18, 100] Yes x = Y;;Z)((;()
BonusMalus “No claim discount” Numeric Integer in [50, 230] Yes x = X;d’ZJ(C))C)
To ordinal and x = xsTiP(ng) /
VehBrand The brand of the vehicle Categorical 11 categories Yes  embedding representation
VehGas The type of the engine categorical {Diesel, Regular } Yes To binary variable
To ordinal and x = xs_d}(lx) /
Area The area in France Categorical 6 categories Yes  Embedding representation
Density The population density of the area ~ Numeric Integer in [1, 27,000] Yes x= %
. o to ordinal and x = x;,’(‘g) /
Region The region in France Categorical 21 categories Yes embedding representation

Table 2. Number of examples with a given number of claims.

Number of claims

0

1 2 3 4 5 6 8 9 11 16

Number of examples

643,953 32,178 1784 82 7 2 1 1 1 3 1
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3.2. Models Overview

At a high level, the algorithms work by following the machine learning paradigm.
First, we choose a model that will predict the probability that an insurance claim will be
made. The model represents a hypothesis space, namely a family of functions that classify
examples into claims and non-claims based on a given input. Our goal is to select an
optimal function from this family where optimality is defined with respect to the input data
and a given loss function. More precisely, we want to find the optimal function parameters.
We provide specific details in the next section.

Optimization

As discussed, we used gradient descent to detect a local minimum with respect to a
given loss function using the gradient descent approach. In the case of logistic regression,
these are the optimal weights that model the importance of individual features and the
algorithm is guaranteed to detect the global minimum. For the neural network models, we
want to find the optimal values in the weight matrices at different levels. As discussed,
neural networks model non-convex functions and gradient descent is not guaranteed to
detect the global minimum.

3.3. Implementation

All models we developed were implemented in the programming language R. For
the neural network-based models, we used the keras package. In Table 3, we listed all
models implemented in the paper. The name of a model is given as {LogReg, NN }(cg,peots
denoting whether this is a logistic regression or a neural network model, and the loss
function is either cross-entropy (CE) or deviance (Dev).

In our setting, we found that optimal results for the one-layer perceptron NN model
representations of the logistic regression are attainable by using a learning rate of « = 102
for the Adam algorithm which was run over 100 epochs on random mini-batches of size
10,000 from the training data. We used He initialization [51] for initializing the parameters
of the network as this approach is known to guarantee the faster convergence of the gradient
descent training algorithm.

Furthermore, regarding the multilayer perceptron NN models, optimal results were
obtained from the model returned by early stopping, i.e., the model that performs best on
the validation dataset.

Table 3. List of models evaluated on the MTPL dataset.

Model Name Loss Description
LogRegr Deviance R’s glm() model
LogRegpey Deviance 1-layer NN
LogRegcg Cross-Entropy 1-layer NN
LogRegpey+ Embs Deviance 1-layer NN with precomputed embeddings
LogRegcr+Embs Cross-Entropy  1-layer NN with precomputed embeddings
LogRegDev+Frozen Deviance 1-layer NN with frozen NN weights
LogRegcE+Frozen Cross-Entropy 1-layer NN with frozen NN weightss
LogRegpey + Trans ferLearning Deviance 1-layer NN with frozen NN weights
LogRegce+TransferLearning ~ Cross-Entropy 1-layer NN with frozen NN weights

NNpeo Deviance NN from Figure 1
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Table 3. Cont.
Model Name Loss Description
NNcg Cross-Entropy NN from Figure 1
NNDpey+Emb Deviance NN from Figure 1 with Embeddings
NNCcELEmp Cross-Entropy NN from Figure 1 with Embeddings
NNDpeo+skip Deviance NN from Figure 1 with skip layer
NNcE+ skip Cross-Entropy NN from Figure 1 with skip layer

In the next subsections, we present more details about each of the models including the
architecture neural network-based models, the loss functions, the regularization methods
of dropout and early stopping that we employ, as well as details on the evaluation and
results for all the proposed models.

3.4. Neural Network Architecture

The architecture for the feed-forward neural network is shown in Figure 1. The
10 input variables are fed into a hidden layer with 100 neurons. The next two hidden layers
have 50 and 25 neurons, respectively. The activation after the hidden layers is the eLU
function and the output is computed by the sigmoid function. As discussed, we can treat
the three hidden layers as computing a new feature representation, and then applying a
logistic regression model on the new features. The architecture was designed by careful
hyperparameter tuning. The intuition behind the decreasing number of neurons in the
hidden layers is that we want to first create combinations of the original features, and then
only detect the most significant combinations such that we avoid overfitting.

In Listing 1, we show the implementation of a logistic regression model using a single
layer neural network, and in Listing 2, the implementation of the neural network from
Figure 1.

Listing 1. Logistic regression by a neural network.

d = dim(X_train)
model_1lr <- keras_model_sequential ()
model_1r %>Y%
layer_dense(units = 1, activation = "sigmoid", input_shape = c(d[2]))

model_1r %>% compile(
loss = deviance,
optimizer = optimizer_adam(lr = 0.01),
metrics = tf$keras$metrics$AUC(),

)

model_1r %>% fit(
X_train, as.integer(trainO$label)-1,
epochs = 1024,
batch_size = 10000,
validation_split = 0.1,
callbacks = list(callback_early_stopping(monitor = "val_loss", patience=5))

Listing 2. Neural network of Figure 1.

model _nn <- keras_model_sequential ()
model_nn %>Y%
layer_dense (units = 100, activation = "elu", kernel_initializer=’he_normal’,
input_shape = c(d[2]1)) %>%
layer_dropout (rate = 0.2) %>%

layer_dense (units = 50, activation = "elu", kernel_initializer=’he_normal’) %>%
layer_dropout (rate = 0.2) %>%

layer_dense(units = 25, activation = "elu", kernel_initializer=’he_normal’) %>/
layer_dropout (rate = 0.1) %>%
layer_dense(units = 1, activation = "sigmoid")

model_nn %>% compile(
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loss = deviance,
optimizer = optimizer_adam(lr = 0.001),
metrics = tf$keras$metrics$AUC ()
)

3.5. The Loss Functions

We consider the two loss functions defined in Section 2.2 as (i) binary cross-entropy
which optimizes the prediction function with respect to an ML estimator

N 14
Lce(Y,Y) = - Y yilog(7i) + (1 —y;) log(1 — 7;)
i=

and (ii) deviance loss, which approximates the quality of predictions by a saturated model:

1y ~ 1-7,
EDeviance(Y/Y) = _E Z]/i log(;l,> + (1 - yi) 10g<1 _ il)
i=1

i i

For both of the loss functions we used, the gradient descent method was applied using
Adam optimizer with a learning rate set to 0.001. We used a mini-batch of 1000 examples.

In Listing 3, we show the implementation of the custom-defined deviance loss. The
cross-entropy loss is one of the default classification loss functions in Keras but we need
our own implementation of deviance loss.

Listing 3. Deviance loss.

deviance <- function(y_true, y_pred){
K <- backend ()
eps <- 0.00001
w <- 1
loss <- K$mean(w * y_truexlog(y_true/(y_pred + eps) + eps) +
(1-y_true)*log((1-y_true)/(1-y_pred + eps) + eps) )

3.6. Regularization

As already mentioned, the first step in order to avoid overfitting is to have a smaller
number of neurons in the layers.

e Dropout. During learning, when processing different batches of data, a subset of
neurons selected at random are not used for training. This forces other neurons to
take over their function and this prevents the “overspecification” of neurons and
thus yields models with a lower variance. In the network in Figure 1, we randomly
dropped 20% of the neurons from the first and second hidden layers, and 10% of the
last hidden layer. These values were found by manual hyperparameter tuning.

e  Early stopping on a validation dataset. When training a model, we divided the learning
data into 80% purely training and 20% validation data. The model is only trained on the
training data and the loss function is evaluated on the validation dataset. Training
using gradient descent continues until the loss for the given loss function decreases
on the validation dataset. Once we observed that the loss on the validation has not
decreased for a certain number of iterations, we return the model which has the
smallest loss on the validation dataset. The intuition is that the validation dataset
is representative for the performance of the model on new data. In Figure 2 (top),
we show that, while the loss on the training data (in red) continues to decrease over
epochs, it starts to slowly increase on the validation data (in green) indicating that the
model overfits. In the plot, we observe that the optimal model, as evaluated on the
validation dataset, is achieved after roughly 60 epochs.
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Figure 2. Improvements of deviance loss and AUC metrics over epochs.

3.7. Evaluation and Results

The loss can be mathematically optimized but it does not really provide any insights
with regard to how useful the proposed model is. For a highly imbalanced classification
problem, the accuracy metrics is not a suitable choice. In our case, we can achieve 95%
accuracy by simply predicting “no claim” for all inputs. A standard choice is the use of
the receiver operating characteristic (ROC) curve which evaluates the prediction quality of
a binary classifier by varying the discrimination threshold. Essentially, it shows the true
positive rate for various thresholds of the false positive rate. For example, by accepting a
20% rate for false positive claims, we can detect 50% of the real claims. As we want high
true positive rates with corresponding low false positive rates, we want most of the area
to be under the ROC curve. The area under curve (AUC) metrics is thus widely used to
evaluate the quality of a binary classifier. In Figure 2, we show that the decrease in deviance
loss reflects an improvement in AUC scores. The results are presented in the Figures 3-5
and the Tables 4 and 5 at the end of this subsection.

3.7.1. Logistic Regression Results

The results for the different variants of logistic regression are in Panel A in Table 4
(deviance as a loss function) and Table 5 (cross-entropy as a loss function).
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Logistic Regression Using Embeddings for Features

We discuss how to compute embeddings for the categorical variables VehicleBrand,
Region and Area in the next section. We replace the categorical values for these features
by the corresponding vector representation that was trained by a neural network model.
The values for the entries for LogRegy yss+ Emp in Tables 4 and 5 show that we improve the
results for standard logistic regression.

Training a Logistic Regression Model on the Next-to-Last Layer

Given that that the balance property holds, we have the unbiasedness of the estimated
logistic regression on the portfolio level and we can treat the neural network as a model
that learns a new feature representation. In particular, we split the training data D into two
equal partitions Dyy and Dpogreg- Then, we train a neural network model on Dy and
call this model Myn. Then, we convert the features of Dy ,gr.¢ by running My on it and
extracting the weights of the last hidden layer. In the network from Figure 1, this creates
new features of dimensionality 25. Then, we fit a logistic regression model to the newly
created dataset. As evidenced from the values in Tables 4 and 5, we considerably improve
upon the standard logistic regression model (the entries for LogRegrss-+Frozen)-

3.7.2. Multilayer Perceptron Results

This is the classical setting for NN training using, in our case, the architecture from
Figure 1. In Table 3, the models are denoted by N Np,, for deviance loss and NN¢ for the
cross-entropy loss. The training of the network follows the approaches discussed above. In
particular, we use: He initialization, which is one of the methods one can use to bring the
variance of the layer outputs to approximately one; the Adam algorithm with learning rate
a = 1072 for gradient descent optimization, with a dropout of 20% for the first two hidden
layers and the eLU activation function for all hidden layers. Finally, the activation function
for the output layer is the sigmoid.

3.7.3. Advanced Approaches

In addition to the above approaches, we designed several extensions that aim to
improve the models.

A Skip-Layer Connection Approach

Following the CANN approach of [5,6], Listing 4, we train a neural network and, in
addition to that, we feed the input layer directly into the output layer, i.e., the sigmoid
layer. This is a combined model that has, as an input, the features learned by the neural
network as well as the original features. The intuition is that, in this way, we can combine
more complex features which can improve the model but also lead to overfitting, and thus
we also have the original features on which we learn a more basic model such as logistic
regression.

More precisely, the model looks as follows

k-1

Faip = ‘7<wa +¢ </5](]B) + ) ﬁ}f(%zgfl))),
m=1

This means that we concatenate the original input (the first “blue” entry) to the output
of the k-th layer (the second “red” entry) and train a logistic regression model on the new
feature space.

Listing 4. CANN model.

combined_model <- layer_concatenate(c(model_nn_skip, input_layer)) %>%
layer _dense(units = 1, activation = "sigmoid")
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Embeddings

In Listing 5, we show how to compute embeddings for three categorical variables:
the vehicle brand, the area and the region in France. Each embedding is a 5-dimensional
vector that corresponds to a given categorical values. In Figure 6, we show the distribution
of embeddings computed by the network for regions in France. Some of the regions are
considered to be more similar to each other and are grouped together. Such a represen-
tation is useful as it yields more insight into the features and can be used to improve the
performance of other models.

Listing 5. Embedding layers.

brand_input <- layer_input(shape = c(1), dtype = ’int32’, name = ’VehBrand’)
region_input <- layer_input(shape = c(1), dtype = ’int32’, name = ’Region’)
area_input <- layer_input (shape = c(1), dtype = ’int32’, name = ’Area’)
rest_input <- layer_input(shape = c(7), name = ’inp_otherVars’)

d<-5
brand_emb <- brand_input %>%
layer _embedding (input_dim = length(unique (df$VehBrand)),
output_dim = d, input_length = 1, name = ’VehBrandEmb’) %>%
layer_flatten(name=’brand_flat’)
region_emb <- region_input %>% layer_embedding(input_dim = length(unique (df$Region)),
output_dim = d, input_length = 1, name=’RegionEmb’) %>}
layer_flatten(name=’region_flat’)

area_emb <- area_input %>% layer_embedding(input_dim = length(unique (df$Area)),

output_dim = d, input_length = 1, name=’AreaEmb’) %>}
layer _flatten(name=’area_flat’)

combined_model <- layer_concatenate(c(brand_emb, region_emb, area_emb, rest_input)) %>%

layer_dense (units=100, activation = "elu") %>%
layer_dropout (0.1) %>%

layer _dense(units=50, activation = "elu") %>%
layer _dropout (0.1) %>%

layer_dense (units=30, activation = "elu") %>%
layer_dropout (0.1) %>%

layer_dense(units=1, activation = "sigmoid")

Transfer Learning

A widely used approach to training more robust learning models is the so-called
transfer learning technique. For example, there are powerful computer vision or natural
language processing models that have been trained on massive datasets. For example,
the VGG16 classification model [52] was on trained on a dataset consisting of more than
14 million images, and each image belonged to 1 of 1000 classes. If we have to design a
new image classifier for a smaller and more specific dataset, e.g., for the classification of
dog breeds, it is challenging to train a new model from scratch if we have a smaller dataset
with just a few thousand dog images. Instead, we can use the VGG16 neural network but
replace some of the top layers with new layers. As such, the neural network will detect
certain shapes in the image, e.g., the shape of the ears or the tail, and we will learn how to
combine these shapes in order to correctly predict the dog breed.

More precisely, we will apply transfer learning to our setting as follows. Let Fpoisson :
R‘f — Klml represent a Poisson regression model. Let F,greq : Rg — K? 2 be a logistic
regression model implemented by a neural network. Let {x1,...,x;} be a set of k <
min(dy, dy) categorical features that are used as input to an embedding layer in Fpgisson,
that are also used as input to the Frogreq network. After training a model for Poisson
regression on Fpoisson, the weights of the embedding layers will then be used in F ogRreg-

We followed this approach and retrained the GAM2 model from [6]. We then extracted
the embeddings for the variables VehBrand, Area and Region. The corresponding function
implementation is shown in Listing 6. The input is a data frame and a pretrained model
with embedding layers from which we extract the embedding for each feature using the
get_layer function.

Using these embeddings, instead of the embeddings trained by our architecture, as
described in the previous section, we again trained a logistic regression and a neural
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network model. As we see, the results are essentially identical. This is not really surprising
as, in both cases the embeddings capture the information about the relationships between

different objects in each category.

Listing 6. Transfer learning function.

replace_embs <- function(df, emb_name, model_emb){
emb_name <- paste(emb_name, "Emb", sep="")
layer_emb_name <- get_layer (model_emb, emb_name)

embeddings <- data.frame(layer_emb_name$get_weights () [[1]1])
colnames (embeddings) <- paste(df_name, colnames(embeddings), sep = "_'

embeddings$name <- c(levels(as.factor (df [[df_namel])))

df _upd <- merge(df, embeddings, by.x=df_name, by.y="name

df _upd <- select(df_upd, -c(all_of(df_name)))
df _upd
}
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Figure 3. AUC values on the test set achieved using R’s logistic regression function (left) and logistic
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Table 4. The deviance loss and the corresponding AUC values on the training and test datasets.

Train Test
Method Deviance AUC Deviance AUC
LogRegr 0.193 0.635 0.196 0.627
<« LogRegpey 0.193 0.634 0.196 0.627
z LogReg pey+ Emb 0192  0.636 0.195 0.637
& LogRegpeo+ Trans ferLearning 0194 0.634 0.195 0.637
LogRegpev-+Frozen 0.192 0.646 0.192 0.647
@ NNpeo 0187  0.684 0189  0.684
2 NNpeotEmb 0.186 0689  0.189  0.687
~ NNpeo- skip 0.187  0.684 0.189 0.685
Logistic regression (Embeddings) AUC= 0.638 Logistic regression on last layer AUC= 0.651
2 ° 2 ]
S o | S o |
g ° g °
% S AUC: 0.638 % R AUC: 0.651
Q o
g 3 g 3
}: (] ’: ()
O_1L o; o; o; og o; ;4 Js ;2 ¥1 Jo 0_15 o; &s ¥7 ;e ;5 o; ;3 42 ;1 &
False positive rate False positive rate

Figure 5. AUC values on the test set achieved using logistic regression with embeddings (left) and
frozen weights learned by a neural network (right).

Table 5. The cross-entropy loss and the corresponding AUC values on the training and test datasets.

Train Test

Method Deviance AUC Deviance AUC

LogRegr 0.194 0.635 0.196 0.627

< LogRegck 0.192 0.634 0.196 0.627
% LogRegcr+Emp 0.193 0.636 0.195 0.637
ol LOgRegCE+TransferLeurning 0193 0634 0195 0637
LogRegcE+Frozen 0.192 0.646 0.193 0.646

m NNcg 0.188 0.684 0.189 0.684
% NNCE+Emp 0.187 0.689 0.188 0.687
A~ NNcE+ skip 0.187 0.688 0.189 0.686
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Figure 6. A tSNE visualization of the 10-dimensional embeddings for the different regions.

3.8. Interpretability of Results

Deep learning models are notoriously difficult to interpret. By creating new features
at each hidden layer, we lose the information provided in the original input. However, we
can use approaches that explain the prediction of any black-box model. A well-known
approach is the local interpretable model-agnostic (LIME), see [53], which fits a linear
model to the original input features that approximates the prediction of the nonlinear
model at each point. Note that the LIME is one of the only interpretation methods that can
be used with tabular, text and image data.

Figure 7 shows the prediction for a positive and negative test example by a logistic
regression (left) and a neural network model (right). Note that both models predict that
no claims will be made but the neural network model assigns a lower probability, which
is reflected in the better AUC scores we obtain by neural network models. The features
are ordered in decreasing order of importance. The colors show that if a larger feature
value supports the class assignment, then we see that older cars and young drivers are
more likely to make insurance claims. Note that we observed the very same patterns across
different test examples. However, neural networks assigned much higher importance to
the variable “area”. Most likely, there are different driving habits in different areas but
these only become evident in combination with other features.
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Case: 70 Case: 9417
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Probability: 0.95 Probability: 0.97
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Figure 7. Feature importance for predicting a positive and negative example for logistic regression
(top) and neural networks (bottom).

4. Concluding Remarks

With the advent of “big data” over the last decade, the steady expansion in method-
ological innovation has focused on the use of actuarial learning methods for boosting
classical actuarial models. In this study, we developed a methodology for enhancing the
predictive performance of the classical logistic regression model based on NNs. The pro-
posed approach enables us to model nonlinear relationships that were not captured by
the simpler logistic regression model. In particular, at a high level, one can think of our
approach as comprising two stages: (i) learning new, more complex, features from the
original input data which are the explanatory variables related to a certain classification
problem; and (ii) fitting a logistic regression model which is implemented by an NN with a
single hidden layer and fitting deep NN-based models with multiple hidden layers. Note
that these two stages are not necessarily separate from each other but rather intertwined.
In particular, the new, more complex features were learned by an NN-based model with
several hidden layers, and the output layer of the NN used a sigmoid activation function,
just like in logistic regression. Furthermore, both the deviance and the cross-entropy loss
functions were used with the proposed models. Additionally, the adopted modeling frame-
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work was complemented by skip connections, following the setup of [5,6], regularization
procedures, embedding layers and transfer learning. For demonstration purposes, the
logistic regression, one-layer perceptron NN model extensions of the logistic regression
and the alternative neural network-based models with multiple hidden layers which we
constructed were fitted to French MTPL insurance data for which the integer-valued claims
counts were replaced by a binary indicator variable Y € {0,1} which indicates whether at
least one claim was made for a given policy. Finally, the LIME model agnostic interpretation
method was utilized for investigating feature importance for predicting the occurrence of
insurance claims.

In a forthcoming paper, we will consider the neural network embedding of the multi-
nomial logistic regression model for carrying out multiclass classification tasks. Finally,
an interesting possible line of further research would be to consider boosting the logis-
tic and/or multinomial logistic regression models using convolutional neural networks
and/or recurrent neural networks. The former type of NNs can be used for addressing
image classification problems or for modeling time series of constant length. The latter type
of NNs can be employed for modeling sequential time series data, such as telematics trips
or claim payments.
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