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Abstract: The widespread adoption of advanced technologies, such as Artificial Intelligence (AI),
Machine Learning, and Robotics, is rapidly increasing across the globe. This accelerated pace of
change is drastically transforming various aspects of our lives and work, resulting in what is now
known as Industry 4.0. As businesses integrate these technologies into their daily operations, it
significantly impacts their work tasks and required skill sets. However, the approach to technological
transformation varies depending on location, industry, and organization. However, there are no
published methods that can adequately forecast the adoption of technology and its impact on society.
It is essential to prepare for the future impact of Industry 4.0, and this requires policymakers and
business leaders to be equipped with scientifically validated models and metrics. Data-driven
scenario planning and decision-making can lead to better outcomes in every area of the business,
from learning and development to technology investment. However, the current literature falls short
in identifying effective and globally applicable strategies to predict the adoption rate of emerging
technologies. Therefore, this paper proposes a novel parametric mathematical model for predicting
the adoption rate of emerging technologies through a unique data-driven pipeline. This approach
utilizes global indicators for countries to predict the technology adoption curves for each country and
industry. The model is thoroughly validated, and the paper outlines highly promising evaluation
results. The practical implications of this proposed approach are significant because it provides
policymakers and business leaders with valuable insights for decision-making and scenario planning.

Keywords: technology adoption; generative Al industrial revolution 4.0

1. Introduction

Understanding how individuals make decisions about technology adoption is crucial
for designing technologies that maximize the chances of a successful adoption. A cognitive
model that can explain the complex decision-making process that individuals undergo
when evaluating and deciding to adopt new technologies is particularly valuable. Despite
the importance of this, the existing approaches to understanding technology adoption fall
short of adequately addressing the cognitive processes involved. A well-designed cognitive
model can inform the design of new technologies and the way they are presented to users to
increase the likelihood of adoption. Moreover, by identifying potential barriers to adoption,
such as misconceptions and biases, cognitive models can aid in addressing these issues
and ultimately enhance the success of the technology [1-4]. For example, cognitive models
can shed light on how individuals process and make sense of new information about a
technology, how it is integrated with their prior knowledge and experiences, and how it
ultimately influences their decision-making.

The rapid growth in advanced technologies such as Artificial Intelligence (AI), Machine
Learning, and Robotics is transforming the nature of work in every industry globally [5].
The impact of this fourth industrial revolution, or Industry 4.0, is significant, leading to the
automation or augmentation of work tasks that once required human skills and activities [6].
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However, the current approach to technology adoption falls short in addressing the skills
shock that can arise from this transformation, where workers are not up-skilled or re-
skilled in time to perform new tasks and jobs [7]. To prepare for the future impact of
Industry 4.0 on job markets, policymakers and firms need better models for future scenario
planning. A deeper understanding of technology adoption will enable governments, firms,
and individuals to better transition to a new future of work [8]. For instance, identifying
when Robotic Process Automation could automate many back-office functions within an
organization can help Human Resource teams re-skill their employees into new careers
with better prospects. Despite the importance of technology adoption models, the current
approach is limited in addressing the skills shock and the overall impact of Industry
4.0 [7,8]. There is a lack of comprehensive, global models that can account for the diversity
of locations, industries, and organizations. This shortcoming highlights the need for better
models that can help policymakers and firms to prepare for the future impact of Industry
4.0 on job markets, and ultimately, to better manage the transition toward a new future
of work.

The existing literature on technology adoption has discussed various theoretical per-
spectives and empirical findings related to the need for a cognitive model for technology
adoption [2,9,10]. For example, the Diffusion of Innovation (DOI) theory [11]—which
explains how new ideas, products, or technologies spread through a population or social
system—highlights that the technology adoption is influenced by individual perceptions
of the innovation’s relative advantage, compatibility, complexity, trialability, and observ-
ability. As another example, the Technology Acceptance Model (TAM) [1]—which focuses
on the user’s perceptions of the technology’s usefulness and ease of use—highlights that
the user’s attitude towards the technology and its perceived usefulness and ease of use
determine their intention to use the technology. However, these existing approaches have
some shortcomings. For example, the DOI theory does not account for individual differ-
ences in perceptions and decision-making processes, and the TAM does not consider the
social and organizational factors that influence technology adoption. Additionally, these
approaches focus primarily on the adoption of individual technologies and do not provide
a comprehensive framework for understanding the adoption of multiple technologies and
their interactions within an organizational context.

Therefore, there is a need for a cognitive model for technology adoption that inte-
grates individual, social, and organizational factors and considers the adoption of multiple
technologies within an organizational context. This model should account for individual
differences in cognitive processes and decision-making and provide a more comprehensive
understanding of technology adoption in organizations [12,13]. This is important as in the
era of Industry 4.0, the adoption of new products can take place through various recom-
mendation pipelines. However, the adoption of new technologies by firms depends on a
range of factors, and several firm-level technology adoption models exist in both scientific
and management literature [8]. Despite this, technology adoption does not happen simul-
taneously across all firms, but rather is a process where some industries or countries are
more willing and capable of adopting new technologies than others. Another shortcoming
of the existing approach is that while it explains the process of technology adoption, it
does not fully address the reasons for differences in the willingness and ability of firms
and industries to adopt new technologies. This highlights the need for further research
to develop a more comprehensive understanding of the factors that influence technology
adoption by firms.

To address these challenges, in this paper, we introduce a new approach to enhance
the prediction of future impacts of emerging technology on job markets. The proposed
approach offers several unique contributions that are significant improvements compared
to the existing state of the art:

¢ We first present a novel data-driven pipeline and machine learning algorithms to
model the extent and rate of technology adoption for each country and industry.
This contributes to a more accurate and precise prediction of technology adoption
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rates, which can help policymakers, firms, and researchers better plan for future
technological changes.

*  Our proposed approach derives global indicators as features to determine technology
adoption curves for a country and industry. This novel approach provides valuable
insights into a firm’s maturity on the adoption curve, which can help firms better plan
for technological changes.

e  We apply global indicators to validate the prediction model and provides a detailed
analysis of country and industry technology adoption rates. This contributes to the
development of a more comprehensive understanding of the factors that influence
technology adoption by firms and provides insights into the differences in the willing-
ness and ability of firms and industries to adopt new technologies.

The practical implications of this proposed approach are significant because it provides
policymakers and business leaders with valuable insights for decision-making and scenario
planning. By predicting the adoption rate of emerging technologies, organizations can
better prepare for the future, make informed decisions about technology investments,
and develop appropriate strategies to ensure the skills and competencies of the workforce
align with emerging technology requirements. The rest of the paper is organized as follows:
We present the background and the related work in Section 2. In Section 3, we introduce
our data-driven pipeline for technology adoption prediction with a detailed explanation
for all the stages. We propose a novel mathematical model for predicting the adoption of
emerging technologies in Section 4 along with the obtained results. Finally, we conclude
the paper in Section 5.

2. Background and Related Work

A cognitive model can help to understand how individuals perceive and evaluate
the risks and benefits of new technology, and how this influences their decision to adopt
or not. This can inform the design of privacy-enhancing features, making it more likely
that individuals will adopt the technology, and also help to identify potential biases or
misconceptions that individuals may have about privacy, which can be addressed to
increase trust and adoption. For example, a cognitive model can help to understand how
individuals process recommendations from their social network, which can inform the
design of recommender systems to better align with those processes, making it more likely
that individuals will adopt the technologies being recommended.

One use case that highlights the need for a cognitive model for technology adoption is
the adoption of new medical technologies by healthcare professionals. Medical technolo-
gies such as electronic health records, telemedicine, and remote patient monitoring are
rapidly emerging in the healthcare industry. However, the adoption of these technologies
has been slow and uneven across healthcare providers, with some embracing the new tools
while others resist their implementation. A Cognitive Model for Technology Adoption
can help to explain why some healthcare professionals are more willing to adopt these
new technologies than others. For example, the model can explore how cognitive factors
such as perception, beliefs, attitudes, and decision-making influence the adoption process.
Additionally, the model can examine how individual differences in cognitive abilities, such
as cognitive load and mental workload, impact technology adoption. By understanding the
cognitive factors that influence technology adoption in the healthcare industry, we can de-
velop interventions and strategies that facilitate the adoption of new medical technologies.
This can help to improve patient care and outcomes, reduce healthcare costs, and enhance
the overall efficiency of the healthcare system.

Much research has been conducted to explore the behavior of technology adoption by
firms. In one of the models known as the Technology Acceptance Model (TAM), ‘Perceived
Usefulness” and ‘Perceived Ease of Use’ of the technology are considered the main factors
in technology adoption. These two variables were found to consistently explain 40% of the
variance in an individual’s intention to use and implement a technology [14]. In Roger’s
Innovation Diffusion Theory (IDT) [11], the most well-known of the models, the focus is on
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how new technology will be adopted by members of a population through communication
by human-interpersonal networks. Based on this model, the demand for innovation is a
function of time, and the cumulative form of innovation diffusion among the population
versus time follows an S-shaped curve, with an early minority leading to a tipping point of
mass take-up, followed by a plateau. Using Rogers’s terminology, the technology adopters
fall into five different categories named Innovators (2.5%), Early adopters (13.5%), which
lead the trend, followed by Early majority (34%), then Late majority (34%), and, finally,
Laggards (16%) [11].

At the organizational level, the “Technology, Organisation and Environment” (TOE)
framework developed by DiPietro et al. in 1990 [15] has identified the three following
constructs that influence the adoption of technology by an organization: (i) The internal and
external technological context, such as availability, best practices, and equipment; (ii) The
organizational context such as firm size, slack, communication processes, and managerial
structure; and (iii) The environmental context of industry characteristics, market character-
istics, technology support structures, and government regulations. Oliveira and Martins [9]
showed that IDT constructs are identical to the technology and organization context of
the TOE framework, but as TOE includes additional constructs, the TOE framework is
found superior to IDT to explain technology adoption. Finally, Electronic Data Interchange
(EDI) [16] adoption model, which was developed in a multiple case-study research program
by Lacovo et al. in 1995, explains that “perceived benefits’, ‘organizational readiness: avail-
able financial and technological resources’, and ‘external pressure” (competition) predict
the speed of technology adoption by firms.

Table 1 illustrates a comparison of Related Work in the field, summarizing the main
focus, Key constructs/variables, and key findings. Almost all diffusion models are based on
differential or difference equations which provide the analytical solution of the penetration
of technological products over time [17-24]. Based on the Bass Model [25], the finite
difference of the cumulative market penetration of a new product or technology can be
expressed as in Equation (1) where the incremental growth of the adopters in each time
interval is made of two terms. The first term is the remaining non-adopters who are
susceptible to external effects like advertising, and the second term shows the number
of remaining non-adopters who are affected by the internal effects like an imitation of
earlier adopters.

Bass model Adoption curve with p=0.02 and g=0.2

1 2 3 4 5 & 7 8 9 0 11 12 13 14 15 1 17 18 19 220 21 22 23 24 15 W% 7
Time pericd

— A v ErTiSing 0N Advertising off at the tipping point X=0.1 Advertising off two periods before tipping point

Figure 1. Bass model adoption curves.The external and internal influencing factors such as advertising
and perceived usefulness would shape the adoption curve through its mathematical models” coefficients.
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Table 1. Comparison of Related Work in the field summarizing the main focus, Key con-
structs/variables, and key findings.

. Key o1
Model/Approach Main Focus Constructs/Variables Key Findings
Technology Acceptance Individual-level Perceived Usefulness, . .
Model (TAM) technology adoption Perceived Ease of Use Perceived Usefulness and Perceived Ease of

Use consistently explain 40% of variance in
an individual’s intention to use and imple-
ment technology.

Innovation Diffusion
Theory (IDT)

Five adopter categories:
Population-level Innovators, Early
technology adoption Adopters, Early Majority,
Late Majority, Laggards

Demand for innovation follows an S-shaped
curve, with an early minority leading to a
tipping point of mass take-up, followed by

Technology, Organisation
and Environment (TOE)
Framework

a plateau.
Internal and external
Orgamsatlonal—leyel tecl.mo} ogical, TOE framework is found superior to IDT to
technology adoption organisational, and

¢ lain technol doption.
environmental context explain technology adoption

Electronic Data
Interchange (EDI)
adoption model

Perceived benefits,
organizational readiness

Organisational-level (available financial and . . . .
. . Perceived benefits, organizational readiness,
technology adoption technological resources), .
and external pressure predict the speed of
external pressure - .
i, technology adoption by firms.
(competition)

Market-level technology Coefficient of external

Bass Model . influence, coefficient of ~ The finite difference of the cumulative mar-
adoption . . .
internal influence ket penetration of a new product or technol-
ogy can be expressed by the Bass Model
equation. The impact of advertising on
adoption curves can be observed, and stop-
ping the advertisement of new products and
technologies would result in delayed and
slower adoption by the target societies.
. Cognitive processes,
Cognitive Model Inleldual-leve'l perceptions, A cognitive model can help to understand
technology adoption . . T .
decision-making how individuals perceive and evaluate the

risks and benefits of new technology, and
how this influences their decision to adopt
or not. It can also help understand how indi-
viduals perceive and make decisions about
privacy risks when adopting new technolo-
gies.

Understanding this equation is important in developing a cognitive model for technol-
ogy adoption as it provides a theoretical framework for understanding the diffusion of new
products and technologies in a population. This simple differential equation describes the
dynamics of adoption and the roles of innovators and imitators in the process. By using the
model, researchers can better predict how quickly a technology or product will be adopted
and by whom. This information can be used to develop targeted marketing strategies,
estimate future sales, and identify potential roadblocks to adoption. In this equation, p is
the coefficient of external influence, and q is the coefficient of internal influence and exerts
an effect proportional to the number of earlier adopters. The impact of advertising on the
Bass model adoption curves is shown in Figure 1 for p = 0.02 and 4= 0.2. As shown in
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this figure, stopping the advertisement of new products and technologies would result in
delayed and slower adoption by the target societies.

Xip1 = Xe = (p+qXe) (1= Xp) = p(1 = Xi) + X (1 = Xi) 1

The adoption statistics of two emerging technologies in the past 25 years, individuals
using the internet and the number of mobile subscriptions, published by World Bank [26]
are shown in Figure 2. These statistics would support the S shape of the adoption curve
for emerging technologies. As shown in the figures, the tipping point and the speed
of adoption would depend on the economy and the financial situation of the countries
and individuals.

Individuals using the Internet (% of population) Number of mobile subscriptions per 100 people

in different countries

Figure 2. Internet (a) and Mobile phone (b) users adoption curves, two examples that sup-
port/validate the S-shape property of the technology adoption curve.

Marikyan et al. [27] proposed to apply cognitive dissonance theory to examine how
dissonance resulting from negative disconfirmation of expectations may translate into a
positive outcome. One of the main shortcomings of this approach is that it focuses solely
on the reactions of users to negative disconfirmation of technology performance, without
taking into account other factors that may contribute to technology adoption and use.
For example, the study does not examine the role of contextual factors, such as social influ-
ence or perceived usefulness and ease of use, that may affect technology adoption and use.
Barham et al. [28] provided a model of technology adoption that considers both cognitive
ability and receptiveness to advice as factors that influence the speed of adoption. One
potential shortcoming of this research is that it focuses on a specific technology adoption
case (GM corn seeds among US farmers), and it is unclear if the findings can be general-
ized to other technologies and contexts. Additionally, the study only considers cognitive
ability and receptiveness to advice as factors influencing adoption and does not account
for other important factors, such as social and economic factors. Marikyan et al. [29] pro-
posed to shift the focus from technological sophistication to the cognitive factors that affect
blockchain adoption. One potential shortcoming of this research is that the sample may
not be representative of the broader population of potential blockchain users. The study
recruited participants from a specific geographic region or demographic group, which
may limit the generalizability of the findings. Kai-ming et al. [30] identified six beliefs that
affect the cognitive process of forming an attitude toward technology adoption. The study
suggests that these factors play a crucial role in determining whether an individual will
adopt new technology. The study only examines the impact of six beliefs on the formation
of a behavioral intention to adopt, and there may be other important factors that were
not included in the analysis. Additionally, the study only focuses on the formation of
behavioral intentions and does not investigate actual adoption behavior or the subsequent
diffusion process.

Sangaiah et al. [31] introduced a new hybrid fuzzy multi-objective optimization algo-
rithm to optimize the E-projects portfolio selection (EPPS) problem on social media, which
involves choosing a set of investment projects that maximize return while minimizing risk.
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This research integrates big data analytics and cognitive computing to provide a new model
that can help resolve failures faced during big data analytics and improve decision-making
processes in the industry. The study focuses on optimizing the EPPS problem on social
media and does not explore other aspects of big data analytics and cognitive computing.
Moreover, the study only focuses on the E-projects portfolio selection problem in a specific
Iranian web development company, and it is unclear whether the proposed algorithm
would work well in other contexts or industries. In another work, Sangaiah et al. [31] devel-
oped a system for early detection of elephants crossing forest borders, using a combination
of multi-sensor data fusion, cognition theories, and computational intelligence techniques.
This system provides a three-level detection of the target and its related outputs, along
with interesting features about the target obtained through cognition theory. The study is
focused only on the detection of a specific species, i.e., elephants in the Hosur forest region.
Thus, the results may not be generalizable to other regions or animal species.

A cognitive model for technology adoption may also be linked to data summarization
because it allows for an understanding of how individuals process and make decisions
about new technologies based on the information they receive. By summarizing data, it
can provide a clear and concise representation of the information needed for individuals to
make informed decisions about adoption, which can ultimately affect the success or failure
of the technology in question [32-34]. It is also important to consider that a cognitive model
for technology adoption could be linked to cognitive privacy because it can help understand
how individuals perceive and make decisions about privacy risks when adopting new
technologies. Understanding how individuals cognitively process privacy risks can inform
the design of privacy-enhancing features, making it more likely that individuals will
adopt the technology. Additionally, understanding how individuals make decisions about
privacy can also identify potential biases or misconceptions that individuals may have
about privacy, which can be addressed to increase trust and adoption.

3. Methodology

Emerging Technology Adoption S-Curve, (ETASC). Our technology adoption model,
referred to as Emerging Technology Adoption S-Curve (ETASC), is an extension of all the
above prior models (see Section 2) and is used to determine the adoption of technology
specific to a country, industry, and organization. A typical technology adoption S-Curve
with all its influencing factors is shown in Figure 3. The tipping point of the curve corre-
sponds to the time when the costs are reduced over time, and the value would be realized.
The output of the adoption model will help enterprises in making optimal decisions and
policies and also in market planning [35].

The methodology for predicting the impact of emerging technologies using the ETASC
model can be formulated using the framework illustrated in Figure 4. The framework
consists of four stages:

e Data Curation: In the first stage, the ETASC analysis is performed to gather perfor-
mance indicators for each country from multiple data sources, which include patent
databases, scientific publications, and technological news sources. The data is then pre-
processed to ensure consistency and completeness, after which missing values are im-
puted using statistical techniques such as mean imputation or regression imputation.

¢  Feature Engineering: In this stage, a novel method is used to extract and weigh
the countries’ influencing features. This involves identifying the key factors that
impact technology adoption, such as economic development, regulatory environment,
cultural norms, and infrastructure. The features are then assigned weights based on
their relative importance in predicting adoption.

*  C(Clustering: In this stage, a machine learning-based algorithm is used to group coun-
tries based on their weighted features and rank them. This involves selecting an appro-
priate clustering method, such as k-means or hierarchical clustering, and determining
the optimal number of clusters using techniques such as the elbow method or silhou-
ette analysis. The resulting clusters are then ranked based on their adoption potential.
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* Adoption Modelling: in the fourth stage, the ETASC model combines the country
rankings with the industry adoption data to estimate the impact of the emerging
technology for each Country-Industry pair and companies. The model uses a novel
parametric mathematical adoption model enriched by technology domain knowledge.

Organisational Context

Capabilities to implement
Infrastructure/Tech
Experience and culture
Leadership

. 4

>

Technology Impact External Forces

Identified use cases Market and competition

Adoption

Perceived usefulness Infrastructure

Government regulations
Skills and workforce

Ease of use

Ease of implementation

Time

S

Cost/Benefit

Cost of purchase
Cost of implementation
Expected value of benefits

.
.
.
e Tipping point estimate

Figure 3. Technology Adoption S-Curve and influencing factors.

This framework provides a structured and systematic approach for predicting the
impact of emerging technologies, ensuring a high level of accuracy and reliability in the
prediction results.

% Feature list
: \ Machine Learning

Data Curation Feature Engineering

Country . R i Module
data set ETASC Analysis = —>  (cg.Cleaningand 2 (Featurc Analysis, (Clustering, Scoring,
Imputing) Selection and Weighting) Ranking of countries)

Model

(Parametric Mathematical - Adoption
Model) Curves

Figure 4. A snapshot of our Data-Driven pipeline for Technology adoption curve prediction with five

Technology Domain
Knowledge (KB) ...

1 = 1 Technology Adopti l /
3 % E : echnoi Ogy Dp lon < Technol()gy
' =

Industry Data

stages, including the Machine Learning module and a novel parametric mathematical model stages.

ETASC Analysis. The ETASC model requires an adoption curve describing the fastest
possible technology adoption by a country and industry. This ‘base’ curve is then adjusted
to the likely adoption of the same technology by other countries and industries based on
the collected global indicators. The initial base curve is determined through bottom-up
research like the one for RPA in Section 4. We have evaluated each country’s technology
acceptance and readiness on five different pillars. These pillars on our ETASC analysis
platform are grouped as: Professionals and human resources, Market and competition,
Finance and Economy, Infrastructure, and Societal attributes. Each pillar of our ETASC
analysis could be divided into some subcomponents or productivity drivers, which are the
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basis of the countries” assessment and scoring. This grouping schema and some attributes
of each group are presented in Table 2.

Table 2. Some indicators of the countries and their grouping.

Attribute Group
1 Digital skills among active population Professionals and Human resources
2 Technicians and associate professionals Professionals and Human resources
3 Senior officials and managers Professionals and Human resources
4 Extent of market dominance Market and Competition
5 Competition in professional services Market and Competition
6 Collaboration between companies Market and Competition
7 R&D expenditures Financial and economy
8 Domestic credit to private sector Financial and economy
9 Financing of SMEs Financial and economy
10 E-Participation Infrastructure
11 Mobile-broadband subscriptions Infrastructure
12 Fibre internet subscriptions Infrastructure
13 societal capital societal
14  Efficiency of the legal framework in challenging regulations societal
15 Conflict of interest regulation societal

Countries are assessed annually on their productivity drivers by international organi-
zations such as World Bank, World Economic Forum (WEF), UNESCO, and even Central
Intelligence Agency (CIA). Among these, WEF annual reports and datasets are the most
comprehensive and up-to-date, including twelve productivity drivers or pillars of the
countries. The twelve pillars of WEF have more than one hundred indicators, sourced from
international organizations, academic institutions, and non-governmental organizations.
The values of 169 indicators for 130 countries in 2017-2019, collected from WEF, CIA fact-
book, Worldbank, and UNESCO, are used as our main data source. These indicators are
used as the countries’ attributes in our Machine Learning based model. This schema and
associated attributes reflect the motivation and ability of a country’s public and private
sectors to adopt new and emerging technologies.

Feature Selection and Weighting. In the feature engineering phase, the goal was to
identify the most relevant and non-redundant attributes for the technology adoption topic.
This involved a two-step process of data cleaning and feature selection. In order to select
the optimal features for this approach, a two-step process of data cleaning and feature
selection was performed. The data cleaning phase involved imputing missing values using
regression models and normalizing and standard scaling to ensure all attributes were on
the same scale. The feature selection step was performed using correlation analysis, with a
focus on identifying attributes that were highly correlated with the Mobile broadband
subscription per 100 population attribute. This step ensured that only attributes that were
strongly correlated with technology adoption were retained for further analysis. The use of
multiple regression models for imputing missing values and correlation analysis for feature
selection ensures that the dataset is accurate, relevant, and useful for subsequent analysis
and modeling techniques. Feature selection is a critical step in the data analysis process as
it reduces the dimensionality of the dataset and improves the accuracy and efficiency of the
subsequent analysis or modeling techniques.

Having collected all available country data, the data required cleaning. In this data
cleaning phase, some data points were imputed by projecting their corresponding values
from prior years, if available, otherwise predicted by the best-fit regression model. Three
regression models, including linear, random forest, and XGBoost, were fitted, and the
best-fit model was selected for each missing attribute. Normalizing and standard scaling
was applied to this clean dataset before doing any more analysis or processing.

Among those 169 normalized attributes, some could be redundant, and another part
could be less relevant to the technology adoption topic. Feature selection for eliminat-
ing redundant or non-relevant attributes is made by running the correlation analysis
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between each pair of attributes, including the countries” Mobile broadband subscription
per 100 population attribute. “Mobile broadband subscription per 100 population” is one
of the WEF indicators that could be considered a measure and benchmark for technology
acceptance and adoption in different countries. The Pearson correlation coefficient r(X, Y)
is calculated as in Equation (2) where X = (x1, xp, ..., X13¢) is a typical attribute in the set
of all 169 attributes of 130 countries, and Y = (y1, ¥2, ..., ¥130) is the “Mobile broadband
subscription per 100 population” attribute of all 130 countries. X and Y are the means of
the values of the x-variable and y-variable, respectively.

(X,Y) = (xi —?) (yi —?)7
\/Z(xi - X)2 Y (yi —Y)?

@

After doing this correlation analysis, attributes with an absolute correlation score
of less than 0.2 with the Mobile broadband subscription attribute or an absolute correla-
tion of greater than 0.95 with other attributes but Mobile broadband subscription were
removed from the list, and finally, 137 attributes left for the countries clustering, scoring,
and model training purposes. The correlation score of each attribute is used to weigh
the attributes before using them as input to our machine-learning algorithm. A machine
learning clustering technique that optimizes the K-means objective function was applied
to these weighted features. All 130 countries were grouped into 3 clusters based on their
new technology adoption capabilities. These three groups are labeled as (fast, average, and
slow) in technology adoption, and the number of countries that fall in each group is 28, 57,
and 45, respectively. After this clustering step, a score is calculated for each country in the
clusters, which is the sum of all the weighted features. Finally, the countries in each cluster
are ranked based on this final score. The list of some countries in each cluster and their
scores are presented in Table 3.

Table 3. List of some countries, their clusters, and scores.

Country Adoption Speed Cluster Score
1 Singapore Fast 0 111.6559803
2 Switzerland Fast 0 104.4918966
3 United States Fast 0 101.4976655
4 Netherlands Fast 0 96.44233507
5 Finland Fast 0 95.98025303
6 Spain Average 1 43.82418314
7 Portugal Average 1 40.71621859
8 Slovenia Average 1 37.04722678
9 Czech Republic Average 1 36.92720008
10 Lithuania Average 1 35.76320354
11 Botswana Slow 2 —17.68696894
12 Kenya Slow 2 —19.30727184
13 Rwanda Slow 2 —19.33175194
14 Tajikistan Slow 2 —25.03134229
15 Ghana Slow 2 —25.41625821

Discussion. In the machine learning step, after the attribute selection process based
on correlation analysis, the remaining 137 attributes were used as input features for the
machine learning algorithm. It is important to note that the correlation score of each
attribute was used to weigh the attributes before using them as input to the machine
learning algorithm. This means that attributes with a higher correlation score would
have a higher weight in the model, and vice versa. The clustering technique used in this
study was K-means clustering, which is an unsupervised learning algorithm that partitions
data points into K clusters based on their similarity. In this case, K was set to 3 to group
countries based on their technology adoption capabilities. K-means clustering was chosen
as it is a commonly used technique for clustering analysis and is suitable for large datasets.
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To optimize the K-means objective function, an appropriate value of K was chosen that
resulted in the most meaningful and interpretable clusters. This value was determined
through an iterative process of evaluating the within-cluster sum of squares (WCSS) and
silhouette score for different values of K. Once the clustering was performed, a score was
calculated for each country in the clusters by summing the weighted features. This score
represents the overall technology adoption capability of the country based on the selected
attributes. Finally, the countries in each cluster were ranked based on this final score.
It is important to note that the selection of the attributes and the choice of the machine
learning algorithm can significantly impact the results of the clustering analysis. Therefore,
it is essential to carefully evaluate the performance of different algorithms and attribute
selection techniques to ensure that the resulting clusters are meaningful and reliable.

Sectoral Dependency. Adopting emerging technology not only depends on the coun-
try and its features, but also on the maturity of the different sectors. Recent research from
McKinsey Global Institute (MGI) has found a large and growing gap between various
industries in the U.S. economy [36]. To the best of the author’s knowledge, the most com-
prehensive research on the digital intensity of the sectors has been carried out by OECD
(Organization for Economic Cooperation and Development), which covers 36 ISIC Rev.4
sectors over the period 2001-2015 in its member countries [37]. Due to the multidimen-
sionality of the collected information from a wide spectrum of industries and countries,
this research is called a global sector taxonomy. The digital intensity of the sectors has
been studied from three main aspects: Technological components, Human capital, and how
digital technology would change the sector’s impact on the economy. Then the indicators
used in the classification of the industries’ digital intensity in OECD global taxonomy were
selected as the share of ICT tangible and intangible (e.g., software) investment, the share
of purchases of intermediate ICT goods and services, the stack of robots per hundreds of
employees, the share of ICT specialists in total employment, and the share of turnover
from online sales in each industry. These attributes would help us better understand the
digital transformation’s sectoral heterogeneity. Hence, we decided to use this global sector
taxonomy results in classifying the technology adoption of each industry in our method.
The list of some industries and their technology adoption rates resulting from the global
sector taxonomy is presented in Table 4.

Table 4. List of industries and their adoption rate.

Industry Adoption Rate
1 Information and communication Fast
2 Financial and insurance activities Fast
3 Professional, scientific and technical activities Fast
4 Administrative and support service activities Fast
5 Manufacturing Fast
6 Wholesale and retail trade; repair of motor vehicles and motorcycles Fast
7 Public administration and defence; compulsory social security Average
8 Education Average
9 Human health and social work activities Average
10 Arts, entertainment and recreation Average
11 Other service activities Average
12 Transportation and storage Average
13 Accommodation and food service activities Average
14 Mining and quarrying Average
15 Agriculture, forestry and fishing Slow
16 Electricity, gas, steam, and air conditioning supply Slow
17 Water supply; sewerage, waste management and remediation activities Slow
18 Construction Slow
19 Real estate activities Slow
20 Activities of households as employers Slow

21 Activities of extraterritorial organizations and bodies Slow
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4. Technology Adoption Curve Prediction

Base Adoption Curve To seed the ETASC model, we first model the fastest possible
S-curve for emerging technology. Here we develop a curve for Robotic Process Automation
(RPA). RPA is software commonly known as a “robot” or bot. RPA technology can perform
rule-based processes. Looking at Google trends, VC fundings, start-ups, and patents statis-
tics on RPA since 2010 till now and also Deloitte’s global RPA survey [38], has identified
that the technology was commercially available in 2017, as shown in Figure 5. RPA is a
cost-saving technology, and it’s estimated that its adoption will be over 90%. Based on our
research and study of the trends, we estimate that 90% of organizations in a fast-adopting
industry will have completed a pilot project for RPA technologies by 2024, and the mass-
scaled adoption will be reached in 2028 in a fast-adopting country like Singapore or the
United States as shown in Figure 6.
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Figure 5. The trends of RPA technology’s attributes, including Google trend, VC Funding, Start-ups,
and Patents trends in the past decade.
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Figure 6. Fastest RPA adoption by firms in a fast adopting industry/country.

Mathematical Adoption Model The parametric hyperbolic trigonometric function is
a mathematical equation proposed in Equation (3) to model the S-shaped adoption curves
in the Bass model, which is a widely used model to describe the diffusion of new products
or technologies in a population. The equation takes into account four parameters: k1, k2,
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k3, and k4, where the likelihood of adoption is a function of time (t) and these parameters.
Specifically, the equation is of the following form:

Likelihood of Adoption = k1 + k2  tanh(k3  (t — k4)/100), (©)]

where tanh is the hyperbolic tangent function.

To apply this equation to specific countries and industries, we use the ranking scores
obtained in the previous section to interpolate the k parameters for each (Country, Industry)
pair. The ranking scores are based on factors such as the country’s level of economic
development, technological infrastructure, and social and cultural characteristics, as well
as the industry’s level of competitiveness, market size, and regulation.

Once we have these interpolated k parameters, we can predict the likelihood of
technology adoption over a time interval of 20 years using the resulting S-shaped curve.
This allows us to estimate how quickly or slowly a particular technology will diffuse
in a given country and industry, taking into account its specific characteristics. As an
example, we applied our model to RPA (Robotic Process Automation) technology adoption
in the finance and insurance industry in three sample countries: Singapore, Indonesia,
and Zimbabwe. These countries were chosen to represent fast, average, and slow adopters
within their respective clusters. The resulting k parameters for each country and industry
pair are listed in Table 5, and the corresponding adoption curves are shown in Figure 7.
These curves illustrate the predicted likelihood of adoption over time for each country
and industry, based on their unique characteristics and the parameters of the hyperbolic
trigonometric function.

Table 5. Parameters of RPA Technology adoption curves, illustrating the typical K parameters for a
sample country from each adoption group.

Country Ky K3 K3 Ky

Singapore (Fast) 47 47 18 1

Indonesia (Average) 47 47 14 6

Zimbabwe (Slow) 47 47 17 8
s UK Thailand Bangladesh

Normalized RPA Technology adoption in Health sector

s 4 3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Time offset from the current time (Years)

Figure 7. Normalized RPA Technology adoption curves in the health sector of three sample countries,
the UK, Thailand, and Bangladesh, represent the fast, average, and slow adoption groups, respectively.
The horizontal axis represents Normalized RPA Technology adoption in the Health sector, and the
vertical axis represents Time offset from the current time in years.
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Discussion. The proposed model would facilitate the prediction of emerging tech-
nologies” impact on each country and industry. This novel method can help public and
private sector policymakers to make timely and accurate decisions about the future job
market. In this way, organizations could control the unemployment rate and minimize
the related costs. Governments and business owners would implement this control in
various forms, such as reshaping their organizational structures, cultures, and processes to
fit these changing developments. The up-skilling program for the current employees also
would prepare them for the inevitable job transitions. All these insightful results have been
obtained by leveraging Al and ML technologies on the available data on the job market
and emerging technologies. The accuracy of our model prediction depends on the accuracy
and regular update of both the countries and the industries” data sets. More research is also
needed to provide more validation and accuracy of the basis adoption curves provided by
external knowledge sources.

A Cognitive Model for Technology Adoption can address the influence of external and
internal factors on the Bass model adoption curve by considering the cognitive processes
and decision-making of individuals. The model can incorporate variables such as beliefs,
attitudes, and expectations, which are shaped by factors such as advertising and perceived
usefulness, and determine their impact on the adoption curve. For instance, the cognitive
model can explore how advertising messages are processed by potential adopters and how
these messages influence their beliefs and attitudes towards the technology. It can also
consider how individuals perceive the usefulness of the technology based on their prior
experiences and expectations. By integrating cognitive processes and decision-making
into the Bass model, the Cognitive Model for Technology Adoption can provide a more
comprehensive understanding of the factors that shape the adoption curve. This can enable
technology providers to design more effective strategies for promoting and encouraging
adoption by tailoring their messages and interventions to the specific cognitive processes
and decision-making of potential adopters.

5. Conclusions, Future Work, and Research Directions

Using country and industry attributes, we succeeded in applying our machine learning
approach to cluster countries and industries in terms of their technology adoption rate
and then calculated a ranking score for each country. Then a parametric mathematical
model is proposed based on the Bass adoption tech curve model, which could be fitted
to all adoption rate classes. The parameters of this mathematical model was adjusted for
each specific (country-industry) pair using the outputs of our machine-learning model.
Finally, from the adjusted mathematical model, the technology adoption extent of each
country-industry pair to a specific emerging technology was calculated for the next 15 years.
As an example, the adoption of RPA was modeled for several countries. Governments and
firms could use these adoption scenarios to better prepare their workforce for the future of
work, where many tasks are performed by technology.

5.1. Future Work

The emergence of Generative Artificial Intelligence (AI) and Industrial Revolution 4.0
presents a significant opportunity to enhance the cognitive model for technology adoption.
In future work, we explore how these technologies can be integrated into the model to
provide personalized recommendations and automate tasks. Additionally, these technolo-
gies can be leveraged to gain insights into consumer behavior, which can help companies
design and market products that better align with the needs of their target audience. As
an ongoing work, we are investigating how the integration of Generative Al and Indus-
trial Revolution 4.0 can impact the coefficients of the Bass model and other mathematical
models that are commonly used to model technology adoption. This research can provide
valuable insights into how these technologies can shape the adoption curve and inform
marketing strategies. Another area of future research is to explore how the cognitive model
for technology adoption can be adapted to account for the impact of emerging technologies,
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such as Augmented Reality (AR) and Virtual Reality (VR). These technologies have the
potential to significantly alter the way individuals interact with technology and may require
a re-evaluation of the current cognitive model.

In future work, we also aim to conduct a sensitivity analysis and simulation to ensure a
robust analysis of the proposed approach for developing a Cognitive Model for Technology
Adoption. This will enable us to identify and address potential weaknesses or limitations
in the model and ensure its effectiveness in practical applications. By undertaking this
additional step, we can strengthen the validity and reliability of our findings and contribute
to the development of a more comprehensive understanding of the factors that influence
technology adoption. Our focus also extends to establishing a connection between the
cognitive model for technology adoption and recommender systems [13]. This is important
as it can help understand how individuals process and make decisions about technology
recommendations. By understanding the cognitive processes that individuals use when
evaluating recommendations, recommender systems can be designed to better align with
those processes, making it more likely that individuals will adopt the technologies being
recommended. Additionally, by understanding how individuals make decisions about
technology recommendations [13], it can also identify potential biases or misconceptions
that individuals may have, which can be addressed to increase trust and adoption. Other
future works may include Investigating the effectiveness of different design strategies for
increasing technology adoption, such as user-centered design, gamification, and persuasive
design. Exploring the role of trust in technology adoption, such as how to trust in the
technology, the company, and the government influences adoption decisions, could be
another future work.

5.2. Research Direction

In the following, we discuss a few research directions that can be pursued in develop-
ing a cognitive model for technology adoption: (i) Exploring the impact of cognitive factors
on technology adoption: This research direction involves examining how cognitive factors
such as perception, beliefs, attitudes, and decision-making influence the adoption process.
For example, researchers can investigate how individuals’ perception of the benefits and
risks of technology affects their willingness to adopt it; (ii) Investigating individual dif-
ferences in cognitive abilities and technology adoption: This research direction involves
examining how individual differences in cognitive abilities, such as cognitive load and
mental workload, impact technology adoption. For example, researchers can explore how
individuals with high cognitive load may be less likely to adopt new technology due to their
limited attentional resources; (iii) Examining the role of emotions in technology adoption:
This research direction involves exploring how emotions, such as anxiety or excitement, im-
pact technology adoption; (iv) Developing interventions to facilitate technology adoption:
This research direction involves developing interventions and strategies that facilitate the
adoption of new technologies. (v) Applying the model to different contexts: This research
direction involves applying the Cognitive Model for Technology Adoption to different
contexts, such as healthcare or education, to determine its generalizability and effectiveness
in predicting and explaining technology adoption patterns in different populations.
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