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Abstract: In this research, we present an algorithm that leverages language-transformer technologies
to automate the generation of product requirements, utilizing E-Shop consumer reviews as a data
source. Our methodology combines classical natural language processing techniques with diverse
functions derived from transformer concepts, including keyword and summary generation. To
effectively capture the most critical requirements, we employ the opportunity matrix as a robust
mechanism for identifying and prioritizing urgent needs. Utilizing transformer technologies, mainly
through the implementation of summarization and sentiment analysis, we can extract fundamental
requirements from consumer assessments. As a practical demonstration, we apply our technology
to analyze the ratings of the Amazon echo dot, showcasing our algorithm’s superiority over con-
ventional approaches by extracting human-readable problem descriptions to identify critical user
needs. The results of our study exemplify the potential of transformer-enhanced opportunity mining
in advancing the requirements-elicitation processes. Our approach streamlines product improvement
by extracting human-readable problem descriptions from E-Shop consumer reviews, augmenting
operational efficiency, and facilitating decision-making. These findings underscore the transformative
impact of incorporating transformer technologies within requirements engineering, paving the way
for more effective and scalable algorithms to elicit and address user needs.

Keywords: requirements engineering; requirements elicitation; consumer reviews; online reviews;

deep learning; language transformers; machine learning; natural language processing

1. Introduction

In recent years, there has been a convergence between the fields of requirements-
engineering and semantic technologies [1]. The progress in semantic concepts and tech-
nologies opens up new possibilities for utilizing natural language processing, artificial
intelligence, and language-transformer technologies to define information and knowledge
semantics across various domains.

The Internet has become a powerful platform for online shopping, combined with
interpersonal communication, leading consumers to increasingly rely on online sources for
information about products they are interested in purchasing. Online reviews have experi-
enced explosive growth in recent years, with the most prominent E-commerce platforms
hosting hundreds of millions of reviews. The abundance of product feedback conveyed
through online reviews has presented firms with a compelling new source of information.
When revising their products, designers often consider multiple data sources, such as focus
groups, consumer complaints, warranty claims, and ingenuity. Experimental evidence sug-
gests that incorporating consumer feedback into product design, instead of solely relying
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on laboratory-based approaches, leads to improved sales performance [2]. Consequently,
there is a growing call in academia and industry for methods that prioritize consumer-
driven innovation, as addressing consumer preferences has enhanced satisfaction and
competitive positioning.

However, the sheer volume of online reviews makes it nearly impossible for practi-
tioners to analyze them comprehensively and manually. Therefore, automated methods for
analyzing the content of online reviews offer the potential for significant time savings and
ensure that firms can process and respond to critical feedback efficiently. Integrating these
methods into the requirements-elicitation process holds great promise for transforming
large amounts of data into human-readable requirements, enabling a deeper understanding
of consumer preferences, driving processes and product innovation.

To address this gap, we propose a requirements-elicitation algorithm based on domain-
specific natural language processing or language-transformer technologies. Within require-
ments elicitation, “domain-specific” embodies a focused and finely-tuned approach that
harmonizes seamlessly with a specific domain’s distinctive attributes, terminologies, and
intricacies. This process entails the meticulous tailoring of our algorithmic framework to
adjust effortlessly to the nuances and particulars of the Amazon Echo Dot domain. Our
algorithm surpasses traditional known approaches in enhancing the quality of the process
and product innovation derived from online reviews. Lim et al. review the current state-
of-the-art procedures for data-driven requirements elicitation from dynamic data sources.
The findings indicate that existing automated requirements elicitation predominantly relies
on human-sourced data, particularly online reviews, as requirements sources and employs
supervised machine-learning techniques for data processing. However, these approaches
often result in merely identifying and classifying requirements-related information or fea-
tures without generating requirements in a readily usable form. Their article highlights the
pressing need to develop methods to leverage process-mediated and machine-generated
data in requirements elicitation [3].

Opverall, our paper aims to advance requirements engineering by exploring the potential
of an algorithm via language-transformer-enhanced opportunity mining from online reviews,
empowered by natural language processing, artificial intelligence, or language-transformer
technologies, to bridge the gap between data and human-readable requirements.

2. Background and Related Work
2.1. Requirements Elicitation

The requirements-elicitation process is considered one of the main activities in re-
quirements engineering [4]. The primary goal of the activity is to elicit new requirements.
Traditionally, various techniques, including conducting surveys, observations, or interviews
and workshops, are used by a requirements engineer to gather new requirements [5]. This
activity often utilizes structured requirements templates that follow pre-defined notations.
The requirements-elicitation process generally includes various steps that, according to
Zowghi and Coulin [6], can be divided into five fundamental activities: understanding
the application domain—where the environment of the requirements is analyzed; identi-
fying the sources of requirements—where the origin and reasons of the requirements are
determined; analyzing the stakeholders—where all stakeholders relevant to the require-
ment are identified; selecting the techniques, approaches, and tools to use—where the best
possible strategy for requirements gathering, e.g., interviews or workshops, is determined;
and eliciting the requirements from stakeholders and other sources—where the actual
requirements-elicitation activity is conducted.

The role of the requirements engineer has a central meaning within the process since
this person acts as a facilitator, mediator, and manager of the actual requirements, including
analysis and documentation [6].

Requirements can generally be classified differently. The main types of requirements
are functional requirements—requirements and tasks to be accomplished by a system,
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and quality requirements—also referred to as ‘constraints’ in literature—that describe the
system’s behavior [7].

2.2. Artificial-Intelligence-Supported Requirements Elicitation

Recently, many researchers have conducted studies applying artificial intelligence
methodologies in requirements elicitation [8-16]. Various methods for automated re-
quirements elicitation are applied in the literature and often include terms such as deep
learning [17,18], sentiment analysis [19,20], or automatic text classification [21-23]. Ar-
tificial intelligence offers the advantage of efficiently analyzing large amounts of data.
However, automatically extracting requirements from text data, such as online reviews, still
requires human input. Moreover, [24,25] suggest human reviews of the results of automated
requirements elicitation to meet quality expectations and formulate adequate requirements.

In 2011, Lee and Bradlow [16] proposed a method facilitating text mining to support
the identification and visualization of product attributes and attribute dimensions among
market segments from online camera reviews. By comparing online consumer reviews
with expert reviews, the authors showed that consumers and experts value specific product
attributes differently. In addition, they determined that segments of users use distinct
vocabulary to describe the same features.

Jiang et al. [12] showed an approach to derive requirements from online reviews using
automated text analysis and user-satisfaction analysis. They highlighted the challenge of
deriving constructive feedback from user reviews due to complex and diverse opinions. To
overcome this challenge, the researchers first adopted opinion-mining techniques such as
the ‘syntactic relation-based propagation approach’ [26] to automatically extract opinion
expressions and then perform clustering of the terms using macro network topology. Finally,
they combined user satisfaction analysis with inherent economic attributes.

Rajender et al. [8] introduced an artificial-intelligence-based chatbot to interact with
users to elicit requirements. By integrating a knowledge base that provides domain-specific
requirements from various industries, the chatbot can ask questions to formulate adequate
requirements. Finally, the captured requirements were classified into functional and non-
functional requirements using machine-learning algorithms such as support vector machine
and multinomial naive Bayes. According to the research results, the classification achieved
88% and 91% accuracy, respectively.

Other researchers, such as [10,11,14,24,25], propose using the latent Dirichlet allocation
(LDA) algorithm [27,28] to extract topics from online reviews automatically. In the studies,
the researchers conducted sentiment analysis to determine user satisfaction to classify the re-
quirements into bugs and features. In addition to using LDA and sentiment analysis, Zhang
et al. [15] utilize an adapted version of the Kano model [29] to categorize the customer
requirements based on the determined dissatisfaction—satisfaction pair from the sentiment
analysis. Giille et al. [11] combined LDA with word-embedding [30] algorithms, such as
word2vec [31] and word mover’s distance [32], to summarize requirements automatically.

While Van Vliet et al. [33] achieved state-of-the-art results with traditional methods
of classifying new requirements based on online reviews, Mekala et al. [13] showed that
the use of modern transformer algorithms such as BERT [34] can reach up to 87% accuracy
when taking over manual classification tasks while drastically reducing the time and costs
of evaluation.

Zhao et al. [35] proposed, with ReqGen, an approach to automatically generate natural
language requirements specifications based on specific given keywords using transformer
technology. The method consists of multiple steps, such as domain fine-tuning of the
language model, ensuring the occurrence of essential keywords in the generated require-
ment statements, and requirement-syntax-constrained decoding to close semantic and
syntax distances.

Generally, the application of artificial intelligence is not limited to the requirements-
elicitation activity within requirements engineering, which underlines its importance
to the whole discipline. Various studies in the literature apply state-of-the-art artificial



Algorithms 2023, 16, 403

4 of 25

intelligence methods in other requirements-engineering activities such as requirements
specification [36,37], planning [38,39], or validation [40,41].

Artificial intelligence can improve the discipline’s performance in combination with
existing requirements-engineering approaches such as Patterns of User Experience [42],
which describes an analytical framework to create sticky note diagrams from requirements-
elicitation workshops. In addition, it can help overcome challenges in global software
development by providing analytical insight from mass data and in combination with
traditional approaches such as requirements change management following identified
success factors from the literature [43].

Besides applying artificial intelligence methods, approaches using traditional software
development techniques can also support requirements-engineering activities, which shows
that the potential for process improvement is not limited to artificial intelligence only.
Among other approaches, Naumchev et al. [44] introduced a new tool, AutoReq, which
converts natural language requirements into a format ensuring high-quality requirements,
a crucial determinant of software quality. In addition, AutoReq is not limited to the
expression of requirements but also offers support in verifying requirements.

3. Proposed Methodology

In this section, the proposed methodology is described. It can be divided into six main
steps. This flow is shown in Figure 1, with the colored boxes corresponding to the main
steps. For steps two and four, we build upon the theory of Jeong et al. [25] while altering
the methods used to more state-of-the-art deep-learning methods. Each step in which
a transformer is used is marked with a Huggingface logo because we used the current
versions available on the Huggingface website. We also highlight the steps in which human
action is necessary.

3.1. Data Retrieval: Extraction of Online Reviews

Online reviews can be retrieved from multiple platforms via APIs or web-crawler
technology. For this process, we decided to use data from online marketplaces. For this
purpose, a web crawler was developed using Python in version 3.8. We use the Python
package Scrapy [45] since it offers an easy implementation. A web link accesses the website
concatenated with a unique product identifier to ensure it gets only user reviews related to
a particular product. The obtained data contain the review’s title, star rating (if available),
and the user’s comment that is most relevant to the research of that study. Finally, the user
reviews are saved in JSON format, which can be easily shared with externals and used in
further processing.

3.2. Data Preprocessing and Transformer-Based Key-Phrase Generation

This approach relies on natural language processing (NLP) with transformer models,
eliminating the need for text-altering preprocessing steps before applying the models [46].
Nonetheless, the exclusion of not exploitable reviews is imperative. A comprehensive
algorithm for eliminating inaccurate comments from the corpus is provided in the form
of pseudocode, outlined in Algorithm 1. Sequencing these steps is vital, with language
detection, a time-intensive process, strategically positioned at the algorithm’s end for
each row. This language detection serves a dual purpose: it enhances the performance of
transformer models by filtering out non-English reviews and, if a significant proportion of
reviews are in other languages, facilitates their translation into English. It is well-known that
transformer models consistently yield superior results when applied to English-language
content [47]. Any review containing fewer than three words consisting exclusively of
alphabetical characters is deemed not exploitable, as such short texts are unlikely to have
meaningful information. The identification of these reviews involves employing a regular
expression. Additionally, a preprocessing procedure entails eliminating leading and trailing
whitespace characters from reviews, as shown in line two of Algorithm 1.
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Figure 1. Overview of proposed methodology.

Given that transformer models rely on a predetermined vocabulary from the training
data for embedding generation, handling Emojis poses challenges. Emojis are removed
using a regular expression to ensure compatibility across multiple models within our
proposed methodology. This approach facilitates the application of various models with-
out hindrance.
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Algorithm 1: Preprocessing and removal of not exploitable reviews

Input: df_review_texts = DataFrame with all crawled raw reviews

Output: Cleaned DataFrame ready for keyword generation and sentence split
1 for comment in df.review_texts:

2 trim comment

3 if comment contains three complete words:

4 regex.remove(emojy_pattern, comment)

5 if spacylanguage_detect of comment is ‘en”:

6 keep comment

7 goto next comment

8 delete comment

For keyword generation, a transformer is fed with complete reviews. Since reviews
typically employ simple language and short sentences, the transformer with the highest
semantic search score should be utilized. A practical approach involves using the keyBERT
Python library and a sentence-transformer model surpassing the performance of RAKE,
SG Rank, and TextRank [48]. keyBERT extracts keywords and phrases from sentences,
with key phrases providing a more comprehensive description of natural language texts
than single keywords [48]. The process follows the recommendation of [49] to prepare
keywords and key phrases for clustering using a pre-trained Tok2Vec model, as it captures
the word similarity required to generate clusters containing keywords belonging to the
same topic. To maintain consistent vector sizes for keywords and key phrases, the vectors of
all words within key phrases are averaged [49], enabling the calculation of their similarity to
keywords. Since no duplicates of crucial phrases and keywords are necessary for clustering
them, only distinct key phrases and keywords are used. Also, the performance is increased
when less data are used for tokenization and clustering.

The reviews are split into single sentences using the NLTK library to enable the
transformer to conduct the sentiment analysis and classification.

3.3. New Approach to Topic Modeling

Transformer-based zero-shot classification can predict to which degree an input
text belongs to which label without training a new classification model [50]. Therefore,
any clustering algorithm could identify the topics and assign the text to the topics us-
ing zero-shot classification. To reduce noise, it is proposed that DBSCAN be used for
identifying topics.

After extracting the key phrases, the DBSCAN algorithm is applied to the vectorized
key phrases to group them into topics. The DBSCAN algorithm was chosen due to its
efficiency with extensive data collections. It identifies and eliminates noise instead of
adding it to the nearest topic. It has only two parameters that need to be adjusted to
improve the result: a distance epsilon and a minimum number of points that can make
up a cluster [51]. A heuristic can be applied to determine a valid combination of the
two parameters. The clustering result is acceptable when the noise cluster contains no
more than 30% of all data elements and the most prominent cluster has 50% of all data
elements [52].

The algorithm used for adjusting the parameters of the DBSCAN is based on the
heuristic proposed in [52]. The start parameters chosen for MinPoints are four and twice
the dimensions of each datapoint minus one, as suggested in [52]. Starting with four on
the lower end adds to the heuristic proposed in [52]. Evaluating the potential MinPoints
from both perspectives, i.e., a high and a low starting value, facilitates a more expedient
determination of optimal parameters. For each of these MinPoints values, a nearest-
neighbor plot is generated. This plot can differ depending on the dataset.

The plot pictures the distance of each point to its k-nearest-neighbor. The y-axis
represents the distance from the point to its k-nearest-neighbor. The x-axis shows the
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index of data points ordered from those with the highest distance to those with the
lowest distance.

The authors suggest the following for finding parameters matching the abovemen-
tioned criteria: The nearest-neighbor plots are generated with the start parameters chosen
for MinPoints. The y-intercept of the elbows point in the plot is used as the epsilon parame-
ter. If the quality criteria are not met with the resulting clusters, the lower start value for
the MinPoints parameter is doubled, the higher start value is halved, and the clustering is
done again. The described procedure is repeated until the criteria are met. If the criteria are
not met, the algorithm is stopped when the repeatedly doubled low value for MinPoints
becomes higher than the repeatedly halved high value for MinPoints. In that case, the
MinPoints value with the best values for the quality criteria is chosen. Then the epsilon
parameter can be readjusted using this value for the MinPoints parameter.

An automation search of these parameters based on our process is partly possible. The
MinPoints parameter could easily be chosen automatically with the algorithm described
above. The epsilon parameter is more complex since the resulting plots differ from dataset
to dataset. However, this is not part of this study and could be done in future work.

The resulting clusters are then analyzed in a manual reading process and grouped into
sensible topics based on a human assessment. The zero-shot classification model returns
a confidence score expressing the confidence with which it assigned a topic to a sentence.
The confidence for a label decreases with an increasing number of labels used as input for
the model when the multi-label option is not used. When using the multi-label option,
the result was that some labels were overrepresented. Assessing the labels in the Echo
Dot dataset, especially the smart-home label, returned high confidence for most sentences.
Therefore, the usage of zero-shot classification without a multi-label option is suggested. A
high number of labels for one zero-shot classification pipeline without multi-label is not
recommended due to decreasing confidence. However, one sentence could contribute to
similar and different topics, but different requirements could be identified.

Examples of that conflict are the topics “bedroom” and “alarm.” The topics are grouped
to get the best probabilities. The best results are achieved when these groups contain topics
belonging to a semantic group but separate similar topics. The example bedroom should
be part of the semantic group “rooms”, and the alarm should be part of the semantic group
“clock functions”. Consequently, these topic groups reduce the risk of false multiclassification.

All groups should be about the same size so that the distribution of probabilities does
not differ much for each group. Finally, a limit of the probability for assigning a sentence
to a topic must be set. This is done by testing different probability levels and filtering a
smaller number of sentences. By manually reading the groups, the probability level can be
set. For zero-shot classification, even the topic’s name must be chosen wisely, so different
names should also be tested in case of poor classification results. A critical challenge in
achieving accurate classification is misclassifying sentences unrelated to the designated
topic, even when classified with high confidence. To illustrate this, the following paragraph
utilizes examples of the case study described in this paper.

For instance, within the “smart home” category, the “light switch” topic highlights
features enabling users to control their smart-home lighting via Alexa. However, when
using the term “lights” for classification, sentences referring to the light ring atop the
Echo Dot, which is relevant to the design, are also classified under it. Another issue
arises when pertinent sentences are not detected at all. Within the same “smart home”
category, the topic meant to describe temperature-control features exemplifies this. Us-
ing “temperature” as a classifier inadequately classifies sentences, while “thermostat”
performs effectively. The classifier’s name in zero-shot classification significantly affects
the resulting sentences. If a topic should correlate to a specific product, its name should
explicitly denote it. For instance, the “TV” topic encompasses all television-related sen-
tences, spanning Amazon’s Fire TV, controlling Apple TV, or voice recognition with active
TV audio. Such delineation is necessary when the TV is a principal product feature,
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warranting its topic group. Our study categorized “TV” under “media,” with product
distinctions clarified in the summary.

In the case study, 6 out of 39 topic names had been reworked so that the classification
worked adequately. A maximum of 3 different topic names had to be tested. The zero-shot
classification is applied to all sentences once the last topic names, groups, and probability
limit are found.

3.4. Opportunity-Matrix Calculation Utilizing Zero-Shot Transformers and Transformer-Based
Sentiment Analysis

In the next step, each topic is assigned an opportunity score. The opportunity score
consists of importance and satisfaction [25]. The importance is measured by the number of
times the customers mention a topic and then normalized on a scale from one to ten [25].
Calculating the customer satisfaction score for each topic requires a sentiment analysis
to assign a sentiment score. The sentiment for the entire topic is then calculated from all
sentences assigned to it and translated to a customer satisfaction score by normalizing it on
a scale from one to ten [25].

Each topic is placed along the satisfaction and importance axes to create the opportu-
nity chart that is visualized as an example in Figure 2.

10 Overserved

satisfaction

.
Served right €] Underserved

importance

Figure 2. Opportunity chart.

Ideally, each topic has roughly equal importance and satisfaction scores. If a topic has
higher importance than customer satisfaction, it should be looked into and improved to
increase customer satisfaction [25].

To identify how often a topic is mentioned and to calculate the sentiment of the topic,
each sentence from all reviews must be evaluated and mapped to a topic. For this task, a
zero-shot classification model is proposed [50,53]. The sentences and the topic names as
labels are the input for the matching model, which returns the degree of confidence that a
sentence is about the topic. With this confidence score for each topic in each sentence, the
importance can be calculated. The importance of each topic is the sum of every confidence
score (CS) of this topic in all sentences, normalized from one to ten, considering the sum of
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every topic, as shown in Equation (1) [25]. CSp;y is the CS of the topic with the lowest CS,
and CS .y is the CS of the topic with the highest CS.

s # of Sentences s
o EO sy, T.OTZ;M- @
Importancer,pic = 10 x #cs,wf

The sentiment of the sentences assigned to the topic can be used to calculate satisfaction.
The sentiment analysis is traditionally done on a rules basis, which means that certain
words have a more positive or more negative sentiment attached to them and influence the
sentiment of the entire sentence [54]. It could cause problems when the sentences contain
phrases with negation. Therefore, a transformer model is used in the proposed approach
since it overcomes many of the limitations of the Word2Vec and rule-based sentiment
classification [55]. The output of the transformer sentiment classification is the probability
for three classes—positive, neutral, and negative [56]. For the satisfaction calculation, a
sentiment value between one for positive sentiment and minus one for negative sentiment
is needed [25]. The probability of negative sentiment is subtracted from the probability
of positive sentiment. This sentiment prediction from the transformer classification is
introduced as simple sentiment.

The satisfaction score can be calculated with this simple sentiment for each sentence
and the mapping to the topics via zero-shot classification. The satisfaction score for topic
x in sentence i is the simple sentiment score of this sentence multiplied by the CS of x for
sentence i. This way, the simple sentiment score of sentence i is only considered to the
degree to which i belongs to topic x. SS for each topic is again the sum of every satisfaction
score of this topic in all sentences, normalized from one to ten, considering the sum of
every topic, as shown in Equation (2) [25]. 5SSy, is the SS of the topic with the lowest SS,
and SSp,y is the SS of the topic with the highest SS.

# of Sentences

SSTopic = 'ZO SSTopic, i )
i=

. . _ SSTopicfssMin
Satlsfﬂctlon‘]‘gpic - ].0 X m

Before applying the normalization of CS and SS, the distribution of these scores needs
to be checked. If their minimum and maximum value is too close, a normalization from
one to ten might not be ideal to represent the difference between those values numerically.
It needs to be decided case-wise. However, visualizing the data in the opportunity chart
normalization would still be suitable since it shows their relative difference.

Finally, the opportunity can be calculated, and visualization in the opportunity chart, as
shown in Figure 2, can be done. Equation (3) [25] shows how the opportunity is calculated.

Opportunity = Importance + Max(Importance — Satis faction, 0) (©)]

Algorithm 2 shows all steps for calculating importance, satisfaction, and opportunity.
In addition to that, it is also optimized to allow recalculation of the normalized scores when
choosing to compare only specific topics. We refer to Section 3.6 for more information
and explanation.
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Algorithm 2: Calculation of importance, satisfaction and opportunity

Input  df_sentence = Dataframe with contribution scores of every topic and sentiment score
per sentence
topic_list = List of topics that should be considered when calculating importance,
satisfaction and opportunity
base_importance = Empty /None
base_satisfaction = Empty/None

Output df_opportunity = Dataframe with importance, satisfaction and opportunity score of
every considered topic

1 if base_importance is None and base_satisfaction is None:

2 importance = empty dictionary

3 satisfaction = empty dictionary

4 for topic in df_sentence:

5 topic_importance = 0

6 topic_satisfaction = 0

7 for sentence in df_sentence[topic, sentiment]:

8 topic_importance += contribution_of_sentence

9 topic_satisfaction += contribution_of_sentence * sentiment_of_sentence

10 importance[topic] = topic_importance

11 satisfaction[topic] = topic_satisfaction

12 base_importance = copy of importance

13 base_satisfaction = copy of satisfaction

14 importance = copy of all topics in base_importance which are mentioned in topic_list

15 satisfaction = copy of all topics in base_satisfaction which are mentioned in topic_list

16 get maximimum and minimum value of importance and satisfaction of topics

17 for each topic in topic_list:

18 importance[topic] = 10 * ((importance_of_topic —
minimum_importance)/(maximimum_importance — minimum_importance))

19 satisfaction[topic] = 10 * ((satisfaction_of_topic —
minimum_satisfaction)/(maximimum_ satisfaction — minimum_satisfaction))

20 opportunity = empty dictionary

21 for each topic in topic_list:

22 opportunity[topic] = importance_of_topic + max(importance_of_topic —
satisfaction_of_topic OR 0)

23 create dataframe with importance, satisfaction, and opportunity of each topic

3.5. Summarization with Transformer

After the zero-shot-classification pipeline has assigned the identified topics as classes
to the sentences and the opportunities have been identified, a summarization pipeline is
applied topic-wise to sentences where the confidence of the topic assignment is higher than
50%. Humans can then quickly identify what the users have written about the most in this
topic. Summarization is a sequence-generation task that copies information from the input
but manipulates it [47]. Combining all sentences assigned to a topic in one text corpus and
applying a transformer-based summarization pipeline on this corpus, essential passages of
the reviews are copied to the output. Since the pre-trained transformer models have a limited
input-sequence size, the summaries should be done on the most extended possible sequence
of sentences without splitting a sentence. The result is a list of summaries from which a new
text corpus can be built that can be summarized again in the most extensive possible input
sequence. This summarization can be done recursively until fewer than ten summaries are on
the top aggregation level. Based on the author’s assessment, ten summaries deliver a good
overview of the topics without overwhelming the reader with repeating information.

3.6. Visualization and Working with the Results

The last step of the proposed approach is the visualization and presentation of the
results. It is done in an interactive user interface (UI) to combine all the results of the three
previous steps. A Streamlit app is suggested because this Python framework runs as scripts
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are implemented. Therefore, the previously scripted steps could turn into a UI without
expending much development effort. The opportunity chart is the central object of the
UL When hovering over the bubble representing the topics, the details of this topic are
displayed. A screenshot of this feature is shown in Figure 3. This figure is created by using
the Python library plotly.

Overserved

office

importance=7.549381
satisfaction=6.099791

opportunity=8.99897171

satisfaction

0 2 4 6 7.54938 10

importance

Figure 3. Interactive opportunity chart in Streamlit application.

The related summaries on the highest aggregation level display when the user clicks
on a topic bubble. If the information is too highly aggregated, the user can display a
lower aggregation level or the original sentences as the lowest aggregation level. This
Ul element is displayed in Figure 4. The top tabs represent the aggregation levels. The
summary consists of different sentences with different sentiments. For a better overview
of the sentences, the background color is adjusted to the mean sentiment of all sentences
aggregated in this summarization. The color bar on top of Figure 4 shows that bright green
indicates the most positive sentiment and solid red indicates the most negative sentiment.
If the sentiment reads all positive, but the background color indicates a more neutral or
negative sentiment, it is advised to read the lower aggregated summaries.

If the user evaluates one topic as irrelevant or poorly predicted by the zero-shot
classifier, meaning the selected sentences are mostly not about the topic, removing the topic
from the opportunity chart is possible by removing it from the multi-select box. This box is
displayed in Figure 5. After removing a topic, it can be added later using this box.

The importance, satisfaction, and opportunity must be recalculated when the topics
have changed since the values are normalized [25] and may change with the selected topics.
Algorithm 2 takes this into account and gives an optimized solution for this. It saves the
values for each topic before normalizing them so that those base values do not need to be
recalculated, but only the normalization needs to be done again. Finally, the boundaries
between served-right, overserved, and underserved may change because the mean value of
importance and satisfaction determines them. It could lead to new underserved topics with
a higher opportunity worth investigating. The proposed Ul enables the user to identify
and investigate the underserved topics with the highest opportunity using summaries.
If the topics are invalid, they should be removed, and the next opportunity should be
checked. When the prioritized topics have been selected, the human creative process of
requirements engineering [57,58] starts with the acquired information from the presented
process. This process should start with underserved topics and topics with the highest
opportunity. As input, the user should take the positive and negative sentences from the
topic so that human creativity can focus on requirements that reduce unwelcome product
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features and improve desirable product features. Since the sentiment analysis is done on
a sentence level, the sentiment of the summaries must also be calculated. Applying the
sentiment analysis directly to the summaries would result in a loss of information from the
underlying original sentences. Therefore, the mean values of the sentiment of all sentences
in the summary are used. An advantage of this approach is that the users can directly
identify a problem in the summarization. If the reader can interpret all sentences in the
summary in a positive sentiment, but the mean value is neutral to negative, the summary
does not correctly represent the underlying original sentences.

Selected opportunity: office

Positive sentiment Negative sentiment

Aggregation level 2 Aggregation level1  Sentence

Amazon's Alexa Show 1s a great choice for a hands free home or office device . "What's the weather" and
"how's my commute" are the only commands I can get to work on a consistent basis . Alexa can tell me
my schedul ind me of 1 add tasks to my to do list and control lights .

The Echo Dot has replaced my desk stop radio and keeps me on schedule with spot on traffic/commute
updates . Alexa gives me the latest presidential polls, weather updates and the latest polls . Alexa's voice
is not great, but lots better than Echo and Bose has packed incredible peformance into a package that fits
under my itor . The 1 1 speaker is loud gh for a small office or desk . Overall 4 stars for

being a cool geek item for work, not so much for use at home .

The bass is so rich I can literally feel it reverberate across my desk an onto my keyboard as I type this .
The size is a bit awkward but I think that's necessary to get that woofer in there . A gift from my
organization for 20 years of service . The older Alexa is now located in the office .

Figure 4. Summary and detailed view on the topic in the Streamlit application.

Select column:

T I T 2 ) ) O
Ceerogor > Joone x ] poie » Lo <L v ] s ]

Figure 5. Multiselect box for topics in Streamlit UL

4. Case Study: Amazon Echo Dot

This section explains the conducted case study. The case study was executed on the
following hardware: Intel(R) Core(TM) i7-6700K CPU @ 4.00GHz 4.01 GHz, 32 GB RAM,
NVIDIA GeForce RTX 3080, Windows 10 Home. The dataset used in this paper contains
roughly 20,000 Amazon reviews about all generations of the amazon echo dot. The columns
in the dataset are the ‘title” of the review, the ‘comment’,” and the overall ‘rating’ in the
number of stars. The data element that is the focus of this analysis is the ‘comment’ or
the body of the review since the ‘title” often does not contain important information. The
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overall ‘rating’ is also not of interest because the goal is to find out what users are passionate
enough about to write about, be it positively or negatively.

In preprocessing, only comments containing three words with solely alphabetical
characters are kept, and emojis are removed. Afterwards, the language is detected using
spaCy and the library spacy_langdetect. The comments are filtered to those which were
detected as English reviews. These reviews are split into sentences using the nltk library,
which enables the zero-shot classification pipeline and sentiment analysis.

After preprocessing, the next step toward topics is keyword extraction. The cho-
sen model is multi-qa-mpnet-base-dot-v1 due to its semantic search performance [59].
The model extracts n-grams of words representing the underlying document, and these
keywords do not have to appear in the text next to each other. We set the parameter
‘keyphrase_ngram_range’ to (1, 3). The resulting 60,122 keywords are then vectorized into
300-dimensional spacy vectors. The vectorized keywords are clustered into topics using
the DBSCAN algorithm from the sklearn.cluster package. A heuristic was applied to find a
valid combination of the parameters epsilon and MinPoints [52]:

Following the process described in Section 3.3, the start parameters chosen for Min-
Points are 4 and 599. For each of these MinPoints parameters, a nearest-neighbor plot, as
shown in Figure 6, is generated. In the case study, two elbow points are visible. Both are
used for DBSCAN clustering, and the results are checked against the quality criteria. The
noise cluster should not exceed the size of 18,037, which is 30% of all data.

k-distance plot (k=8)
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©
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Figure 6. Determination of possible values of DBSCAN-parameter eps for MinPts = 8.

Moreover, the largest cluster must not contain more than 50% of all data and so must
not exceed the size of 30,061. Neither of these parameters matched the criteria.

The best result was achieved with MinPoints 8, so the epsilon parameter is adjusted
while using this value for the MinPoints parameter.

The highest elbow point of 26 produced one cluster too big to meet the quality criteria, but
the amount of noise fulfilled the criteria. The lower elbow point at nine produced too much noise
to meet the quality criterion, but the cluster size of the largest cluster met the criterion. Hence
the parameter must be set somewhere between these epsilon parameters. The parameter eps
was set to 16 and MinPts to 8 to meet the experiment’s quality criteria of DBSCAN clustering.

The resulting 140 clusters were then exported into an Excel file and evaluated manually.
The clusters were grouped and filtered in a manual reading process until 39 sensible topics
were identified and named.
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Before all reviews were fed into the facebook/bart-large-mnli model [60,61], tests were
done with a small sample group of 1000 reviews to determine a way to get additional
results that could be processed and deliver valuable insights. When the model was fed
with just the 39 keywords and all sentences from the reviews, the classification confidence
was too low to be sure of the dominating topic of the sentence. After some experimentation,
the 39 keywords were grouped into 7 keyword classes, as seen in Table 1.

Table 1. Seven keyword classes with corresponding keywords.

Topic Group Topics
Clock Alarm, clock, reminder, timer, calendar
Media Books, podcasts, radio, TV, music
Room Bedroom, kitchen, office, living room, bathroom
Connection Connection, Bluetooth, integration, Wi-Fi, set up, app

Design_mobile_sound_voice
Skills_competitors
Smart home

Design, portable, battery, bass, sound, voice recognition
Shopping, news, weather, google, apple
Light switch, smart plug, thermostat, doorbell, hands-free, home automation, security camera

To receive a classification consistent with human judgment, facebook/bart-large-mnli
worked best if it received around five to seven possible labels to assign to the different
sentences. With the confidence score of the topics, the importance is calculated. With
CSpin being 4019 for the topic “Wi-Fi” and CSyy,, being 89,665 for the topic “set up,”
a normalization between those values is suited to comprehensively represent the data.
Additionally, there were no extreme outlier lies in the distribution, as Figure 7 shows. Base
importance on the x-axis was the CS before normalization.

Distirbution of base importance

121

101

Number of occurences

0 20,000 40,000 60,000 80,000
Base importance per topic

Figure 7. Distribution of base importance.

The model cardiffnlp/twitter-roberta-base-sentiment [53] was chosen for the sentiment
analysis. Based on the values this model calculates for the review data, the simple sentiment
is calculated for each sentence to calculate the satisfaction score. With S5y, being —203 for
the cluster “battery” and SS 1,y being 26,615 for the cluster “sound,” normalization of SS is
again suited to represent the data. Like Figure 7, Figure 8 shows no extreme outliers in the
distribution. Due to bin width, small negative values are represented in the first bin.

After importance and satisfaction scores were calculated, the opportunity was com-
puted. All values are displayed in Table 2.
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Figure 8. Distribution of base satisfaction.

Table 2. Resulting topics with importance, satisfaction, and opportunity scores and their correspond-
ing segment in the opportunity matrix.

Topic Importance Satisfaction Opportunity Served
Alarm 2.15 0.74 3.56 Served right
Clock 2.36 2.00 2.75 Served right
Timer 3.79 2.70 4.87 Served right
Calendar 2.18 2.10 2.25 Served right
Connection 3.47 212 4.83 Served right
Bluetooth 0.17 0.66 0.17 Served right
Integration 2.49 2.67 2.49 Served right
Wi-Fi 0 0.46 0 Served right
App 1.20 0.99 1.42 Served right
Design 1.33 1.03 1.64 Served right
Portable 7.40 3.14 11.66 Served right
Battery 0.30 0 0.59 Served right
Bass 0.83 0.03 1.63 Served right
Sound 10 10 10 Served right
Voice recognition 5.19 2.39 7.99 Underserved
Books 1.87 1.30 2.44 Served right
Podcasts 3.41 2.36 4.45 Served right
Radio 7.72 4.09 11.34 Underserved
TV 6.10 3.23 8.97 Underserved
Music 6.91 5.07 8.74 Underserved
Bedroom 6.30 3.70 8.90 Underserved
Kitchen 4.77 3.03 6.52 Served right
Office 5.83 3.23 8.42 Underserved
Living room 5.78 3.84 7.72 Served right
Bathroom 3.32 2.24 4.40 Served right
Shopping 2.15 1.74 2.56 Served right
Weather 2.10 1.61 2.59 Served right
Google 3.93 2.55 5.31 Served right
Apple 1.98 1.59 2.37 Served right
Light switch 2.70 1.36 4.03 Served right
Thermostat 2.17 1.25 3.09 Served right
Doorbell 1.33 1.03 1.64 Served right
Hands-free 413 2.52 5.76 Served right
Home automation 5.61 3.91 7.33 Served right
Security camera 1.05 0.84 1.26 Served right
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After the zero-shot classifier assigned each topic’s confidence score to the sentences,
the summarization pipeline was applied topic-wise to sentences with a corresponding
confidence score higher than 0.5. This score was determined by reviewing the results from
classifying the first 1000 reviews.

An example text with approximately 300 words was taken from one of the topics to
select the best-performing model. Three hundred words were the limit since it could be
read manually, and therefore the authors could assess the summarization, and 300 words
fit in tokenizers with a limit of 512 tokens. Since the prototype analyzed product reviews,
pre-trained models with reviews were used, and BART was chosen since it outperformed
other models in summarization tasks [62]. During these tests, the minimum length and
maximum length of the output are also tested since these could differ from model to model.
Some models start to repeat the same sentences after a certain length. The best of the
assessed models was sshleifer/distilbart-cnn-12-6. This model supports an input sequence of
1024 tokens. The default parameter for minimum and maximum length delivered good
summarization results. With all parameters set for the summarization, a list of the most
prolonged possible input sequences is built to summarize each topic. All these sequences
are used as input for the summarization pipeline. If a topic had more than ten summaries,
the summaries were summarized to reach a higher aggregation of summaries. Again, the
most extended possible input sequence was built from summaries, resulting in an input
sequence with a maximum of 1024 tokens. The highest aggregation level was reached after
summarizing three times.

As the last step, a simple Ul was developed in Streamlit. The user can select the topics
which should be displayed in the opportunity chart in a multi-select box. Importance,
satisfaction, and opportunity are recalculated, and the opportunity chart is refreshed. The
summaries are displayed under the opportunity chart when the user clicks on a bubble
in the opportunity chart. As seen in Figure 4, the tabs allow the user to change the
aggregation level.

To evaluate the product, the user starts with the most significant opportunities, which
are underserved. If many summaries or sentences do not belong to the topic, the topic
should be removed from the opportunity chart. A new opportunity chart is then displayed.
While reading the summaries, new user needs or bugs can be found and listed for the
creative process of requirements engineering.

5. Results and Discussion

This section presents the results of the case study and the identified user needs from
the summaries. Through these results, the proposed methodology is tested. In the second
part of this section, the proposed methodology is discussed.

5.1. Results for Alexa Echo Dot

With the help of the proposed algorithm and the interactive UL, all topics were exam-
ined to assess their quality and identify possible user needs.

The topic “set up” was the only underserved topic when all topics were displayed,
but it had to be removed because too many sentences were assigned to it that had nothing
in common with the setup process. The “news,” “reminder,” and “smart plug” topics were
excluded from further analysis for similar reasons.

These removals had the effect that the opportunity chart, as shown in Figure 9, was
visualized. Table 2 displays all topics, which are displayed in Figure 9 with the assigned
opportunity, sentiment, and importance scores.
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Figure 9. Opportunity chart for Amazon Echo Dot.

The topics that were manually read and analyzed are described below. To improve
the comprehensibility of the results, they were divided into three groups: technical re-
quirements, design requirements, and functional requirements. Every topic may have
requirements from each category.

5.1.1. Technical Requirements

With Wi-Fi, users raised the issue that the connection to 5 GHz was unreliable and
described issues with MAC address authentication, the weak Wi-Fi antenna, and the general
first setup. These are all bugs that should be addressed in future generations.

“Connection” is a broad topic that covers issues with Wi-Fi—the echo dot automatically
connects to a random network after a power loss instead of the one chosen by the user,
connection issues that can only be resolved by unplugging and replugging the device, and
the fact that there is no offline mode and an internet connection is essential for Alexa to
work. When the echo dot is connected to other speakers via AUX, there will be a slight
humming sound when they share the echo power supply. As this impacts the sound quality,
this should be fixed in future generations.

For the “sound” topic, the sound quality was a defect many users spoke about—the
speaker does not sound good in big rooms, and when the volume is set to more than level
eight of ten, the bass output was described as excessive, and users requested a bass filter.

5.1.2. Design Requirements

The sentences on the topic “portable” generally led to the conclusion that portability is
a request the customers have that is currently not fulfilled. This topic is heavily interlocked
with the requests for a more aesthetically pleasing external battery with a longer battery
life than currently available.

“Design” is a topic that is connected to different requirements from different rooms.
Users in the office want the Echo to be small enough to fit under their monitor. For more
public rooms, the requests were for a better wall mount, a way to hide the cables, choose
the cable color, and, maybe, even offer different design packages. The users also did not
like that the light-up ring was at the bottom of the Echo in one generation, which makes it
difficult to see when it lights up. Another concern with the design was the volume buttons
that some users wanted to be replaced by a volume knob.
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5.1.3. Functional Requirements

The media topics, such as “radio” and “TV”, contained requests for integrating differ-
ent streaming services and a more straightforward setup process. Central feature customers
were struggling with the fact that while consuming different forms of media voice recogni-
tion was impaired by music or the TV playing in the background. The major complaint
regarding audiobooks was that the auto-generated voice that reads the Kindle library had
only one speed and cadence, which is unpleasant. For podcasts and music, a pain point
was that the sound quality was insufficient for a standalone speaker to enjoy the listening
experience. Another popular request was better integrating podcast and music libraries, be
it a local library from the user’s PC or having a central listening skill combining all media
from iTunes, Spotify, and indie podcast publishers.

The topic of “integration” brought more requests for a shuffle function with integrated
libraries and a tidal integration, another music streaming platform.

The rooms in the house bring a wide range of different requirements, with the use
cases in the bathroom and kitchen needing voice recognition to work with water running
in the background. In contrast, as a more extensive space, the living room requires the Echo
to produce a higher volume to be heard well. The “living room” topic was also loaded with
the “TV” topic and design requirements—users want different color and light options so
that their smart speaker can either stand out or blend into their decoration. The “bedroom”
topic contained some bug reports about the Echo randomly lighting up, making noise in
the middle of the night, and requesting a dimmer function since the standard light was
too bright. Users also have Alexa read bedtime stories to their children, which brings the
necessity of a child mode with it so that parents can control the content and functions their
children can request from Alexa. A functional request from a user outside of the USA
regarding the “alarms, traffic and time” function they were using in the kitchen was that
Alexa only accepts US postal codes, and therefore the functionality was rendered useless.
A complaint made by a user who asked Alexa for the time in the middle of the night when
their teenage children left the Echo at top volume led to the conclusion that the volume
could either be set to a “night mode” starting at a particular time or that the volume could
correspond to the level at which Alexa is spoken.

Issues customers reported with the smart-home features were a bug with the Insteon
integration, Alexa having trouble distinguishing between different routines the users set
up and mixing up the light bulbs in her control. With the light switch function, users
complained about the missing Sengled integration and that Alexa struggles to address light
bulbs that were turned off manually. Problems reported with temperature control were
that the Echo’s internal temperature sensor delivered inaccurate information and the wish
for more compatible thermostat brands. All these issues have relatively apparent solutions.
The complaints about “having to use weirdly specific commands” to communicate with
Alexa and the wish to have that communication feel more natural require a deeper analysis
of the user’s request. It plays into another issue with voice recognition: Alexa cannot
correctly interpret and answer all questions directed at her. Users also struggled with
editing skills they enabled—to change the skills settings, they had to turn off the skill in the
app, modify the attributes, and enable the skill again.

Apart from editing skills, users were generally not satisfied with the app’s experience—
they say it is confusing to navigate, and the Amazon ads inside the app were unnecessary.
They would also like to access the equalizer settings outside the app.

Voice recognition has been mentioned in many other topics already, but since it is
a central function, it has its topic. Ambient noise control has been mentioned in a lot of
other contexts. Alexa struggles with children’s voices and heavy accents and recognizing
artists’ names when looking for music. A highly requested feature is conversation context.
Alexa cannot remember the last things said to her and, therefore, cannot converse. A bug
reported in this context was that Alexa wakes up without being spoken to, for example,
after a power outage.
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A popular request was that Alexa always speaks through the built-in speaker when
playing media over Bluetooth—so that the voice input and output do not interfere with the
media being played and the users know where always to address Alexa.

The classic assistant functions were generally fulfilled well, but for the clock display,
there was a request for the brightness to be adjustable for different rooms, so it could be
visible in the kitchen and dimmed in the bedroom. The calendar could be upgraded with a
connection to different user profiles and their different calendars. For the alarm function,
one user reported a bug that does not let them turn off the alarm via voice command
and instead forces them to switch it off in the app. There also seem to be some issues
with the snooze function that are not described further. Functions users miss in the alarm
feature are cross-device alarms and the possibility to set future, one-time alarms instead of
calendar entries.

When compared to competing voice assistants, apple’s Siri has better Skype and
WhatsApp integration. She can read out and send messages. The “Google” topic has
two main subjects. On the one hand, the users request better integration with the Google
services such as YouTube and Google Search. On the other hand, Google Home is their
home assistant with better voice recognition, better sound quality, and a selection of
different voices for the output. Also, the two-word wake-up “Hey Google” is better than
the one-word wake-up “Alexa” because the users do not wake up their Google Home by
accident as often as Alexa.

Topics customers were generally satisfied with and where no further needs could be
derived are the doorbell and security camera integration, shopping and weather services,
and the timer function.

5.2. Discussion

In this section, we delve into several important aspects related to our research findings.
This section examines the comparison of our study with previous research, especially the
work done in [25]. We also explore our significant improvements in requirements elicitation,
showcasing the algorithm with its innovative techniques and methodologies. Additionally,
we address the limitations inherent in our method, providing a critical assessment of
its constraints and potential areas for future improvement. Through these discussions,
we aim to comprehensively evaluate our research findings and contribute to the broader
understanding of the topic.

5.2.1. Comparison with Previous Studies

Compared to the method described in [25], we incorporated transformers into our
process and included transformer-based summarization for each topic. It allowed us
to provide detailed information about each opportunity. We achieved better results in
extracting opportunities from the review data using transformers. When employing the
RAKE algorithm to extract key phrases from our dataset, we obtained 102,850 n-grams
with a maximum length of two. However, when using transformers for crucial phrase
generation, we obtained 60,122 critical phrases with a maximum length of three. These
transformer-generated key phrases required less cleansing than the RAKE key phrases, as
they exhibited higher quality. If we had used RAKE with a maximum length of three, it
would have resulted in excessive key phrases, requiring more cleansing effort.

Applying the LDA algorithm to the extracted RAKE keywords, as proposed in [25], us-
ing bag-of-words encoding resulted in similar topics. Words like “sound”, “music”, “play”,
“voice”, and “room” were the most common words across almost all topics. Consequently,
the topics were too similar to be effectively used in the subsequent steps. Since the gener-
ated keywords by KeyBert are not necessarily an exact match with the review text, using
LDA with bag-of-words encoding on these keywords is not feasible. To address this issue
and the problem of highly similar topics identified earlier, we adopted a topic-generation
approach using DBSCAN clustering. However, as the DBSCAN model cannot determine
the confidence score of a topic for a document, we employed zero-shot classification with
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transformers on the sentences to calculate the confidence score. This calculation is crucial
for assessing importance and satisfaction and identifying opportunities.

The Python library BERTopic offers topic modeling based on a hierarchical DBSCAN
(HDBSCAN) of embedded documents. It also has a variant that uses KeyBert combined
with c-TF-IDF, and another variant utilizes zero-shot classification. However, it does not
combine both methods. In [63], one of the weaknesses of BERTtopic is that it allocates each
document to only one topic.

5.2.2. Key Improvements to Requirements Elicitation

With our method, this issue is resolved. It is possible to assign one document to
several topics, giving a more realistic representation of the mentioned topics. It is also
helpful to understand which topics are mentioned together, though this functionality is not
implemented in the Ul yet.

The extracted user needs show that the proposed algorithm enables users without
an information technology background to generate insights from big data with low time
investment. The developed Ul is a valuable tool for maintaining the connection between
topics, summaries, and reviews. It facilitates a better understanding of the results and
allows users to perform quality checks by delving into the reviews. The functionality to add
and remove topics from the opportunity chart changed the importance, satisfaction, and
opportunity of the remaining topics since these values are normalized. Therefore, altering
the topics in the opportunity matrix could lead to new, underserved topics. Although there
is room for improvement in interface performance and design and the tool has proven
indispensable for gathering insights on each identified topic. Without it, retrieving the
detailed results of the case study would not have been possible.

During the development of the algorithm, we implemented different language-transformer
technologies for the first time in requirements elicitation. We used transformer-generated
key phrases for topic modeling. The topic modeling is suggested with DBSCAN to filter the
noise in the key phrases. These topics are manually filtered and grouped before zero-shot
classification is used to calculate the contribution scores of the topics to the documents.
The proposed algorithm adds, with the transformer-based summarization, a completely
new idea to requirements elicitation by building summaries from all sentences which
have a higher contribution score in zero-shot classification than the defined threshold
(0.5 for our case study), and the most relevant information of this topic is extracted in
human-readable form. Due to the limitation of input token length to the transformer
models, several summarizations need to be done. To present a fast overview, our algorithm
suggests summarizing the summaries until there are only ten short summaries so that
the human requirements engineer can start with a brief overview of the written texts on
this topic.

A lower aggregation level could be used if more information is needed and more sum-
maries are displayed. As the lowest aggregation level, the sentences should be displayed
so that the original written sentences, which are not altered by language transformers,
can be read. This summarization adds more insights into the identified topics and their
opportunities as formerly known algorithms for requirements elicitation. Considering the
success factors (SFs) for requirements change management analyzed in [43], the proposed
methodology improves the three top SFs. The most essential SF is changing acceptability. It
means the product’s quality depends on satisfying customer needs and expectations. The
proposed solution helps to identify the customer needs and expectations from customer
reviews. The second SF is updated requirements. All requirements should be updated
since the customers’ needs are evolving, and the complete market should also be analyzed.
When the proposed methodology is executed periodically, the requirements could be built
on the timely needs of the customers. As shown in the case study, it is possible to add
topics from competitors to analyze the comparisons with competitors. The third SF, sharing
information, could also be improved when the solution is adjusted to this need. Sharing
information on existing customer needs is possible if everyone can access the proposed
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web surface. However, sharing thoughts and ideas to satisfy them is currently not possible.
Adding a comment and networking component to the front end could contribute strongly
to this SE.

5.2.3. Limitations of the Proposed Method

While generating the topics from the DBSCAN clusters, the topic “generations” was
identified. It represented the generations of the product, and even in the summaries,
some comparisons between the generations were found. This topic was dropped since
it represents generational differences or development. It would enable filtering the user
needs that were fulfilled with a later version. While evaluating the resulting topics and
corresponding feature requests, we noticed that some reviews mentioned Google Now—a
service that Google Assistant replaced in 2016 [64]. Enabling a software development team
to filter out outdated requests, including the posting date in a future export, would be
helpful. Having a date and information on the product that was reviewed would help
deliver the correct requests to the right product teams. The puck-shaped echo dot has
other challenges than the sphere-shaped fifth-generation Echo regarding sound quality,
which currently cannot be addressed in the analysis process. Moreover, considering the
date could show the importance and satisfaction of the topics over time. Due to new apps,
technology, or skills, some user needs might get higher opportunities.

The aggregated summaries delivered requests that were not specific enough to enable
a developer to derive an actual solution. Additional engineering activities are necessary,
such as requirements specification, planning, and validation. While our method is suitable
for requirements elicitation of online reviews, for a more holistic approach to requirements
engineering, online reviews should not be the only source of requirements. Furthermore,
a transformer model that delivers reasonable requirements summaries could be trained.
A model that directly delivers specific requirements from the summaries is desirable. To
generate training data, the presented Ul could be enhanced. The user could be able to mark
the summaries from which a requirement was derived and enter the requirement as text.
The training dataset would then consist of two columns: the entered requirement as the label
and all combined sentences used for the summary as the text. Another helpful enhancement
of the presented UI would be the functionality to drill down into the summaries. It would
enable users to see from which summaries the highest aggregated summary was created,
and a drill-down to sentences would be possible. It helps in understanding the sentiment
of the summaries.

Generally, transformer models have shown significant improvement in the past and are
expected to continue doing so in the future. This progress may result in the chosen models
performing less effectively than newer models. Nevertheless, our proposed methodology
would remain valid, and the results would likely improve using more advanced models.

6. Conclusions

In conclusion, the intersection of requirements engineering and semantic technolo-
gies marks an exciting frontier for future investigations. The fusion of these disciplines
has unveiled new horizons for extracting meaningful insights from consumer reviews.
Our proposed approach, which harnesses the power of natural language processing and
language-transformer technologies, represents a substantial leap forward in requirements
elicitation from online reviews.

Integrating consumer feedback into product design can boost sales performance and
competitive advantage and catalyze broader industry advancements. Our automated
methodology efficiently dissects online reviews, yielding a more profound comprehension
of consumer preferences. This, in turn, fuels innovation in both processes and products,
shaping the trajectory of industries.

While our current algorithm showcases significant enhancements, it is a stepping
stone toward future investigations. Avenues for exploration include:
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User Interface Refinement: Further refinements to the user interface could enhance
user interaction and experience, potentially unlocking more actionable insights from
the data.

Advancements in Language-Transformer Technologies: The rapid evolution of lan-
guage transformer technologies promises continued improvements in natural language
understanding, potentially leading to more accurate requirements extraction.

Fine-Tuning Algorithm Parameters: Delving into the fine-tuning of algorithm pa-
rameters could unveil optimizations that cater to specific industries or domains, making
requirements extraction even more targeted and precise.

Incorporating Multimodal Data: Integrating visual data (such as images or videos)
with textual reviews could provide a richer and more comprehensive understanding of
consumer sentiments and requirements.

Our research bridges raw consumer data and human-readable requirements, fostering
a holistic comprehension of consumer needs. This holistic understanding catalyzes the
driving of future innovations, influencing individual product development, and shaping
the broader landscape of consumer-centric advancements.

As we move forward, these uncharted territories beckon researchers and practitioners
alike to embark on a journey of discovery, innovation, and continuous improvement.
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